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Normalized Total Gradient: A New Measure for
Multispectral Image Registration
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Abstract—Image registration is a fundamental issue in mul-
tispectral image processing. In filter wheel based multispectral
imaging systems, the non-coplanar placement of the filters always
causes the misalignment of multiple channel images. The selective
characteristic of spectral response in multispectral imaging raises
two challenges to image registration. First, the intensity levels of
a local region may be different in individual channel images.
Second, the local intensity may vary rapidly in some channel
images while keeps stationary in others. Conventional multimodal
measures, such as mutual information, correlation coefficient,
and correlation ratio, can register images with different regional
intensity levels, but will fail in the circumstance of severe
local intensity variation. In this paper, a new measure, namely
normalized total gradient (NTG), is proposed for multispectral
image registration. The NTG is applied on the difference between
two channel images. This measure is based on the key assumption
(observation) that the gradient of difference image between
two aligned channel images is sparser than that between two
misaligned ones. A registration framework, which incorporates
image pyramid and global/local optimization, is further intro-
duced for rigid transform. Experimental results validate that the
proposed method is effective for multispectral image registration
and performs better than conventional methods.

Index Terms—Multispectral image, multimodel image, filter
wheel, image registration, image alignment, similarity measure,
total gradient, sparsity, rigid transform, affine transform, global
optimization, local optimization, intensity variation.

I. INTRODUCTION

Multispectral color imaging has attracted intensive interest
in recent years as it can acquire more spectral information
than traditional RGB cameras. A multispectral imaging system
can be set up by using a camera and an optical device that
splits the visible spectrum reflected from the imaged object.
Typical light-splitting devices include electronically controlled
tunable filters [1], [2] or mechanically controlled filter wheel
[3]. Compare with tunable filters, the filter wheel has the
flexibility in filter selection and can achieve high spectral
transmittance in the whole visible spectrum range. These
two attributes are essential to general-purpose high-quality
multispectral imaging.

In this work, the multispectral images are acquired using a
filter wheel based imaging system. As illustrated in Fig. 1, the
system consists of a monochrome digital camera and a filter
wheel installed with a series of optical narrowband filters.
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Fig. 1. The multispectral imaging system (a) and filter wheel (b) used in this
work. Note that in our system totally 16 filters are installed on the wheel, but
only 8 filters are shown for illustration purpose.

These filters are of central wavelengths 400, 420, ..., 700
nm and full width at half maximum (FWHM) 10 nm. The
channel images are sequentially captured by positioning the
filters between the lens and camera. Note that for illustration
purpose only 8 filters are shown in Fig. 1.

The filter wheel based multispectral imaging system usually
suffers from image misalignment and out-of-focus blur. The
misalignment between channel images is caused by the non-
coplanar placement of filters [3]. It severely precludes the
direct use of multispectral images. As shown in Fig. 9,
the misalignment causes chromatic abberation in the multi-
spectral image (displayed in RGB). Though calibration-based
technique for multispectral image alignment is available [3],
the system must be re-calibrated when the imaging distance
changes. Hence, it is more convenient and favored to explore
a calibration-free multispectral image registration method for
practical applications. On the other hand, the out-of-focus
blur is caused by the different effective focal lengths at
individual channels, which originates from the fact that the
refractive indices of the lens are wavelength dependent [4].
To deal with this problem, an autofocus method [5] has been
proposed to compute the focus positions of lens using a
focusing device (step motor). Alternatively, when the channel
images are well aligned, the blur can also be computationally
removed by multispectral image deblurring [4]. In this work,
we will show in Section VII that multispectral images can be
restored based on the proposed registration framework and the
deblurring method introduced in [4]. In this way, neither the
calibration board nor the focusing device is further needed in
the multispectral imaging systems.

Image registration aims to find correspondences between
two images by maximizing the defined similarity measures.
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Fig. 2. Local intensity variation of an aligned multispectral image. (a)
Multispectral image displayed in RGB. (b) Image fa at channel 9 (560 nm).
(c) Image fb at channel 16 (700 nm). (d) Joint histogram of the two channel
images. Notice that the pink spots on the cat head are sensed in image fa
but invisible in image fb.

Extensive surveys of registration techniques can be found in
[6], [7]. The techniques can be classified into two categories
according to the descriptors used to formulate the similarity
measures [7], i.e., the feature-based one and intensity-based
one. The feature-based methods usually involve feature de-
tection, feature matching, transform model estimation, and
resampling. Generally these methods are more efficient but
less accurate compared to the intensity-based methods. As one
of the most successful feature-based methods, scale invariant
feature transform (SIFT) has been widely used in a variety of
matching tasks in computer vision [8]. The intensity-based reg-
istration methods have been developed and applied in medical
imaging [6]. Similarity measures, including sum-of-squared-
differences (SSD), correlation coefficient (CC), correlation
ratio (CR), and mutual information (MI), have been widely
employed in image registration. However, these measures are
not robust when registering two images with spatially-varying
local intensities [9].

Multispectral image challenges the conventional intensity-
based registration methods at two aspects. First, the intensity
levels of the corresponding local region in individual channel
images can be essentially different. Second, the local intensity
may vary in some channel images while keeps stationary in
other channel images. Figure 2 illustrates such an example.
The contrast between the pink regions and the background is
well sensed in the 9th channel image fa, but vanishes in the
16th channel image fb. Consequently, there does not exist a
functional mapping between the gray levels ia and ib in the
joint histogram illustrated in Fig. 2(d).

This paper proposes a new intensity-based method, which
can resolve the mentioned challenges, for multispectral image
registration. The normalized total gradient (NTG), which is
applied on the difference between two channel images (re-
ferred as difference image hereafter), is introduced to measure
the alignment of two images. The employment of NTG is
based on the key assumption that the gradient of difference
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Fig. 3. Multispectral images of real-world scenes displayed in RGB (a) and
distribution of gradient of difference image between channel images (b).

image between two aligned images is sparser than that between
two misaligned images. This assumption is validated by the
statistical investigation on a large number of multispectral
images of real-scenes (see Fig. 3). Based on the NTG, an im-
age registration framework, which incorporates image pyramid
and global/local optimization, is introduced for general affine
transform. During the minimization, an upside down image
pyramid is first constructed for computation acceleration.
Differential evolution [10], a powerful global optimization
algorithm, is then used to find the initial optimal point at
the bottom layer of the pyramid. Finally Newton’s method
is implemented to successively improve the solution at each
layers. Using such a framework, the global optimal affine
transform can be found.

The success of the NTG measure in multispectral image
registration is due to two reasons. First, the gradient operation
weakens the influence of the local intensity that is slowly
varying. Second, the sparseness measure allows for rapidly
varying local intensity. In fact, the rapid intensity variation
contributes rather few additional edges in the gradient map of
the difference image, and consequently the sparseness of the
gradient map is rarely affected.

To summarize, the main contribution of this work is twofold.
First, the NTG is introduced as a registration measure based
on the assumption that the gradient of difference image is most
sparsely distributed when the two channel images are aligned.
Second, a framework, which comprises image pyramid and
global/local optimization, is proposed for multispectral im-
age registration. Experimental results show that the proposed
method can efficiently register both multispectral and multi-
modal images.

The remainder of this paper is organized as follows. Section
II reviews the related work on multispectral/multimodal image
registration. The NTG is introduced in Section III and the
image registration framework is described in Section IV. The
computation details of optimization is presented in Section V.
Section VI shows the experimental results and Section VII
illustrates the applications of the proposed image registration
method. Finally, Section VIII concludes the paper.

II. RELATED WORK

Intensity-based image registration can be further divided
into unimodal and multimodal image registration based on the
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criterion whether corresponding pixels (voxels) have similar
intensity values. It is clear that multispectral image registration
belongs to the latter one. In the following only the most
relevant registration methods are reviewed.

A. Mutual Information

Mutual information (MI) was first introduced for medical
image registration in [11] and was extensively investigated in
[12]. MI is defined as

I(A,B) = H(A) +H(B)−H(A,B), (1)

where H(·) denotes the entropy of the corresponding image,
and H(A,B) denotes the entropy of the joint histogram of
images A and B. When two images are correctly registered,
corresponding regions should overlap and the joint histogram
will show certain clusters for the intensities of those regions.
This consequently results in a least joint entropy H(A,B)
[12]. Thus maximizing mutual information can be viewed as
registering images A and B such that, in the overlap, the
information (H(A) and H(B)) provided by the images is large
and the local regions are in good match. To further increase
immunity against overlap, normalized mutual information has
been investigated [13].

As a variant of MI, regionalized mutual information was
introduced to cope with the local intensity variation [14]. By
assuming that the local intensities are slowly varying across
the image, a global mutual information is constructed from
local regional distributions and hence the registration accuracy
improves. Additionally, the limitation on slowly varying local
intensity can also be avoided by computing MI only in the
regions with large spatial variations (e.g., corner and edge).
This idea is implemented in [15] and [16] by augmenting MI
with the Harris operator or saliency measure. Such methods
perform relatively well on images with slow intensity variation
at the cost of high computation complexity.

B. Correlation Ratio

While MI describes the clustering property of joint his-
togram by entropy, correlation ratio (CR) characterizes such
property by variance [17]. CR stems from the law of total
variance

var(A) = EB(var(A|B)) + varB(E(A|B)). (2)

When the joint histogram is well clustered, for every single
intensity which represents some local region in B, the variance
of intensity in the same local region of A should be small.
This leads to a small value of var(A|B). For all intensities of
B in the region of overlap, the mean variance of A denoted
by EB(var(A|B)) are hence the smallest when registered.
Accordingly, the proportion of the second term of the right
hand side of (2) arrives its maximum, which indicates the
correlation ratio

CR =
varB(E(A|B))

var(A)
(3)

is maximized.

Correlation ratio was thrown light upon again in the view
of pattern matching recently. The work [18] starts from the
discussion of matching by tone mapping (MTM) and ends up
with a variant of CR. According to [18], the pattern to window
distance in MTM is computed as

D(q,w) =
1

|w| var(w)

‖w‖2 −∑
j

1

|qj |
(qj ·w)2

 , (4)

where w is the window patch, qj is the jth slice in pattern
q, |qj | is the pixel number in slice qj , and |w| is the pixel
number of the window patch. Note that

∑
j |qj | = |w|. The

distance (4) can be reformulated as

D(q,w) =
1

|w| var(w)∑
j

|qj |

(∑
i∈qj w2

ji

|qj |
−
(∑

i∈qj wji

|qj |

)2
)
,

(5)

where wji denotes the intensity of the ith pixel in the jth slice
of the window patch specified by the jth slice of the pattern.
Equation (5) can be further transformed to

D(q,w) =
1

|w| var(w)

∑
j

|qj |var(wj), (6)

where wj is the jth slice of the window patch with respect to
pattern qj . With some transformation, it can be validated that
the distance (6) equals to (1−CR). Hence MTM and CR are
actually equivalent.

It should be noted that both MI and CR describe the regional
correspondence of two different modal images. When the in-
tensity of two images can be well approximated by functional
mapping, which allows for a small intensity variation of a
single local region, both MI and CR can achieve outstanding
registration performance. MI is more robust than CR with
respect to intensity variation because entropy is more accurate
in measuring the clustering property than variance. Entropy
measures the sparseness of the joint histogram and allows for a
wider range of distributions of intensity while variance is only
best suited to intensity that follows the normal distribution.
However, such functional correspondence does not always
exist in multispectral images. Figure 2 shows an example of
aligned patch of channel 9 (560 nm) and channel 16 (700
nm). The joint histogram of these two patches cannot be
approximated as a functional mapping from the intensity of
fa to that of fb, but the joint distribution still clusters.

C. Local Normalized Correlation Coefficient

While MI and CR are global intensity-based registration
methods, local normalized correlation coefficient (NCC) [19]
has been introduced to measure the correspondence between
two modal images locally. Based on the assumption that the
directional derivative energy maps are locally linearly corre-
lated, normalized cross correlation can be used to measure the
similarity between two multimodal patches. However, since
not all patches satisfy this assumption, an outlier rejection
strategy is needed when constructing a global cost function. To
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weaken the local linearity assumption, a more robust variant
of NCC called robust selective normalized cross correlation
(RSNCC) criterion [20] was recently proposed to solve the
dense matching problem of both multispectral and natural
images. As stated in [20], though structure inconsistency
and strong outliers caused by shadow and highlight are well
handled in the registration framework, large errors may occur
on regions that do not contain informative features.

The local linearity assumption is a strong functional de-
pendence of descriptors in regions specified by user-defined
windows. Such descriptors can be the intensity directly or the
gradient. Either explicit outlier rejection strategy or implicit
robust selective function aims to reduce the risk of registration
inaccuracy, which results from those regions that violate such
assumption. However, the procedure of selection is empirical
and increases the computation complexity.

D. Residual Complexity

Our proposed method is closely related to the work in [9]
in the sense of measuring the complexity of the difference
image. In [9] the difference of two unimodal images with local
intensity variation, referred as the residual image, was used.
The author showed that the complexity of the residual image
(RC) reduced to its minimum when two images were aligned.
RC can be simply represented by using sparse formulation of
discrete cosine transform (DCT) coefficients.

However, RC is less suitable for multispectral image reg-
istration. When two images are of different modality, the
sparseness of the DCT coefficients of the difference image
is no longer guaranteed. The reason is that the intensities
of two corresponding regions do not counteract while reg-
istered. Compared to RC, the proposed method measures the
sparseness of the gradient of difference image. By taking the
gradient, the residual intensity counteracts with its neighbors
so that multi-modality impacts least on the sparseness.

III. NORMALIZED TOTAL GRADIENT (NTG)

Statistics of image features are of significant use in image
processing and computer vision. The sparseness of gradients
of natural images has been prevalently applied in single
image deblurring [21], denoising [22], and inpainting [23].
Statistics of multispectral images have also been explored for
the efficient representation of multispectral images [24]. In
this work, the gradient of difference image is studied and the
sparseness of such feature is employed in multispectral image
registration.

A. Sparseness

To validate the sparseness assumption of the gradient of
difference image, a multispectral image database with 77 real-
world scenes from [24] is employed. Some images are shown
in Fig. 3(a). Each multispectral image consists of 31 channels
and covers the visible spectrum from 420 to 720 nm at an
interval of 10 nm. Without loss of generality, image intensities
are normalized to the [0, 1] range. All multispectral images are
originally aligned. Random displacements are imposed on all

the channels, except for the reference channel, to synthesize
the misaligned multispectral images. The 16th channel is
chosen to serve as the reference. The difference images are
then computed as the differences between the reference and
the other channel images.

The distributions of the gradient of difference image in cases
of alignment and misalignment are shown in Fig. 3(b). It is
observed that the distribution corresponding to the aligned
channel images is more heavy-tailed than that corresponding
to the misaligned ones. More zero gradients and less large
gradients of the difference image are obtained by registration.
In other words, the gradient of difference image becomes
sparser when the multispectral image is aligned. This can be
mathematically formulated as∑

l

|∇l{f − fR}| ≤
∑
l

|∇l{f̃ − fR}|, (7)

where fR represents the reference channel image, f and f̃
denote the aligned and misaligned channel images, respec-
tively. The operator ∇l, with l ∈ {x, y}, denotes the gradient
computation along the direction l. Notice that | · | is the L1

norm, the absolute gradient of difference image f − fR can
be explicitly expanded as

|∇l{f − fR}| =
∑
x

|∇l{f(x)− fR(x)}|,

where x = (x, y)T denotes the spatial location.
The explanation of the sparsest distribution of gradient

in circumstance of well alignment is straightforward. It is
expected that, when two images are aligned, the gradients
of these images generally overlap and hence the number of
nonzero gradients of the difference image reduces. A rigorous
paradigm that characterizes such number should be the L0

norm. In this work we employ the L1 norm instead since it
is computationally efficient and performs comparatively to the
L0 norm [25].

In what follows, we refer to the L1 norm of the gradient of
the image along all directions (x and y in this work) as the
total gradient (TG) of the image, i.e.,

TG(f) =
∑
l

|∇lf |.

Note that this definition is different to total variation (TV) [26].
With the definition, the expression (7) can be interpreted that
the TG of difference image is minimized when two images
are registered. Hence TG functions as a simple measure for
multispectral image registration.

B. Normalization

Region of overlap between two images is composed by
those pixels whose intensities or features are used to compute
the measure. A measure is of limited use if it is sensitive
to the overlap variation. The work [13] presents an extensive
discussion on the overlap, and proposes the normalized mutual
information (NMI) to reduce the effect of varying overlap on
entropy measure.

The TG of the difference image is sensitive to the overlap
because the summation of absolute gradients is defined on the
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region of overlap. The TG reduces when the region of overlap
shrinks. By considering the L1 norm as a kind of energy
measure, we propose the normalized total gradient (NTG) of
difference image as follows,

NTG(f, fR) =

∑
l |∇l{f − fR}|∑

l |∇lf |+
∑

l |∇lfR|
. (8)

In (8), the numerator is the TG of the difference image and
the denominator is the total energy that normalizes the TG
measure. It can be easily verified that 0 ≤ NTG ≤ 1.
Minimizing NTG is equivalent to registering two images while
increasing their total energy in the region of overlap.

IV. IMAGE REGISTRATION USING NTG

The proposed measure NTG is minimized when two images
are registered. Though NTG can be applied to a variety of
registration tasks, we narrow down to image registration with
global affine transform model. The affine transform model
is frequently used as the pre-processing of medical image
registration [27]. Besides, it has been established that the mul-
tispectral imaging registration in the filter wheel based imaging
system can be well approximated by the affine transform [28].

A. Affine Transform

The aim of image registration is to find a transform
p such that the transformed floating image g(x,p) =
f(u(x,p), v(x,p)) matches the reference image fR(x). The
affine transform can be formulated as(

u
v

)
=

(
p1 p2 p3

p4 p5 p6

)xy
1

 = P

xy
1

 , (9)

where p = (p1, p2, · · · , p6)T is the vector form of P.
According to the discussion above we know that when the
transformed floating image g and the reference image fR are
well matched, the NTG(g, fR) measure is minimized. Hence
registering the floating image f and the reference image fR
is equivalent to solving the following optimization problem,

min
p
J(p) ≡ NTG(g, fR)

=

∑
l

∑
x∈Ω(p) |∇l{g(x,p)− fR(x)}|∑

l

∑
x∈Ω(p) (|∇lg(x,p)|+ |∇lfR(x)|)

,
(10)

where g(x,p) = f(u(x,p), v(x,p)), (u, v)T = P(x, y, 1)T,
l ∈ {x, y}, and Ω(p) denotes the region of overlap.

B. Image Registration Framework

While the problem specified in (10) is a global optimization
problem, local optimization methods can result in a transform
that corresponds to a local minimum of the objective function,
despite their simple and fast computation. On the other hand,
global optimization methods are not advisable to be directly
employed due to their unacceptable computation time when
images are large. Hence we employ a hybrid strategy to
balance computation efficiency and accuracy.

Images are first subsampled into K layers to form an upside
down image pyramid whose lower layer is the subsampled

version of the upper one. Then global optimization is imposed
on the bottom layer to furnish a good initial estimate for the
successive optimization. The initial point is transferred to the
upper layer and is refined by local optimization until the top
layer is reached. In this work the differential evolution [10]
and the well-known Newton’s method are used as the global
and local optimizers, respectively.

Differential evolution (DE) is a genuinely useful global
optimization algorithm and has earned a reputation as a
very effective and reliable global optimizer. Similar to most
evolution algorithms, three steps are needed after choosing the
initial population, namely, mutation, crossover, and selection.
The initial vector population is chosen randomly and covers
the constrained parameter space. New parameter vectors are
generated by adding the weighted difference between two pop-
ulation vectors to a third one. The mutated vector’s parameters
are then mixed with the parameters of another predetermined
vector (the target vector), yielding the trial vector. The target
vector is replaced if the trial vector has a lower cost value. This
has been done over all population vectors so that competitions
take place in each generation [29].

In the global optimization, we use the DeMat library [10]
to search the initial point at the bottom layer. A population
of 30 individuals and 200 generations are usually adequate
for deriving a good initial point. With a four-layered im-
age pyramid, the searching space of p = (p1, · · · , p6)T

is constrained from [0.95,−0.05,−10,−0.05, 0.95,−10] to
[1.05, 0.05, 10, 0.05, 1.05, 10] since no severe scaling and ro-
tation take place in the captured multispectral images. Other
DE parameters are set by default [10].

In the local optimization, the parameters at each layer is
updated as

pt+1 = pt − (HJ
p)−1Jp|p=pt , (11)

where HJ
p and Jp are, respectively, the Hessian matrix and

gradient of the objective function J(p) with respect to p.
The superscribe t represents the tth iteration. When the initial
point locates near the optimal solution, which is guaranteed by
global optimization at the bottom layer, 6 iterations are usually
sufficient for the convergence of Newton’s method [30].

V. IMPLEMENTATION DETAILS OF NEWTON’S METHOD

To minimize the objective function J(p) in (10) we first
denote m(p) and n(p) as the numerator and denominator of
J(p), respectively, as follows,

m(p) =
∑

x∈Ω(p)

(|gx(x,p)− fR,x(x)|+ |gy(x,p)− fR,y(x)|),

n(p) =
∑

u∈Ω(p)

(|gx(x,p)|+|gy(x,p)|+|fR,x(x)|+|fR,y(x)|),

where the subscripts x and y denote the partial derivatives
along the x and y directions. With these notations, the objec-
tive function (10) is represented as J(p) = m(p)

n(p) . By taking
the derivative with respect to p we have

Jp = n−2(nmp −mnp), (12)
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where mp and np denote the gradient of m and n with respect
to p. Note that in (12) the parameter p in parenthesis is omitted
for notation simplification. The (i, j)th entry in Hessian matrix
HJ

p is

HJ
p(i, j) = Jpi,pj

= n−2(nmpi,pj
−mnpi,pj

+ 2mn−1npi
npj

−mpi
npj
− npi

mpj
).

Hence the Hessian matrix HJ
p becomes

HJ
p =n−2(nHm

p −mHn
p + 2mn−1npn

T
p

−mpn
T
p − npm

T
p),

(13)

where Hm
p and Hn

p denote the Hessian matrices of m and n
with respect to p.

To this end, in order to derive the gradient Jp and the
Hessian matrix HJ

p we resort to computing mp, np, Hm
p , and

Hn
p, which will be elaborated below.

A. Computing mp and np

Let d(x,p) denote the difference image, i.e.

d(x,p) = g(x,p)− fR(x),

thus it is easy to derive that

dx = gx − fR,x, dy = gy − fR,y,

dx,p = gx,p, dy,p = gy,p. (14)

Let ρ1(·) denote the first order derivative of the absolute
function | · | (see Subsection C). Since the overlap changes
slightly in the two consecutive updates of p, i.e. Ωp(pt) ≈ 0,
by taking the derivatives of m and n with respect to p we
have

mp ≈
∑

x∈Ω(p)

(ρ1(dx)gx,p + ρ1(dy)gy,p) (15)

and
np ≈

∑
x∈Ω(p)

(ρ1(gx)gx,p + ρ1(gy)gy,p). (16)

We narrow our focus down to the computation of gx,p
and gy,p since all the other terms are known given the
current transform parameter pt. By implementing g(x,p) =
f(u(x,p), v(x,p)), we have(

gx
gy

)
=

(
ux, vx
uy, vy

)(
fu
fv

)
.

Consequently it can be derived that(
gx,pi

gy,pi

)
=

(
ux, vx
uy, vy

)(
fuu, fuv
fvu, fvv

)(
upi

vpi

)
+

(
ux,pi

, vx,pi

uy,pi
, vy,pi

)(
fu
fv

)
,

(17)

where pi ∈ {p1, p2, · · · , p6}. In (17), the gradient of the
objective function is finally decomposed to the transformed
first order and second order gradients of the floating image,
and the gradients of the transform model.
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Fig. 4. Function s(x) with respect to different values of c, The value of x
is in the range [−2, 2]. The absolute function |x| can be well approximated
by s(x) when c = 10.

According to the affine transform model (9), we have(
ux, vx
uy, vy

)
=

(
p1, p4

p2, p5

)
,

up = (x, y, 1, 0, 0, 0)T, vp = (0, 0, 0, x, y, 1)T,

ux,p = (1, 0, 0, 0, 0, 0)T, uy,p = (0, 1, 0, 0, 0, 0)T,

vx,p = (0, 0, 0, 1, 0, 0)T, vy,p = (0, 0, 0, 0, 1, 0)T.

To this end, the gradient of the objective function can be
computed by inserting (15), (16), and (17) into (12).

B. Computing Hm
p and Hn

p

Let ρ2(·) be the second order derivative of the absolute
function | · |. By using (14) and (15), the (i, j)th entry in Hm

p

can be computed as

Hm
p (i, j) = mpi,pj

≈
∑

x∈Ω(p)

(ρ1(dx)gx,pi,pj
+ ρ2(dx)gx,pi

gx,pj

+ ρ1(dy)gy,pi,pj + ρ2(dy)gy,pigy,pj ).

Hence the Hessian matrix Hm
p becomes

Hm
p ≈

∑
x∈Ω(p)

(ρ1(dx)Hgx
p + ρ2(dx)gx,pg

T
x,p

ρ1(dy)H
gy
p + ρ2(dy)gy,pg

T
y,p),

(18)

where Hgx
p and H

gy
p are the Hessian matrices of gx and gy .

Similarly, we have

Hn
p(i, j) = npi,pj

≈
∑

x∈Ω(p)

(ρ1(gx)gx,pi,pj + ρ2(gx)gx,pigx,pj

+ ρ1(gy)gy,pi,pj
+ ρ2(gy)gy,pi

gy,pj
),

and thus

Hn
p ≈

∑
x∈Ω(p)

(ρ1(gx)Hgx
p + ρ2(gx)gx,pg

T
x,p

ρ1(gy)H
gy
p + ρ2(gy)gy,pg

T
y,p).

(19)
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According to the affine model given in (17), we can derive
that(

gx,pi,pj

gy,pi,pj

)
=

(
ux,pj

, vx,pj

uy,pj
, vy,pj

)(
fuu, fuv
fvu, fvv

)(
upi

vpi

)
+

(
ux, vx
uy, vy

)(
fuu,pj , fuv,pj

fvu,pj
, fvv,pj

)(
upi

vpi

)
+

(
ux,pi

, vx,pi

uy,pi
, vy,pi

)(
fu,pj

fv,pj

)
,

(20)

where (
fu,pj

fv,pj

)
=

(
fuu, fuv
fvu, fvv

)(
upj

vpj

)
,

(
fuu,pj

fvu,pj

)
=

(
fuuu, fuuv
fvuu, fvuv

)(
upj

vpj

)
,

and (
fuv,pj

fvv,pj

)
=

(
fuvu, fuvv
fvvu, fvvv

)(
upj

vpj

)
.

It is clear that the Hessian matrix of the objective function can
finally decomposed to the transformed gradients of the floating
image up to third orders. To this end, the Hessian matrix can
be computed by inserting (18), (19), and (20) into (13).

C. Form of ρ1 and ρ2

Since the absolute function |x| is not differentiable at x = 0,
we use the function

s(x) = x+
2

c
log(

1 + e−cx

2
) (21)

to approximate it. Figure 4 illustrates the function s(x) with
respect to different values of c. The value of x, which is
the gradient of difference image, is in the range [−2, 2]. As
illustrated, s(x) gradually approximates |x| as c increases. In
this work we set c = 10. The first and second derivatives of
s(x) are, respectively,

ρ1(x) =
1− e−cx

1 + e−cx
(22)

and

ρ2(x) =
2c

e−cx + ecx + 2
. (23)

VI. EXPERIMENTS

Experiments were conducted on 10 multispectral images of
real-scenes which are shown in Fig. 5. These images were
captured using the imaging system illustrated in Fig. 1. The
performances of MI [11], RC [9], CR [17], RSNCC [20] and
the proposed NTG were compared at two aspects. First, the
robustness of these measures was investigated on multispectral
images with local intensity variation. Second, the registration
accuracy was quantitatively evaluated on real multispectral
images.

S1 S2 S3 S4

S5 S6 S7 S8

S9 S10 Pattern

Fig. 5. The multispectral sample images (S1, S2, · · · , S10) and pattern image
(displayed in RGB) used in the experiments. The pattern image is employed
in the quantitative evaluation of registration accuracy.

A. Robustness to Intensity Variation

Figure 6 shows the effect of local intensity variation on
different measures. In the experiment, channel 1 (400 nm)
was used as the reference and channels 5 (480 nm), 9 (560
nm), 12 (620 nm), 16 (700 nm) were used as the floating ones.
The synthetic affine transforms include horizonal and vertical
translations, as well as rotation and scaling. The cost function
maps of negative MI, negative CR, RSNCC and NTG are
shown in Fig. 6 from column 3 to 12. The top half of the figure
shows the cost maps of different measures in case of rapid
local intensity variation (see the spots on cat’s face and ears).
The bottom half shows the cost maps in case of additional slow
local intensity variation. The slow variation was simulated by
dark clouds whose intensity gradually decreases. The centers
of the maps correspond to the ground truth parameters, i.e.
(0, 0) for the (x, y) translation and (0, 1) for the rotation and
scaling. In these cost maps, lower cost values are encoded in
blue and higher cost values are encoded in red. The locations
of the global minimal costs correspond to the estimated
transform parameters.

It is observed that MI, RC, CR, and RSNCC are more
or less influenced by intensity variation. The reason is that
the assumptions like functional mapping, unimodality, and
local linearity are violated when local intensity varies. On the
contrary, NTG exhibits an excellent performance. The cost
function of NTG is scarcely influenced by the varying local
intensity. Its robustness to intensity variation takes advantages
from the combination of the gradient operation and L1 norm
sparseness measure.

B. Registration Accuracy

In [3] a pattern board was used to correct the geometric
distortion in a multispectral imaging system. Instead, in this
work, we employed the pattern board shown in Fig. 5 to
evaluate the registration measures. In the imaging procedure,
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Horizontal + Vertical Translation Rotation + ScalingImages

f
r

f
r

ff MI RC CR RSNCC NTG MI RC CR RSNCC NTG

Fig. 6. Effect of local intensity variation on different measures. Image of channel 1 (400 nm) is the reference image and images of channel 5 (480 nm), 9
(560 nm), 12 (620 nm), 16 (700 nm) are the floating images. Cost maps of negative MI, RC, negative CR, RSNCC, and NTG with respect to horizontal and
vertical translations ( in range [−20, 20] pixels) are shown from column 3 to 7. Cost maps with respect to rotation (in range [−10◦, 10◦]) and scaling (in
range [0.8, 1.2]) are shown from column 8 to 12. The centers of the maps correspond to the ground truth parameters, i.e. (0, 0) for translations and (0, 1)
for rotation and scaling. In the color maps, lower values are in blue and higher values are in red.

we kept the imaging conditions (e.g., imaging distance and
focal length) fixed, but changed the objects to be imaged. The
10 different scenes are illustrated in Fig. 5. Note that, as the
imaging conditions were fixed, the transform parameters of
any individual channel with respect to the reference channel
(No. 9) should be identical in all the captured scenes. In the
experiment, we computed the rigid transforms from the sample
images (S1, S2, · · · , S10), and the obtained transforms were
then applied on the pattern image. For each channel of the
pattern image, the displacements between the circle centers
on the registered channel image and those on the reference
channel image were computed. Finally, the root mean square
error (RMSE) of all these displacements was computed as the
registration error of each channel.

Table I lists the median RMSE (in pixels) of the 10 samples
produced by different registration measures. It is observed that
NTG yields subpixel accuracy and performs comparative to or
better than its competitors.

As an example, Fig. 7 shows the distributions of registration
errors of the samples S1 and S2 in different channels. It is
observed that the registration errors by the proposed method
are generally smaller than those by other methods. Figure 8
further shows the close-up views of image registration results
of the samples S1 and S2. Here channel 2 was chosen to be
the floating image and channel 9 was set as the reference
image. The two channel images before and after registration
are displayed in an overlapping manner with pseudocolors. It

is observed that, for the sample S1, small misalignment exists
in the registration results by MI, RC, CR, and RSNCC. Rather
severe misalignments take place in the registration results of
sample S2. In comparison, the floating image is robustly and
accurately registered by the proposed NTG measure.

VII. APPLICATIONS

It is mentioned in Section I that the acquired multispec-
tral images suffer from misalignment and out-of-focus blur.
We discuss the application of the proposed method in two
circumstances. In the first circumstance (Subsection A), the
multispectral image has a focusing device [5] and hence the
acquired multispectral images are well focused. Thus the pro-
posed registration method can be directly applied on the sharp
multispectral images. In the second circumstance (Subsection
B), as no focusing device is employed, we must deal with
both misalignment and out-of-blur. We will further show in
Subsection C that, in additional to multispectral image, the
proposed method can also be applied on multimodal and other
images.

A. Multispectral Image Registration

Figure 9 shows some registration results of well-focused
multispectral images of real scenes using the proposed method.
The chromatic abberations caused by image misalignment
are obvious in the original acquired multispectral images. By
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TABLE I
REGISTRATION ERRORS PRODUCED BY DIFFERENT MEASURES (IN PIXELS). THE SMALLEST ERRORS ARE IN BOLD.

Channel No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

MI 1.15 0.68 0.66 0.61 0.61 0.51 0.58 0.56 - 0.68 0.58 0.66 0.61 0.85 1.47 1.27

RC 2.12 1.34 1.24 1.26 1.17 0.75 0.52 0.58 - 0.99 0.81 0.94 1.23 0.81 1.05 1.02

CR 3.50 1.81 1.95 1.47 1.22 0.82 0.62 0.48 - 0.79 0.60 0.98 0.82 1.20 2.12 2.98

RSNCC 0.38 0.90 0.92 1.28 1.49 1.65 1.89 1.89 - 1.74 1.20 0.85 1.30 0.90 1.56 0.43

Proposed NTG 0.80 0.37 0.43 0.32 0.26 0.35 0.23 0.24 - 0.36 0.32 0.33 0.34 0.27 0.95 0.45
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Fig. 7. Registration errors (in pixels) produced by different measures. (a)
Sample S1. (b) Sample S2.

applying image registration, the multispectral images are well
aligned and accordingly the chromatic abberations disappear.

B. Multispectral Image Restoration

In multispectral restoration, our aim is to remove both
misalignment and out-of-focus blur. The process is as follows.
First, each channel images were initially deblurred using a
single-image-based blind deconvolution method [31]. Second,
the proposed method was applied to register the deblurred
individual channel images with respect to the reference chan-
nel image. Third, the state-of-the-art interchannel-correlation-
based deblurring method [4] was applied on the registered
blurry images, and the high-quality deblurred multispectral
image was finally obtained. Figure 10 shows the multispectral
image restoration results using the above process. For illus-
tration, the two blurriest channels (Nos. 1 and 16) and the
reference channel (No. 9) are displayed in composite views. It

is observed that quality of the multispectral image (displayed
in RGB) are much improved after image restoration. From the
composite views in the second and third rows, image regis-
tration and deblurring have been successfully accomplished in
the 1th and 9th channel images.

C. Other Registration Tasks

The proposed method is also applicable to a variety of
registration tasks. We present some typical applications in
image processing and computer vision. Figure 11 shows the
registration results on medical images, flash/no-flash images
[32], RGB/disparity images [33]. In these image pairs, both
rotation and translation have been simulated in the floating
images. It is observed that, despite the rapidly/slowly intensity
variations, the proposed method produces quite satisfactory
registration results.

VIII. CONCLUSIONS

This paper proposed a new measure, namely normalized
total gradient (NTG), for multispectral image registration. The
employment of NTG was based on the observation that the
gradient of difference image becomes sparser when the two
channel images are well aligned. An registration framework,
which consists of image pyramid and global/local optimiza-
tion, was introduced for general affine transform. Experimen-
tal results showed that the proposed NTG measure is well
suited to multispectral image registration and outperforms the
conventional measures. It was validated that the proposed
registration method can be applied in multispectral image
restoration (registration and deblurring) and other relevant
registration tasks.

A limitation of this work is that the proposed method is
only implemented for rigid (affine) image registration, which
is only applicable to static and rigid objects. However, nonrigid
registration is required when objects are deformable or moving
in the image acquisition process. Hence, in the future we
plan to incorporate the NTG measure into nonrigid registration
methods to further extend its applications.
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Fig. 11. Other registration tasks using NTG. (a) Medical images. (b) Flash/no-flash images. (c) RGB and disparity images.
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