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Abstract—The balance between high accuracy and high speed
has always been a challenging task in semantic image segmen-
tation. Compact segmentation networks are more widely used
in the case of limited resources, while their performances are
constrained. In this paper, motivated by the residual learning
and global aggregation, we propose a simple yet general and
effective knowledge distillation framework called double similar-
ity distillation (DSD) to improve the classification accuracy of all
existing compact networks by capturing the similarity knowledge
in pixel and category dimensions, respectively. Specifically, we
propose a pixel-wise similarity distillation (PSD) module that
utilizes residual attention maps to capture more detailed spatial
dependencies across multiple layers. Compared with exiting
methods, the PSD module greatly reduces the amount of cal-
culation and is easy to expand. Furthermore, considering the
differences in characteristics between semantic segmentation task
and other computer vision tasks, we propose a category-wise
similarity distillation (CSD) module, which can help the compact
segmentation network strengthen the global category correlation
by constructing the correlation matrix. Combining these two
modules, DSD framework has no extra parameters and only
a minimal increase in FLOPs. Extensive experiments on four
challenging datasets, including Cityscapes, CamVid, ADE20K,
and Pascal VOC 2012, show that DSD outperforms current state-
of-the-art methods, proving its effectiveness and generality. The
code and models will be publicly available.

Index Terms—Semantic image segmentation, knowledge distil-
lation, pixel-wise similarity, category-wise similarity, deep learn-
ing, convolutional neural networks

I. INTRODUCTION

CURRENT state-of-the-art segmentation networks [10]–
[14] are not suitable for real-time applications with low

power consumption and low storage, such as autonomous
driving, augmented/virtual reality, and video surveillance, es-
pecially when such applications work on smartphones, AR/VR
devices, and other edge devices with strict constraints on
energy, memory, and computation. These methods are hard to

This work was supported by the National Natural Science Foundation of
China under Grant 41701508. (Corresponding author: Xian Sun.)

Y. Feng, X. Sun and J. Li are with the Aerospace Information Research
Institute, Chinese Academy of Sciences, Beijing 100190, China, also with the
School of Electronic, Electrical and Communication Engineering, University
of Chinese Academy of Sciences, Beijing 100190, China, also with the
University of Chinese Academy of Science, Beijing 100190, and also with
the Key Laboratory of Network Information System Technology (NIST),
Aerospace Information Research Institute, Chinese Academy of Sciences,
Beijing 100190, China (e-mail: fengyingchao17@mails.ucas.edu.cn; sunx-
ian@aircas.ac.cn; lijihao17@mails.ucas.edu.cn).

W. Diao and X. Gao are with Aerospace Information Research Insti-
tute, Chinese Academy of Sciences, Beijing 100190, China, and also with
the Key Laboratory of Network Information System Technology (NIST),
Aerospace Information Research Institute, Chinese Academy of Sciences,
Beijing 100094, China (e-mail: diaowh@aircas.ac.cn; gaoxin@aircas.ac.cn).

02468

1 M

8 M

6 4 M

5 1 2 M

4 G

1 6 G

3 2 G

6 4 G

1 2 8 G

D S D

P F S
S K D

K A

E N e t
E R F N e t

D F A N e t

M o b i l e N e t V 2
B i s e N e t

 O u r  d i s t i l l a t i o n  m e t h o d
 E x i s t i n g  d i s t i l l a t i o n  m e t h o d s
 C o m p a c t  s e g m e n t a t i o n  n e t w o r k s

FL
OP

s

P a r a m s  ( M )
Fig. 1. FLOPs and parameters of different distillation methods for seman-
tic image segmentation. The FLOPs is calculated with the resolution of
3 × 640 × 360. The red circle is our proposed distillation method, while
green circles are the existing distillation methods KA [1], SKD [2], [3], and
PFS [4]. The blue diamonds are the recently proposed compact segmentation
networks, including MobileNetV2 [5], ERFNet [6], DFANet [7], ENet [8],
BiseNet [9]. The existing distillation methods need high FLOPs and introduce
a lot of parameters, which even exceed those of the compact networks. On
the contrary, our proposed distillation method has no extra parameters and
only a minimal increase in FLOPs.

deploy due to their high computational complexity and large
model size. This has led to a new research field, which focuses
on the design of compact segmentation networks.

Approaches in this field are broadly divided into three
categories. The first category is the simplest way to achieve
fast segmentation by directly compressing the cumbersome
models, such as weight pruning [15], weight decomposi-
tion [16], [17], and weight quantization [18], [19]. The second
category replaces the large and heavy backbone networks
with compact models or thinner and shallower models. For
example, using MobileNetV2 [5] instead of ResNet-152 [20]
or reducing the depth and scaling the width (e.g., ResNet-18).
Most works belong to the third category, which is to design
specific compact segmentation networks, such as ICNet [21],
ERFNet [6], and DFANet [7]. However, there still exists a
certain margin between the performance of these compact net-
works and the cumbersome networks. The compact networks
always produce poor prediction accuracy on boundaries, small
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Fig. 2. Knowledge transferred from our proposed double similarity distillation
framework. The PSD module is applied between the teacher network and the
student network to capture detailed spatial dependencies. The CSD module
helps the student network to extract the global category correlation.

targets, and weak categories.
How to improve the performance of compact semantic

image segmentation networks has received increased attention.
The knowledge distillation strategy [22] has been investigated
as a good alternative, which is a popular solution to im-
prove the performance of compact models (also called student
networks) by transferring knowledge from the cumbersome
models (also called teacher networks). The effectiveness of
this solution has been verified in several fields, such as
image classification [23], [24], face recognition [25], object
detection [26], lane detection [27], degraded image segmen-
tation [28] and continual learning [29]. Recently, some of
the work including MDE [30], KA [1], SKD [2], [3], and
PFS [4], introduce the knowledge distillation strategy into
the segmentation field, and indicate that spatial dependencies
play a powerful role in improving the performance of the
compact network. However, there are still serious obstacles
to the applications in the realistic environment.

As noted by the Occam’s razor, “Entities should not be
multiplied unnecessarily.” For the existing methods, the major
problem is the high complexity and extra parameters caused by
a large number of matrix multiplication and network structures
that need to be optimized. Specifically, it can be summarized
in two parts. Firstly, the existing methods utilize the matrix
multiplication on a three-dimensional feature map to capture
the spatial dependencies, the high complexity (O(n2), n
means product of the spatial dimensions of the corresponding
feature map) makes it applicable only at the output layer of
the network, which limits the performance gains. Secondly,
the extra network structures, such as auto-encoder network
and generative adversarial network, are introduced to make
up for the deficiency. Although the complexity is reduced
to some extent, these network structures lead to increase
the number of parameters and training steps. As shown in
Fig. 1, the existing distillation methods need high FLOPs
and introduce a great number of parameters, which even
exceed those of the common compact segmentation networks.
The high complexity and extra parameters greatly limit their
scope of application and practicality. Besides, some of them
simply take the segmentation task as many separate pixel

classification tasks and directly adopt pixel-based category
correlation, which only achieves sub-optimal improvements.

In this paper, we propose a novel general method, called
double similarity distillation (DSD). We aim to build a simple
and effective knowledge distillation framework to transfer
comprehensive and powerful similarity knowledge from the
cumbersome teacher network to the compact student network.
As shown in Fig. 2, the similarity knowledge in pixel and
category dimensions are introduced in DSD. The pixel-wise
similarity distillation (PSD) module captures the detailed spa-
tial dependencies and the category-wise similarity distillation
(CSD) module extracts the global category correlation.

In contrast with other methods that capture the spatial
dependencies with high complexity, the PSD module utilizes
residual attention maps through subtraction between any two
attention maps. Compared with matrix multiplication on fea-
ture maps, the lower complexity (O(n) vs O(n2)) allows the
PSD module to be applied to multiple layers of the network
simultaneously to capture more detailed spatial dependencies.
The behind intuitions come from the residual learning [20]
and attention transfer [24]: The responses of pixels belonging
to the same category on the residual attention map should
be similar. Furthermore, we also propose the CSD module
to strengthen the global category correlation through the
category correlation matrix, which can be complementary to
the PSD module. For one image, due to complex neighborhood
information, there are huge differences among the prediction
distributions of pixels belonging to the same category. Directly
applying the soft target distillation for each pixel individually
to learn the pixel-based category correlation may contain a
lot of noise information. This increases the learning difficulty
of the student network. Based on the perspective of global
aggregation, we integrate the prediction distributions for each
category in the whole image to construct the category corre-
lation matrix, which is easier to be understood by the student
network.

In summary, this paper makes the following contributions:
• We propose a simple yet general and effective knowledge

distillation framework called double similarity distillation
for training accurate compact semantic image segmenta-
tion networks. Compared with other distillation methods,
there are no extra parameters and only a minimal increase
in FLOPs, which is more expansibility and generality.

• Pixel-wise similarity distillation module is proposed to
capture detailed spatial dependencies through residual
attention maps. Our module can be applied to multiple
layers of the network simultaneously with low com-
plexity, which is beneficial to learn the detailed spatial
dependencies at different locations of the network.

• We design a category-wise similarity distillation module
to extract global category correlation, which is calculated
by constructing the category correlation matrix. Com-
pared with pixel-based category correlation, the proposed
module considers the characteristics of the segmentation
task and avoids the interference of noise information.

To validate the effectiveness and generality of our method,
we conduct extensive experiments on four challenging bench-
mark datasets, including Cityscapes [31], CamVid [32], Pascal
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VOC 2012 [33], and ADE20K [34]. Comprehensive experi-
ments and comparisons with state-of-the-arts demonstrate that
our approach achieves very competitive performance.

II. RELATED WORK

Since our framework introduces the knowledge distillation
strategy to improve the performance of the compact segmenta-
tion network, we briefly review some related works from three
aspects: compact semantic image segmentation, knowledge
distillation, and context information.

A. Compact semantic image segmentation

Compact semantic image segmentation is proposed to gen-
erate high-quality predictions with limited resources, which is
more widely applied in edge devices and real time segmenta-
tion applications. One way to achieve the compact network
is to introduce the model compression strategy, which can
directly reduce the model size of cumbersome network. Such
methods can be roughly categorized into weight pruning [15],
weight decomposition [16], [17], and weight quantization [18],
[19]. For example, INT8 Quantization [19] proposed to rely
only on 8bit integer arithmetic to approximate the floating-
point computations. However, such methods may cause sig-
nificant performance degradation. Moreover, some methods,
like XNOR-Net [18], have low expansibility, because they are
designed for special hardware. The second way is to utilize the
compact classification backbone networks [5], [35]–[37], such
as MobileNetV2 [5], ShuffleNetV2 [36], and SqueezeNet [37].
Most researches [6]–[9], [21], [38]–[41] proposed to design a
special compact semantic image segmentation network. For
example, ENet [8] designed an efficient lightweight network,
which used early downsampling operation to reduce the pa-
rameters. ICNet [21] used multi-resolution branches cascading
to enhance efficiency. BiSeNet [9] utilized two branches, one
is a spatial path intended to learn spatial information and the
other is context path aiming at obtaining the large receptive
field. DFANet [7] aggregated effective features through sub-
network and sub-stage cascade. However, there is a certain
margin in prediction accuracy between the performance of the
compact semantic image segmentation networks and the state-
of-the-art cumbersome networks. Beyond the above works, we
exploit how to improve the performance of the compact se-
mantic image segmentation networks based on the knowledge
distillation strategy.

B. Knowledge distillation

The conventional knowledge distillation (KD) was origi-
nally proposed in [22] to preserve the soft target of a complex
ensemble of networks when adopting a compact network for
more efficient deployment. Then, FitNets [23] proposed to
transfer the intermediate representations. After FitNets, several
methods [24], [42]–[45] tried to transform the features to
reduce the inherent differences of model architecture between
two networks. For example, AT [24] transferred the attention
maps by reducing the dimension, FT [42] introduced the
auto-encoder network to enhance the quality of feature maps,

MEAL [44] utilized the generative adversarial network to
discriminate the features. Recently, some works [46]–[48]
proposed to distill the relationship between samples and the
correlation of feature distribution, which also improve the
performance of the compact network.

Since the successful application of knowledge distillation
in the image classification, some works explored this strategy
for many other domains, such as face recognition [25], object
detection [26], lane detection [27], degraded image segmen-
tation [28] and continual learning [29]. Hou [27] proposed
self-attention distillation to improve the representation learning
of lane detection models without any additional supervision.
DGN [28] introduced the teacher-student architecture and
proposed the dense-Gram loss to improve the segmentation
performance on degraded images. LWF [29] exploited the
knowledge distillation strategy to solve the catastrophic for-
getting problem on the old tasks when learning new tasks.
More recently, a number of research works have made use
of knowledge distillation strategy to improve the compact se-
mantic image segmentation networks [1]–[4], [30]. MDE [30]
first proposed to match the probability representations and
the local relationships between the student networks and the
teacher networks. However, directly adopting these distillation
methods designed for the task of image classification can only
achieve sub-optimal improvements. KA [1], SKD [2], [3], and
PFS [4] proposed to capture the spatial dependencies through
Affinity module, while a large number of matrix multiplication
operations limit its expansion and performance. To overcome
this limitation, KA [1] utilized the auto-encoder network to
reconstruct the representations. SKD [2], [3] learned soft
targets and introduced the generative adversarial network to
distill holistic knowledge. PFS [4] proposed to add the same
distillation module on the teacher network to reduce the
knowledge gap. However, these approaches introduce extra
parameters and increase the training phases. Different from
these methods, we propose a pixel-wise similarity distillation
module through the subtraction operation to capture the spatial
dependencies and category-wise similarity distillation module
tailored for semantic image segmentation to extract the global
category correlation. Note that our proposed method is still
effective in sub-tasks of semantic image segmentation, such
as lane detection [27] and degraded image segmentation [28].

C. Context information

Context information can capture long-range spatial depen-
dencies and has recently been widely applied in semantic
image segmentation. The direct way to get context information
is to increase the receptive field of the network. Therefore,
the dilated convolution [14], [49] and the pooling operation
are widely adopted. For example, DeepLabv2 [50] proposed
an atrous spatial pyramid pooling (ASPP), which consists of
the dilated convolution with various dilation rates and the
global pooling operation. PSPNet [10] proposed a different-
region based pyramid pooling module to extract the context
information. CCL [14] proposed a context contrasted local
model to collect context contrasted local information. SVC-
Net [51] proposed a paired convolution to infer shape-variant
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Fig. 3. The pipeline of DSD framework. During the training process, teacher network is fixed and the student network is updated by the ground-truth labels
and the knowledge transferred from the teacher network. The proposed pixel-wise similarity distillation module captures detailed spatial dependencies across
the multiple layers of the network. The category-wise similarity distillation module strengthens the global category correlation. Best viewed in color.

context. More recently, based on the idea of pixel similarity,
spatial dependence is proposed to achieve the start-of-the-
art performance. For instance, DANet [52] proposed to learn
semantic interdependencies in spatial and channel dimensions,
respectively. BFP [53] proposed to harvest and propagate the
local features to improve the similarity of the semantically
homogenous pixel region and keep the discriminative power
of the different pixel regions. Since spatial dependencies
play an important role in semantic image segmentation, the
previous distillation methods [1]–[4] proposed to transfer
such knowledge from the teacher network to the student
network. However, a large number of matrix multiplication
are introduced, which increases the complexity and limits
further improvements in performance. Different from previous
methods, we consider learning detailed spatial dependencies
with low complexity.

III. THE PROPOSED FRAMEWORK

In this section, we describe our contribution double similar-
ity distillation framework. Section III-A introduces the overall
framework. Section III-B and Section III-C introduce in detail
the two distillation modules. Finally, Section III-D illustrates
the training procedure of the proposed framework.

A. Overview

The purpose of our framework is quite straightforward:
Improving the classification accuracy of the student network
through transferring knowledge from the teacher network.
Given two deep convolution neural networks, a well-performed
teacher network with parameters θt as T and a new student
network with parameters θs as S. The dataset is D = (X ,Y),
where X = {x1, x2, ..., xn} means the input images and

Y = {y1, y2, ..., yn} means the corresponding ground truth
labels, n denotes the number of samples in the dataset.
Considering the training of the network from a probabilistic
perspective, optimizing the parameters of student network S
given the dataset D is equivalent to maximizing the posterior
probability p(θs|D). According to the Bayes’ rule, we can
convert it to calculate the conditional probability p(D|θs) and
the prior probability of the parameters p(θs):

log p(θs|D) = log p(D|θs) + log p(θs)− log p(D) (1)

where p(D) represents the probability of the dataset, which
is a constant independent of parameters. Therefore, the log
probability of the data given the parameters log p(D|θs) can
be regarded as the negative of the loss function −Lθs . When
the teacher network is introduced to train the student network,
the optimization of parameters can be redefined as follows:

log p(θs|D, θt) = log p(D, θs|θt) + log p(θt)− log p(D, θt)
= log p(D|θs, θt) + log p(θs|θt)− log p(D|θt)

(2)

Note that the parameters of the teacher network have been
optimized and fixed. The log probability of the data given the
parameters of the teacher network − log p(D|θt) (Lθt ) should
be an extremely small constant. Therefore, the log probabil-
ity log p(θs|θt) corresponds to the distillation loss function
Ldistill. Compared with Eq. 1, transferring comprehensive and
powerful knowledge from the teacher network is essential to
improve the performance of the student network.

Based on the above consideration, we design a system that
combines pixel-wise similarity and category-wise similarity
to improve the performance of the compact semantic image
segmentation network. The overall framework of the proposed
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double similarity distillation, called DSD, is shown in Fig. 3.
The semantic image segmentation networks are FCN-like ar-
chitecture [54], which consists of the backbone network, head
network, and logits layer in sequence. The backbone network
takes one image as the input to extract its feature maps. Then,
the head network can aggregate higher-level information based
on the output of the backbone network. Finally, the logits layer
is applied to generate the class probability values. Generally,
the teacher network is frozen, which applies complex and
heavy models to produce higher prediction accuracy. The
student network is trained with the ground truth labels and
the knowledge transferred through the proposed PSD module
and CSD module.

B. Pixel-wise Similarity Distillation Module

The spatial dependencies play a powerful role in semantic
image segmentation. The existing distillation methods [1]–[4]
utilized the Affinity module to capture the information. Given
the feature map A ∈ RN×H×W , where N , H and W denote
the number of channel, height and width, respectively. The
spatial dependence can be defined as follows:

si = Ψ

(
1

Z

∑Z

j=1
f(ai, aj)

)
, Z = H ×W (3)

where Z equals to H ×W , ai, aj denote the features corre-
sponding to pixel i and pixel j, respectively. Ψ(·) means the
activation function, f(ai, aj) represents the pairwise function
that calculates the affinity between pixel feature vector ai and
aj . In KA [1] and SKD [2], [3], the pairwise function is
implemented as follows:

f(ai, aj) = N (ai)
TN (aj) (4)

here N (v) = v/‖v‖2 denotes the l2-normalized feature vector.
Therefore, ignoring the activation function and normalization
operation, the Affinity module in KA [1] and SKD [2], [3] has
a computational cost of:

(2N − 1)×H ×W ×H ×W (5)

the high complexity comes from a large number of matrix
multiplication. Therefore, it is hard to capture more detailed
spatial dependencies on multiple layers of the network, which
limits its application.

Inspired by the residual learning [20] and attention trans-
fer [24], we propose the pixel-wise similarity distillation
module to construct the residual attention (RA) map. As shown
in Fig. 4, the residual attention map can be calculated through
subtraction between attention maps, which are obtained by
attention mapping operation on feature maps. The responses of
pixels belonging to the same category on the residual attention
map should be similar. Therefore, the residual attention map
encodes spatial structural knowledge, which is helpful for
student network to learn the spatial dependencies.

The PSD module can be applied across multiple convolu-
tional layers. Let I = {A1, A2, ..., AK} represents a set of
K selected feature maps. First, we can get the attention maps
through the attention mapping function:

F(A) : RN×H×W → RH×W , A ∈ I (6)
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Fig. 4. Schematic diagram of the pixel-wise similarity distillation module.
The residual attention map is calculated by the subtraction between any
two attention maps, and the attention map is obtained by attention mapping
operation on feature maps.

Specifically, the attention mapping function can be di-
vided into two categories [24], i.e. maximum operation
Fpmax(A) = maxi=1,N |ai|p and summation operation
Fpsum(A) =

∑N
i=1 |ai|p. Here p(p > 1) denotes the power

factor. Following the previous works [24], [27], we choose
the summation operation and set p as 2 to obtain the mapping
function F2

sum(·). Then, the residual attention map can be
defined as follows:

RAmn = N (F2
sum(Am))−N (F2

sum(An)),m > n (7)

Here, Am and An are adjacent feature maps in the set I.
The bilinear operation will be added if the size of feature
maps in different spatial dimensions. Similarly, we can get
the computational cost of the PSD module:

(2K ×N − 1)×H ×W (8)

Compared with the computational cost of Affinity module,
we get a reduction in the computation of:

(2K ×N − 1)×H ×W
(2N − 1)×H ×W ×H ×W

≈ K

H ×W
=
K

Z
(9)

Considering that K � Z, the PSD module is thousand
times less computation than Affinity module, which allows our
module to capture detailed spatial dependencies on multiple
layers.

We adopt L2 loss to calculate the pixel-wise similarity
distillation loss between the teacher and the student networks,
which is formulated as follows:

LPSD =
∑
m,n∈I

L2 (N (RAmnS ),N (RAmnT ))

=
1

(K − 1)Z

∑
m,n∈I

∥∥∥∥ RAmnS
‖RAmnS ‖2

− RAmnT
‖RAmnT ‖2

∥∥∥∥2
2

(10)

where RAT represents the residual attention map of the
teacher network and RAS represents the corresponding resid-
ual attention map of the student network. Note that the
complexity of all methods is only calculated before the L2

loss, because the L2 distance loss function is also applied to
our comparison methods.
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Fig. 5. Visualization of the attention maps and the corresponding residual
attention maps. The images in the first row represent the input images; the ones
in the second row represent the attention maps generated by the output of the
logits layer; the ones in the third row represent the attention maps generated
by the output of the head network; the images in the last row represent the
corresponding residual attention maps. Best viewed in color.

To visualize the effect of the PSD module, some examples
of attention maps and the corresponding residual attention
maps are presented in Fig. 5. It can be seen that the PSD
module successfully captures spatial dependencies. Note that
the PSD module only requires less computational complexity.
Meanwhile, Fig. 5 also shows why we do not directly use
attention transfer [24] for semantic image segmentation task.
The attention maps can only generate local discrimination for
objects. For example, the high response of pixels in the head of
the person and the high response of pixels in the outline of the
car. The attention transfer encourages the student network to
mimic the attention maps of the teacher network and proves its
effectiveness in image classification tasks. This is because the
classification networks are inclined to identify patterns from
the most discriminative parts for recognition. However, the
semantic image segmentation needs localize integral regions
of the objects densely within the whole image to generate
accuracy prediction results.

C. Category-wise Similarity Distillation Module

If the segmentation task is taken as a collection of separate
pixel classification tasks, and KD [22] is used to distill the
category correlation knowledge, only sub-optimal improve-
ments can be obtained, such as the experiments in Section IV.
For one image, pixels of the same category may produce
very different prediction distributions and obtain contradictory
category correlation. Therefore, we propose to integrate the
distributions for each pixel of the same category and strengthen
the global category correlation based on the perspective of
global aggregation.

At the logits layer, the number of channels equals the
number of categories, the channels and categories are corre-
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Fig. 6. Schematic diagram of the category-wise similarity distillation module.
The CSD module is applied to the soft logits layer and utilizes the self-
attention mechanism to construct the correlation matrix.

sponding one by one. Therefore, the values in one specific
channel represent the corresponding class probabilities of all
pixels. As shown in Fig. 6, the self-attention mechanism [55]
between any two channels at the soft logits layer can be
applied to construct the correlation matrix, that is, the global
category-wise similarity knowledge, which can help students
learn the global category correlation.

Explain the CSD module more formally. Let’s denote the
probability values of the logits layer by z ∈ RC×H′W ′

with C
categories and spatial dimensions H ′ ×W ′. Then, we can get
the soft logits q = softmax(z/τ), where τ is the temperature
to soften the output. For better illustration, the soft logits of
each category is expressed as qk· ∈ RH′W ′

. The correlation
matrix CM ∈ RC×C can be defined as follows:

CM(q)ij = N (qi·) · N (qj·) (11)

where i and j are the index for the category. The computational
cost of CSD module:

(2H ′ ×W ′ − 1)× C × C (12)

The L2 loss is introduced to calculate the category-wise
similarity distillation loss between the teacher and student
networks, which is defined as follows:

LCSD = L2(CMS(q), CMT (q))

=
1

C2

∥∥∥CMS(q)− CMT (q)
∥∥∥2
2

(13)

where CMT represents the correlation matrix of teacher
network and CMS represents the corresponding correlation
matrix of the student network.

D. Optimization

The proposed double similarity distillation framework con-
sists of the teacher network and the student network, which
is designed to transfer the similarity knowledge in pixel and
category dimensions, respectively. During the training process,
the parameters of the teacher network will be frozen. The
student network is trained with the task-specific loss Lθs and
the distillation loss Ldistill. Specifically, the former is the
standard cross-entropy loss function LCE and the latter is
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Algorithm 1 Double Similarity Distillation (DSD).
Input:

T , θt are the per-trained teacher network and the corre-
sponding parameters;
I is the set of selected feature maps, the size is K;
α, β are the weight parameters of different objects;
D = {X ,Y} is the training data, X ,Y mean the input
images and corresponding ground truth labels;

Output:
S, θs are the student network and the corresponding
parameters;

1: Initialize the student network S and load weights for the
teacher network T .

2: for each mini-batch Db = {Xb,Yb} do
3: Employ the teacher network T on the mini-batch Db:
4: {RAT , CMT } ← T (Xb, θt);
5: Employ the student network S on the mini-batch Db:
6: {RAS , CMS ,Y ′b} ← S(Xb, θs);
7: Calculate the pixel-wise similarity distillation loss

LPSD (Eq. 10);
8: Calculate the category-wise similarity distillation loss

LCSD (Eq. 13);
9: Calculate the cross-entropy loss LCE ;

10: LCE = −
∑
Yb logY ′b;

11: Calculate the total loss LTotal (Eq. 14);
12: Update the parameters θs of the student network S:
13: θs = argminθsLtotal;
14: end for
15: return S, θs.

composed of two proposed distillation loss functions LPSD
and LCSD. The total loss is defined as follows:

LTotal = Lθs + Ldistill
= LCE + αLPSD + βLCSD

(14)

where α and β are loss weights to make these loss values
ranges comparable. The pipeline of DSD framework can be
seen in Algorithm 1. There are no extra parameters and
negligible FLOPs, which makes the proposed method more
expansibility and generality. Besides, the proposed method has
no constraints on the semantic image segmentation network
and can be easily implemented in an end-to-end manner.

IV. EXPERIMENTS

In this section, we first provide a concise description of the
experimental details, such as datasets, experiment setup, and
evaluation metrics. Subsequently, we analyze and evaluate the
effectiveness of our method. Finally, we show results on four
benchmarks and compare them with state-of-the-art methods.

A. Dataset

We evaluate our proposed framework on four standard
semantic segmentation datasets: Cityscapes [31], CamVid [32],
Pascal VOC 2012 [33], and ADE20K [34].

1) Cityscapes: The Cityscapes [31] is a large-scale urban
street scenes dataset, which contains 19 classes that are
used for evaluation. It contains 5000 high-quality pixel-level
annotations images with a resolution of 1024×2048, and these
finely annotated images are divided into 2975 training images,
500 validation images, and 1525 test images.

2) CamVid: The CamVid [32] is a small scene under-
standing dataset, which contains 367 training images and 233
testing images. The dataset contains 11 different categories
and one ignore label for unlabeled pixels.

3) Pascal VOC 2012: The Pascal VOC 2012 [33] is a
popular object-centric segmentation dataset with 20 object
classes and one background class. It contains 1464 training im-
ages, 1449 validation images, and 1456 test images. Following
the common setting [10], [11], [56], we use the additionally
annotated images resulting in 10582 training images.

4) ADE20K: We further verify the effectiveness of our
method on the ADE20K dataset [34]. The ADE20K is a
complex and challenging scene parsing dataset, which contains
150 semantic categories. It includes 20K/2K/3K images for
training, validation, and testing, respectively.

B. Implementation Details

1) Teacher Network: PSPNet [10] is one of the state-of-the-
art semantic image segmentation frameworks, which proposed
Pyramid Pooling Module (PPM) to gather both local and
global context information into the final feature representation
through four different parallel pooling branches. Its effective-
ness has been verified in several segmentation benchmarks.
Therefore, we select PSPNet [10] with ResNet-101 [20] as the
teacher network. Specifically, the backbone and head network
of the teacher are ResNet-101 and PPM, respectively. Besides,
we employ the open-source trained models [57] of the author
as the teacher models.

2) Student Network: There are no restrictions on student
networks. Two popular compact networks are selected as
the student models, one is ResNet-18 [20] and the other is
MobileNetV2 [5]. The former has the same residual structure
as ResNet-101 [20], and the only difference is the depth of
the network. The latter utilizes inverted residuals and linear
bottlenecks, which is completely different from the teacher
network. Therefore, the two student networks are used to
verify the effectiveness under the condition of similar network
structures and different network structures, respectively.

3) Training setup: Our network is trained end-to-end with
stochastic gradient descent (SGD) with batch size 16 (at most
case), momentum 0.9, and weight decay 0.0001. The pre-
trained models are trained on the ImageNet [58] and the
output stride is set to 1/8. Following previous works [9]–
[11], we use the poly strategy in which the current learning
rate is multiplied by (1 − iter

max iter )power each iteration with
power 0.9. The base learning rate is set to 0.01. Following
the previous works [1]–[3], the weight balance parameters α
and β are set to 103 and 10 to maintain a balance with the
cross-entropy loss function. The iteration number is set to 40K
for Cityscapes, 10K for CamVid, 60K for Pascal VOC 2012,
and 125K for ADE20K. The input size is set to 513 × 513
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for Cityscapes, 480 × 360 for CamVid, and 473 × 473 for
both Pascal VOC 2012 and ADE20K during training and
inference. For data augmentation, the random horizontal flip
and random resize between 0.5 and 2 are adopted. Then, all
images are resized to have the maximum extent of the long
side of the input size and padded with mean to the input
size. For inference, we verify the performance on a single
scale and original inputs. Besides, only the conventional cross-
entropy loss is applied in the experiments, the class probability
weighting, hard sample mining strategy, and deep supervi-
sion [10] are excluded unless otherwise specified. Our method
is implemented by Pytorch [59] framework. All networks are
trained on a single NVIDIA Tesla V100 GPU with 32GB
memory.

4) Evaluation metrics: The mean Intersection over Union
(mIoU) is introduced to evaluate the effectiveness of the
proposed method on four benchmark datasets, which is defined
as follows:

mIoU =
1

C

C∑
i=1

pii∑C
j=1 pij +

∑C
j=1 pji − pii

(15)

where C is the number of categories, pij is the number of
pixels of class i predicted as belonging to class j. The numbers
of true positives pii represents the intersection. The sum of
true positives pii, false negatives pji, and false positives pij
represents the union. The Intersection over Union (IoU) is
calculated as the ratio of intersection and union between the
ground truth and the prediction results for each class. The
mIoU is calculated on a per-class basis and then averaged. We
also report the pixel-wise accuracy (Pixel Acc.) to investigate
the accuracy on ADE20K dataset, which is formulated as
follows:

Pixel Acc. =

∑C
i=1 pii∑C

i=1

∑C
j=1 pij

(16)

Here, the numerator represents the properly classified pixels
and the denominator denotes the total number of pixels. Be-
sides, the number of float-point operations (FLOPs) is applied
to measure the computational complexity, and the model size
is evaluated by the network parameters (Params).

C. Ablation Studies

In this section, we show different the effectiveness of
our method with comprehensive ablation experiments on the
Cityscapes validation set. The effectiveness of the proposed
DSD framework is provided in Table I. The Table II and
Table III detail the effect of the PSD module. The table IV
shows the effect of the CSD module.

1) Effectiveness of double similarity distillation: Two stu-
dent networks are used to explore the effectiveness of the DSD
framework. As shown in Table I, compared with the origi-
nal student networks, the performance of the MobileNetV2
and ResNet-18 can be improved by 3.67 and 3.79 points,
respectively. This implies that the proposed DSD framework
successfully helps the compact segmentation network achieve
a significant improvement. Specifically, The PSD module
brings 1.90% improvement for MobileNetV2 and 2.82% im-
provement for ResNet-18, respectively. Note that although the

TABLE I
EFFECTIVENESS OF THE PROPOSED DOUBLE SIMILARITY DISTILLATION
ON TWO STUDENT NETWORKS: MOBILENETV2 AND RESNET-18. PSD

REPRESENTS THE PIXEL-WISE SIMILARITY DISTILLATION MODULE. CSD
REPRESENTS THE CATEGORY-WISE SIMILARITY DISTILLATION MODULE.

RESULTS ARE REPORTED ON THE CITYSCAPES VALIDATION SET.

Method PSD CSD mIoU (%)

T:ResNet-101 78.23

S1:MobileNetV2 n/a n/a 67.58
S1:MobileNetV2

√
× 69.48

S1:MobileNetV2 ×
√

69.03
S1:MobileNetV2

√ √
71.25

S2:ResNet-18 n/a n/a 69.42
S2:ResNet-18

√
× 72.24

S2:ResNet-18 ×
√

71.75
S2:ResNet-18

√ √
73.21

TABLE II
ABLATION FOR OUR PSD MODULE ON THE CITYSCAPES VALIDATION SET.
RA REPRESENTS THE RESIDUAL ATTENTION MAP. I REPRESENTS THE SET
OF SELECTED FEATURE MAPS. Ab , Ah , AND Al DENOTE THE OUTPUTS OF

THE BACKBONE NETWORK, HEAD NETWORK, AND THE LOGITS LAYER.

RA I mIoU (%)

RAhb {Ab, Ah} 71.26
RAlh {Ah, Al} 71.67
RAlb {Ab, Al} 71.44
RAlh,RAhb {Ab, Ah, Al} 72.24

architecture of student network MobileNetV2 is completely
different from the architecture of the teacher network ResNet-
101, the PSD module still works well. This means that PSD is
well generalized. Besides, the CSD module can improve the
mIoU score based on the PSD module, which can be com-
plementary to the PSD module. This proves that the proposed
DSD framework can distill comprehensive and complementary
similarity knowledge. Therefore, the proposed method can be
simple and effectively applied to all existing compact semantic
image segmentation networks.

2) Effectiveness of pixel-wise similarity distillation: We
evaluate the effect of the PSD module with different feature
maps set I. In this work, we consider outputs of the backbone
network Ab, head network Ah, and the logits layer Al because
of the same spatial dimension. As shown in Table II, RA
means the residual attention map between the two selected
feature maps (see Eq. 7). The results show that the residual
attention map between any two feature maps makes similar
contributions. Furthermore, we can find that the PSD calcu-
lated through the three feature maps works better than any two
feature maps. This proves that the PSD module can capture
the more detailed spatial dependencies as the number of layers
increases. Like CCL [14] and RefineNet [39], our method can
be easily extended to a large set I, such as the middle layers
from the backbone. This is because the PSD module does
not require a large number of matrix multiplications, making
its FLOPs negligible. However, considering the difference in
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(a) (b) (c) (d) (e) (f)

Fig. 7. Visual comparison of segmentation results on the Cityscapes validation set. (a) Input image. (b) Results of attention transfer [24]. (c) Results of
FitNet [23]. (d) Results of affinity [1]–[3]. (e) Results of the PSD module. (f) Ground truth. Best viewed in color.

TABLE III
THE PERFORMANCE IN COMPARISON ON THE CITYSCAPES VALIDATION

SET WITH FITNET [23], AT [24], AND AFFINITY [1]–[3].

Method mIoU (%)

T:ResNet-101 [20] 78.23
S:ResNet-18 [20] 69.42

S + FitNet [23] 71.31
S + AT [24] 71.10
S + Affinity [1]–[3] 71.58
S + PSD 72.24

depth, architectures, and spatial dimensions of the backbone
of the teacher network and the student network, it will take
a lot of time and cost to find the optimal feature maps set I.
Besides, to ensure the generalization of PSD between different
networks and datasets, the feature maps of middle layers from
the backbone are excluded from the PSD module.

To validate the effectiveness of the proposed PSD module,
we make comparisons with variants of the pixel-wise dis-
tillation: FitNet [23], AT [24], and Affinity module [1]–[3].
FitNet proposed to transfer the intermediate representations
of the network and add extra learning convolution layers
on student network to align the matching features when the
sizes are different. AT proposed to make student network
mimic the attention maps of teacher network for image-level
classification problem. Affinity proposed to learn the pair-
wise similarity by matrix multiplication on feature map. As
shown in Table III, the PSD module outperforms all the
other methods. The performances of the PSD module and
Affinity are better than FitNet and AT. This indicates that
the methods designed for image-level classification can only
bring marginal improvements when applied directly to seman-

Fig. 8. The FLOPs when FitNet [23], AT [24], Affinity [1]–[3], and our
PSD module are applied to different numbers of layers of the network. The
reshape and normalization operations are ignored and the dimensions of all
the selected layers are set to 80× 45× 256.

tic image segmentation. The pixel-wise similarity distillation
is more suitable for semantic image segmentation than the
feature distillation and the attention map distillation. Further-
more, compared with Affinity module, the proposed method
can distill the pixel-wise similarity with low computational
complexity. Therefore, we can utilize multiple layers to capture
more detailed spatial dependencies for better performance
gains. The qualitative segmentation results in Fig. 7 visually
demonstrate the effectiveness of our proposed module.

As shown in Fig. 8, to further compare the computational
cost of the above four methods, we visualize the FLOPs when
these methods are applied to different numbers of layers. The
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Fig. 9. The box-plot of category correlation for the rider class obtained by the
KD method and the distribution of the global category correlation obtained
by the CSD module. The upper and lower short lines represent the maximum
and minimum, respectively. The small rectangle in the box and the edge of
the box represent the mean and the standard deviation, respectively. The red
line with the triangle symbol means the distribution obtained by the CSD
module. (a) The distributions at temperatures τ = 1. (b) The distributions at
temperatures τ = 4. The larger the τ , the softer the distribution over classes.

reshape operation and normalization operation are ignored for
better understanding and comparison, and assume that the
selected layers of the teacher network and the student network
have the same dimensions 80×45×256. It can be seen that the
FLOPs of the PSD module are similar to those of FitNet [23]
and AT [24]. Compared with the GB level FLOPs of the
whole network, the value of the PSD module turns out to be
negligible. However, the FLOPs of the Affinity module [1]–[3]
are very large. Even if it is only applied to one layer between
the student network and the teacher network, the FLOPs of
the Affinity module is already equivalent to or even more
than the FLOPs of the compact semantic image segmentation
network, which is 1800 times larger than our PSD module.
Besides, the FLOPs will multiply when the Affinity is applied
to multiple layers of the network. Note that we just assume
that the selected layers have the same small dimensions, the

TABLE IV
THE PERFORMANCE IN COMPARISON ON THE CITYSCAPES VALIDATION

SET WITH THE KD [22] METHOD AT DIFFERENT TEMPERATURE τ .

Method τ = 1 τ = 2 τ = 4 τ = 8

KD [22] 70.56 70.91 71.21 71.11
CSD 71.12 71.33 71.75 71.19

TABLE V
PERFORMANCE COMPARISON ON THE CITYSCAPES TEST SET. FLOPS IS

ESTIMATED FOR AN INPUT OF 3× 640× 360.

Method FLOPs (G) Params (M) mIoU (%)

SegNet [38]† 286 29.5 57.0
ENet [8]† 3.8 0.4 58.3
ESPNet [40]† 4.0 0.4 60.3
ICNet [21]‡ 28.3 26.5 69.5
ERFNet [6]‡ 21.0 2.1 69.7
DFANet [7]‡ 1.7 7.8 70.3
RefineNet [39]‡ 428.3 118.4 73.6
BiseNet [9]‡ 55.3 49.0 74.7
SwiftNet [41]‡ 218.0 24.7 76.5
PSPNet [10]‡,§ 255.4 70.4 78.4

MobileNetV2 [5]‡ 17.9 5.2 66.7
MobileNetV2 (ours)‡ 17.9 5.2 70.9

ResNet-18 [20]‡ 56.9 15.2 67.6
ResNet-18 (SKD) [2], [3]‡ 56.9 15.2 71.4
ResNet-18 (ours)‡ 56.9 15.2 72.3
† Trained from scratch
‡ Initialized from the weights pretrained on ImageNet
§ Tested on left-right flipping and multiple scales.

true FLOPs of the Affinity module will be higher than the
PSD. By comparison, the PSD module can reuse the previous
layers, thereby further reducing the FLOPs. Therefore, the
PSD module can be applied to multiple convolutional layers
with low computational complexity to capture more detailed
spatial dependencies.

3) Effectiveness of category-wise similarity distillation: In
this section, we evaluate the effectiveness of our CSD module
and compare with the KD [22], which proposed to improve
the performance of the student network by learning the soft
targets generated by the high-performance teacher networks
at suitable temperature τ . As can be seen in Table IV, to
make fair comparisons, the temperature τ is set to 1, 2, 4,
and 8, respectively. The larger the τ , the softer the probability
distribution over classes. We can find that the CSD module
brings more performance gains than the KD under different
temperature settings and the CSD module achieves the highest
mIoU score 71.75% when τ is set to 4. The experiments
further prove that the methods designed for other computer
vision tasks can only bring sub-optimal improvements.

In order to further verify that the CSD module is more
suitable for semantic segmentation than the KD [22], we
compare the category correlation obtained by KD and our
CSD module. For the KD method, each pixel can generate
one soft category distribution. As shown in Fig. 9, we count
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TABLE VI
PERFORMANCE COMPARISON ON THE CAMVID TEST SET. THE FULL NAMES OF THE CATEGORIES ARE BUILDING, TREE, SKY, CAR, SIGN/SYMBOL,

ROAD, PEDESTRIAN, FENCE, COLUMN/POLE, SIDEWALK, AND BICYCLIST. ”-” INDICATES THAT THE METHODS DO NOT GIVE THE RESULTS.

Method Params Build. Tree Sky Car Sign Road Pede. fence pole swalk bicy. mIoU (%)

SegNet [38] 29.5 88.8 87.3 92.4 82.1 20.5 97.2 57.1 49.3 27.5 84.4 30.7 55.6
BiseNet [9] 27.0 83.0 75.8 92.0 83.7 46.5 94.6 58.8 53.6 31.9 81.4 54.0 68.7
PSPNet (T) [10] 70.4 85.5 77.3 91.2 90.5 50.6 95.7 56.7 51.5 27.2 85.4 98.0 73.6

MobileNetV2 [5] 5.2 82.7 75.6 90.4 85.6 43.2 93.4 51.2 41.7 13.1 78.1 97.4 68.4
MobileNetV2 (ours) 5.2 82.3 75.8 90.8 85.7 46.1 93.6 55.9 39.4 23.5 78.6 97.8 70.0

ResNet-18 [20] 15.2 82.8 76.0 90.4 83.8 44.4 93.6 52.0 42.5 19.2 78.1 97.3 69.1
ResNet-18 (ours) 15.2 83.8 76.3 90.6 86.4 47.9 94.2 56.9 38.9 21.0 80.4 97.7 70.4

ResNet-18 + aux [20] 15.2 83.8 76.2 90.7 86.5 46.3 94.4 54.4 39.1 22.6 81.0 97.6 70.2
ResNet-18 + aux (SKD) [2], [3] 15.2 - - - - - - - - - - - 71.0
ResNet-18 + aux (ours) 15.2 83.9 77.0 91.1 87.1 49.0 95.1 57.0 39.4 24.9 83.1 98.0 71.4

the category correlation of the pixels belong to the rider class
in one image on Cityscapes validation set and plot the box-
plot to measure the dispersion of the distributions. The upper
and lower short lines represent the maximum and minimum,
respectively. The small rectangle in the box and the edge of
the box represent the mean and the standard deviation, respec-
tively. The longer the box, the larger the standard deviation and
the more scattered the data. It can be seen that the category
correlation of pixels belonging to the same category are not
uniform. It is difficult for the student network to understand
the complicated and contradictory category distributions. On
the contrary, the CSD module can integrate the soft category
distributions for each pixel belonging to the same category and
generate only one global distribution in the whole image. The
global category correlation reduces the learning difficulty of
the student network.

D. Comparison with the State-of-the-Arts

In this section, we show the comparison with the state-of-
the-art methods on the four publicly datasets. Tables V-VIII
detail the segmentation accuracy on different datasets. Fig. 10
shows the segmentation results of the proposed method.

1) Cityscapes: We report the results and the comparisons
with state-of-the-art methods on the Cityscapes test set. As
shown in Table V, the proposed method helps the compact
semantic image segmentation networks achieve significant
improvements. Specifically, the mIoU score is improved from
66.7% to 70.9% with MobileNetV2 and 67.6% to 72.3%
with ResNet-18. Compared with SKD [2], [3] that com-
bines pixel-wise, pair-wise, and holistic distillation, the pro-
posed method based on the same network achieves better
performance improvements. What’s more, different with the
holistic distillation that introduces the conditional generative
adversarial network to align features, our method does not
require any training parameters and can be trained end-to-end.
Fig. 10 shows several samples on Cityscapes validation set,
the better segmentation results are achieved by the proposed
distilled student network, which also further demonstrate the
effectiveness of our method.

2) CamVid: The accuracy results on the test set are shown
in Table VI. Although the compact student networks can obtain

TABLE VII
PERFORMANCE COMPARISON ON PASCAL VOC 2012 VALIDATION SET.

Method Params (M) mIoU (%)

Dilated-8 [49]† 141.1 73.9
DeepLab-v2 [50]† 44.5 76.3
PSPNet (T) [10] 70.4 79.1

MD [30]† 14.4 67.3
MDE [30]†,‡ 14.4 69.6
PFS [4]† 14.4 72.9

MobileNetV2 [5] 5.2 70.6
MobileNetV2 (KA) [1]† 5.2 72.5
MobileNetV2 (ours) 5.2 72.9

ResNet-18 [20] 15.2 71.9
ResNet-18 (ours) 15.2 73.7
† pre-trained on COCO dataset.
‡ used extra 10k unlabeled images.

nearly segmentation accuracy to the cumbersome teacher net-
works due to the simplicity of the dataset, the DSD framework
can still improve the performance of the student networks. Our
method boosts the accuracy of ResNet-18 and MobileNetV2
by 1.3 and 1.6 points, respectively. Besides, considering that
the auxiliary loss can help the semantic segmentation model
learn more generalized representations, we add auxiliary loss
to ResNet-18 and ours for a fair comparison. We can find
that the performance of the ResNet-18 has increased from
69.1% to 70.2% due to the help of the auxiliary loss. However,
our method can still further improve the performance of
the ResNet-18 to 71.4%. Compared with SKD, our method
achieves better segmentation accuracy.

3) Pascal VOC 2012: As shown in Table VII, our method
gets mIoU score 73.7% for ResNet-18, which is a similar seg-
mentation accuracy compared with Dilated-8 [49]. However,
our method only needs much small network parameter. For
MobileNetV2, the mIoU score is improved from 70.6% to
72.9%. Compared with the KA [1], our method does not need
extra training images from the COCO dataset. More impor-
tantly, KA [1] needs to optimize the auto-encoder network
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TABLE VIII
PERFORMANCE COMPARISON ON THE ADE20K VALIDATION SET AND

TEST SET. ”-” INDICATES THAT THE METHODS DO NOT GIVE THE
CORRESPONDING RESULTS.

Method Params (M) mIoU (%) / Pixel Acc. (%)
val / test

SegNet [38] 29.5 21.6 / 71.0 17.54 / 64.0
FCN-8s [54] 134.5 29.4 / 71.3 24.8 / 64.8
DilatedNet-50 [60] 62.7 32.3 / 73.6 25.9 / 65.4
PSPNet (T) [10] 70.4 43.1 / 81.1 44.2 / 81.7

MobileNetV2 [5] 5.2 34.4 / 76.9 28.0 / 68.8
MobileNetV2 (ours) 5.2 37.6 / 77.8 30.6 / 70.0

ResNet-18 [20] 15.2 33.8 / 76.1 27.1 / 68.4
ResNet-18 (SKD) [2], [3] 15.2 36.6 / 77.8 - / -
ResNet-18 (ours) 15.2 38.0 / 78.1 31.3 / 70.0

in advance. Besides, compared with MDE [30] and PFS [4]
that based on the MobileNet [35] and ASPP [50] module,
our method can achieve the equivalent precision with small
model size. Note that these methods also need pre-trained on
COCO dataset. Furthermore, the proposed method dose not
need to add a specially designed module (PFS [4]) to retrain
the teacher network, and can be applied between any existing
student and teacher networks. The qualitative segmentation
results on the Pascal VOC 2012 validation set can be seen
in Fig. 10.

4) ADE20K: The results on the ADE20K validation set and
test set shown in Table VIII also demonstrate the effectiveness
and generality of our method. For MobileNetV2, the mIoU
score is improved by 3.2 and 2.6 points on the validation
set and test set respectively, which exceeds the accuracy
of DilatedNet-50 [60] with large network parameters. For
ResNet-18, the mIoU score is improved from 33.8% to 38.0%
on the validation set, compared with the results 36.6% of
SKD [2], [3], our method based on the same network achieves
a higher segmentation result, too. On the test set, our method
improves the mIoU from 27.1% to 31.1%, which once again
proves the effectiveness and generality of our method. Finally,
As shown in Fig. 10, we also visualize the segmentation results
on the ADE20K validation set to illustrate the effectiveness of
our method.

V. CONCLUSIONS

In this paper, we have presented a simple and effective
framework, called double similarity distillation, to improve
the classification accuracy of the compact semantic image
segmentation network. Specifically, we propose the pixel-wise
similarity distillation module to capture more detailed spa-
tial dependencies across multiple layers through the residual
attention maps. Besides, the category-wise similarity distil-
lation module is proposed to strengthen the global category
correlation by constructing the correlation matrix. Since there
are no large amount of matrix multiplication and extra net-
work structures, the proposed DSD framework achieves zero
increase parameters and negligible FLOPs. What’s more, it
can be applied to all existing networks and optimized in an
end-to-end manner. Finally, the ablation experiments prove

(a) (b) (c) (d)

Fig. 10. Qualitative segmentation result comparisons on Cityscapes validation
set (the first three rows), ADE20K validation set (the middle three rows), and
Pascal VOC 2012 validation set (the bottom three rows). The proposed DSD
framework improves the performance of the student networks. (a) Input image.
(b) Results of the student network. (c) Results of ours. (d) Ground truth.

the effectiveness and generality of the DSD framework. Our
method achieves state-of-the-art performance on four challeng-
ing segmentation datasets. As for future work, we will consider
applying our method on other dense prediction tasks.
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