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Continual Learning with Collaborative Distillation
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Abstract—General Continual Learning (GCL) aims at learning
from non independent and identically distributed stream data
without catastrophic forgetting of the old tasks that don’t rely
on task boundaries during both training and testing stages.
We reveal that the relation and feature deviations are crucial
problems for catastrophic forgetting, in which relation deviation
refers to the deficiency of the relationship among all classes
in knowledge distillation, and feature deviation refers to indis-
criminative feature representations. To this end, we propose a
Complementary Calibration (CoCa) framework by mining the
complementary model’s outputs and features to alleviate the two
deviations in the process of GCL. Specifically, we propose a new
collaborative distillation approach for addressing the relation
deviation. It distills model’s outputs by utilizing ensemble dark
knowledge of new model’s outputs and reserved outputs, which
maintains the performance of old tasks as well as balancing
the relationship among all classes. Furthermore, we explore a
collaborative self-supervision idea to leverage pretext tasks and
supervised contrastive learning for addressing the feature devi-
ation problem by learning complete and discriminative features
for all classes. Extensive experiments on four popular datasets
show that our CoCa framework achieves superior performance
against state-of-the-art methods.

Index Terms—General continual learning, complementary cal-
ibration, knowledge distillation, self-supervised learning, super-
vised contrastive learning.

I. INTRODUCTION

HUMAN beings have the capability to continuously ac-
quire, adjust and transfer knowledge, which is just

we desire agents to have. Continual learning [1], [2], also
called incremental learning or lifelong learning, focuses on the
problem of learning from a data stream in non-stationary data
distributions. These data come from different tasks, in which
the input domains are constantly changing. In this situation,
we hope to exploit the acquired knowledge to solve the old
and new tasks. Continual learning has a wide range of related
applications in the real world, such as object detection [3],
product search [4] and 3D object classification [5].
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Fig. 1. Diagram of relation deviation in knowledge distillation. The old model
has not seen new classes, thus its output ô lacks of the relationship between
old and new classes. When the reserved sample x is replayed, the deficiency
of relationship results in a deviation between the output of the new model
o and the output of the old model ô, which leads to inaccurate continual
learning.

The main challenge in continual learning is catastrophic
forgetting [6], that is, when a deep neural network is trained
on a new task, the performance on old tasks usually drops
significantly. To prevent the catastrophic forgetting, we hope
that the model is capable to integrate new and existing
knowledge from new data (plasticity) on the one hand, and
prevent the significant interference of new input on existing
knowledge (stability) on the other hand. These two conflicting
demands constitute the stability-plasticity dilemma [1].

Early studies of continual learning primarily focused on
the Task Incremental Learning (Task-IL) scenario [7], [8],
[9], in which the difficulty is greatly reduced by employing
task boundaries during testing stage. Recently, lots of studies
consider a more challenging setting, i.e., Class Incremental
Learning (Class-IL) [10], [11], [12], in which task boundaries
are unavailable when testing stage. However, existing methods
for both Task-IL and Class-IL rely on task boundaries in
the training stage, which are not in line with the practical
requirement. In this paper, we consider a more complex and
practical setting: General Continual Learning (GCL) [2], [13],
whose task boundaries are not available during both training
and testing stages. Therefore, most of the existing continual
learning methods cannot be applied to GCL.

Recently, Buzzega et al. [13] proposed a simple and strong
GCL baseline named Dark Experience Replay (DER). They
balanced the stability-plasticity dilemma by knowledge dis-
tillation. Concretely, they took old model as the teacher and
reserved the old model’s outputs to constrain the new model’s
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Fig. 2. Diagram of the indiscriminative feature representations in GCL.
The feature extractor tends to extract discriminative feature for a single task
rather than all tasks. For example, the ”horn” feature is enough to distinguish
sheep from wolf for task 1, while the ”ear” feature is enough to distinguish
the sheepdog and goose for task 2. However, when both tasks are mixed,
previously extracted features may not be discriminative enough, that is, the
feature representations are incomplete. For example, the ”ear” and ”horn”
features are indiscriminative in representing sheepdog and wolf.

outputs of the old samples. However, new samples are unseen
to the old model, which lead to inaccurate old model’s outputs.
As shown in Fig. 1, the outputs of an old model lack the
relationship between the old and new classes. In addition,
when a new task consists of new samples of the old classes, the
relationship among the classes in the old model may incom-
plete. We refer to the deficiency of the relationship among all
classes in knowledge distillation as relation deviation, which
makes interference in balancing the relationship of the old and
new classes.

Moreover, another reason for catastrophic forgetting in
GCL is that the feature representations are not discriminative
enough in representing both the old and new classes, that
is, the feature representations are incomplete for all classes
in GCL. As shown in Fig. 2, the feature extractor tends to
extract the discriminative features of a single task, which
are indiscriminative in representing the data in the following
classes. Thus, it is hard to distinguish all classes with them.
We name this indiscriminative feature representation problem
as feature deviation.

To tackle the above problems, we propose a Complementary
Calibration (CoCa) framework to alleviate the relation and
feature deviations by mining the complementary information
of model’s outputs and features. Particularly, we first utilize
the collaborative distillation technique by ensembling dark
knowledge to balance the relationship among classes while
maintaining the performance of old tasks. Then, we employ
collaborative self-supervision composed by pretext tasks and
supervised contrastive learning, in which pretext tasks enable
feature extractor to learn complete features, while supervised
contrastive learning maintains the meaningful transformation
of pretext tasks and learns discriminative features between the
new and old classes. Pretext tasks and supervised contrastive
learning complement each other, ensuring the feature repre-

sentations to be complete and discriminative for all classes in
GCL. The proposed framework is shown in Fig. 3.

The main highlights are summarized below:
(1) We reveal that relation and feature deviations are crucial

problems for catastrophic forgetting in GCL, and propose a
novel Complementary Calibration (CoCa) framework for GCL
to alleviate these two deviations by exploring the complemen-
tary information of model’s outputs and features.

(2) We ensemble dark knowledge to alleviate the relation
deviation, keeping the performance of the old tasks and balanc-
ing the relationship of inter-class by collaborative distillation.

(3) We leverage a collaborative self-supervised network by
exploiting pretext tasks and supervised contrastive learning,
which enables feature extractor to learn complete and discrim-
inative features for all classes in GCL.

(4) Extensive experiments on four popular datasets, namely
sequential CIFAR-10, sequential CIFAR-100, sequential Tiny
ImageNet and MNIST-360, show that our CoCa framework
outperforms the state-of-the-art methods.

II. RELATED WORK

A. Continual Learning

Early studies focus on Task Incremental Learning (Task-
IL) [2], the simplest continual learning scenario, in which the
task boundaries are available during both training and testing
stages. Such approaches can be roughly categorized into three
types: rehearsal-based methods, regularization-based methods
and structure-based methods. Rehearsal-based methods [14],
[7], [15] replay reserved samples from old tasks while learning
a new task to mitigate catastrophic forgetting. Regularization-
based methods [8], [9], [16] constrain the parameters of each
part of the model to protect the previously learned knowledge.
Structure-based methods [17], [18], [19] alleviate catastrophic
forgetting by modifying the underlying architecture of the
network.

Due to the rigid restriction of Task-IL, recent studies pay
more attention on Class Incremental Learning (Class-IL) [10],
[20], which prohibits access to the task boundaries during
testing stage. Different from Task-IL, Class-IL needs to distin-
guish all seen classes when testing stage. Many studies [10],
[21], [22] have revealed that Class-IL models are easily biased
into new classes, thus existing efforts usually aim at alleviating
this problem by deviation amendment from different aspects,
such as normalized features [10], class statistics [23] and
weight aligning [22].

Although great progress has been achieved, most Task-IL
and Class-IL approaches depend on task boundaries in the
training stage. Actually, task boundaries are blurry in practical
scenarios due to the fact that stream data usually have not clear
task divisions. Thus, recent studies set out to explore General
Continual Learning (GCL) [2], [13], whose differences from
the Task-IL and Class-IL settings are mainly in two aspects:
(i) Task boundaries are not necessary during both training and
testing stages; (ii) Memory size is limited even facing infinite
stream data. Therefore, it is a quite challenging setting.

Some efforts towards GCL are from the aspect of the
sample strategy. Isele et al. [24] employed reservoir sample
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Fig. 3. Overview of the proposed CoCa framework at the training stage, which is composed of three parts: an Experience Replay Module, a Relation
Calibration Module, and a Feature Calibration Module. A backbone fΘ is shared between Experience Replay Module and Feature Calibration Module to
extract image representations, then an auxiliary classifier fψ with a non-linear MLP and a classifier fθ with a single linear layer are applied on top of the
image representations to predict labels. A non-linear projector fφ in Feature Calibration Module is adopted to translate the image representations for the
supervised contrastive learning loss.

strategy so that the probability of all samples can be selected is
equal. Aljundi et al. [25] proposed a greedy selection method
named Gradient based Sample Selection (GSS), which aims at
improving the diversity of samples. Afterwards, some methods
concentrate on mixed methods. Rao et al. [26] proposed a
unsupervised continual learning approach called CURL with
model expansion and generative replay to maintain the perfor-
mance of old tasks. On the basis of CURL, Lee et al. [27]
proposed Continual Neural Dirichlet Process Mixture (CN-
DPM), which utilizes the Bayesian nonparametric framework
to enlarge the number of experts. Buzzega et al. [13] pro-
posed Dark Experience Relay (DER) with the combination
of regularization and rehearsal-based methods, which employs
experience replay and knowledge distillation to promote the
new model’s outputs consistency with the original outputs. Our
CoCa framewok also combines knowledge distillation with
rehearsal, the key difference is that we explore collaborative
distillation to balance the relationship among all classes by
utilizing new model’s outputs.

B. Knowledge Distillation
Knowledge distillation [28] refers to the approach that the

training process of a student model is supported under the
supervision of a teacher model with dark knowledge (soft tar-
gets). The dark knowledge contains the rich similarity relation-
ship among all classes. In addition, the student model could
distill knowledge by itself, which is called self-distillation
[29]. Knowledge distillation is widely applied in continual
learning to address the catastrophic forgetting problem. LWF
[30] is the earliest work to explore it in continual learning,
which aims at leveraging new samples of the old model’s

outputs to constrain the new model’s outputs. Afterwards, FDR
[31] stores samples as well as the dark knowledge of the old
model, and constrains the `2 norm of the difference between
the new model’s outputs and dark knowledge. Unlike the label
distillation, LUCIR [10] directly limits the normalized features
extracted by the new model as consistent as those by the old
model, while PODNet [11] constrains the evolution of each
layer’s output. Further, DDE [12] introduces causal inference
to distill the casual effect between the old and new data.
Different from them, our proposed collaborative distillation
explores ensemble dark knowledge from old and new models,
which contains more informative similarity relationships than
that from a single model.

C. Self-Supervised Learning
Self-Supervised Learning (SSL) [32] refers to learn rep-

resentations with large amounts of data without manual la-
bels, which explores input samples’ inherent co-occurrence
relationships as supervision. A typical type of SSL is pre-
text tasks, which generally leverage the spatial structure or
sequential relationships of input images, such as pretext-
invariant representations [33] and geometric transformation
[34]. Another type is unsupervised contrastive learning [35],
[36], which utilizes the contrastive loss to pull multiple views
of an image closer and pushes those from other samples
apart in an embedding space. SSL is widely applied in many
fields, including few-shot learning [37], imbalance learning
[38] and continual learning [39]. Zhu et al. [39] utilized SSL to
extract discriminative feature representations and memorized
class-representative prototype to maintain the class boundaries.
Khosla et al. [40] extended unsupervised contrastive learning
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to supervised setting by employing images from the same class
as positive samples. Positive samples are pulled closer and the
other samples are pushed away in an embedding space. Mai
et al. [41] proposed Supervised Contrastive Replay (SCR),
leveraging supervised contrastive learning and nearest-class-
mean classifier to mitigate catastrophic forgetting.

The closest studies to our work are PASS [39] and SCR
[41]. Particularly, PASS memorizes each class-representative
prototype that depends on task boundaries. SCR [41] adopts
supervised contrastive learning to obtain well-separated rep-
resentations, in which the trainings of feature extractor and
classifier are separated. Moreover, the samples of old classes
are apt to be lost, especially when the memory is very limited.
Thus, SCR is hard to be applied in GCL. Different from them,
we introduce pretext tasks and supervised contrastive learning
into collaborative self-supervision in our GCL framework,
which complement each other in our Feature Calibration
Module. In this way, complete and discriminative features can
be obtained.

III. METHODOLOGY

In this work, we focus on GCL in image classifica-
tion. Formally, given stream data characterized by tasks
D1,D2, . . . ,DT , each task Dt = {(xt,i, yt,i)Nt

i=1} consists of
Nt images x ∈ X and labels y ∈ Y corresponding to x.
The task boundaries are unavailable during both training and
testing stages. To alleviate catastrophic forgetting, similar to
ER [24], we employ constant memory M = {(xi, ôi, yi)Bi=1}
to store limited amount of previous training samples (x, y) and
corresponding model’s outputs ô, where B represents buffer
size.

As shown in Fig. 3, our proposed CoCa framework consists
of three parts: an Experience Replay Module, a Relation
Calibration Module and a Feature Calibration Module. In
what follows, we first introduce Experience Replay Module
and analyze the relation deviation among classes in existing
knowledge distillation methods. Then in Relation Calibration
Module, we elaborate on how collaborative knowledge dis-
tillation mitigates the relation deviation. Finally, the Feature
Calibration Module leverages collaborative self-supervision to
alleviate the feature deviation, which is composed of pretext
tasks based on geometric transformations and supervised con-
trastive learning to learn complete and discriminative features
respectively. Interestingly, the alleviation process for relation
and feature deviations are mutually complementary.

A. Experience Replay Module

Our feature extractor fΘ for GCL is a neural network,
parameterized with parameters Θ. The role of fΘ is to extract
feature representations of all tasks. Meanwhile, a classifier fθ
needs to be trained to project the learned feature representa-
tions into the label space. The ideal goal is to minimize the
following formula:

arg min
Θ,θ

T∑
t=1

E(x,y)∼Dt
LCE (σ (fΘ,θ(x)) , y) , (1)

where LCE is the cross-entropy loss and σ(·) is the softmax
function. Since it is unavailable to get all samples from old
tasks, Experience Reply Module stores a subset of previous
training set and employs them to jointly optimize models. This
is equivalent to correctly classifying new tasks given limited
memory M from old tasks. Therefore, Eq. 1 is substituted by
the following loss terms:

Lbase = E(x,y)∼Dt
LCE (σ (fΘ,θ(x)) , y)

+ E(x,y)∼MLCE (σ (fΘ,θ(x)) , y) .
(2)

Experience Replay Module is widely applied in image
classification. For example, Buzzega et al. [13] proposed a
strong baseline dubbed DER that employs experience replay
and knowledge distillation to maintain the performance of
old tasks on GCL setting. In particular, it constrains the new
model’s outputs to be as consistent as possible with the old
model. Formally, the loss is written as:

LKD = E(x,ô)∼M ‖fΘ,θ(x)− ô‖22 , (3)

where ô are the model’s outputs sampled from old models and
the ‖·‖2 operator refers to the `2 norm.

However, when training the new model in GCL, ô is
deficient to express the relationship among all classes. We
refer to this deficiency as relation deviation.

B. Relation Calibration Module

As mentioned above, the relation deviation in GCL is caused
by forcing the outputs of new model to keep consistent with
the old model’s outputs, which lack whole inter-class relation-
ships compared with the outputs of new model. Meanwhile,
when the model is trained on a new task, its performance
on old tasks usually drops significantly, indicating inaccurate
outputs of the new model on old tasks. Fortunately, this
deficient inter-class relationships exist in the new model’s
outputs and this inaccuracy can be compensated by the old
model’s outputs. Therefore, we naturally aim to explore com-
plementary properties of the two outputs by forcing the new
model’s outputs to be consistent with the ensemble outputs of
old and new models.

Specifically, we propose a collaborative distillation loss
LCKD to keep the new model’s outputs o consistent with
the ensemble outputs o∗(o, ô) obtained by Relation Calibration
Module. It utilizes the features similarity matrix, the outputs
o of the new model and the reserved outputs ô of the old
model to obtain ensemble outputs o∗(o, ô). Hence, the learning
objective for collaborative knowledge distillation is:

LCKD = E(x,ô)∼M‖o− o∗(o, ô)‖22. (4)

Noticeably, we cannot directly combine o and ô linearly.
Otherwise, if the ensemble outputs o∗ are composed by
o∗(o, ô) = γo + (1− γ) ô, where γ is a positive trade-off
hyper-parameter to balance ô and o, LCKD and LKD will be
linearly correlated:

LCKD = E(x,ô)∼M‖o− (γo+ (1− γ)ô)‖22
= (1− γ)2LKD.

(5)



SUBMITTED TO IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. XX, NO. X, AUGUST 20XX 5

Meanwhile, the new model’s outputs may inaccurate. There-
fore, we adopt the features similarity in the same batch
to propagate the new model’s outputs o and fuse the old
model’s outputs ô. In this way, the ensemble outputs o∗(o, ô)
are carried out to obtain complete inter-class relationships,
which are calculated by the following three steps. Firstly,
we calculate the normalized samples’ similarity Ŝ(i, j) in the
same batch. For each pair of sample (xi, xj), the normalized
feature embeddings obtained by the feature extractor fΘ is
(ẑi, ẑj), the normalized samples’ similarity matrix Ŝ ∈ RN×N
is calculated by:

Ŝ(i, j) =
exp(S(i, j))

Σk 6=i exp(S(i, k))
, (6)

where the similarity function S(i, j) is defined as:

S(i, j) =

{
ẑTi ẑj(i 6= j)
0(i = j)

. (7)

Secondly, we conduct label propagation by o and normal-
ized similarity matrix Ŝ described in [42] as:

Qt = ωŜQt−1 + (1− ω) o (t ≥ 0) , (8)

where ω is a weighting factor in range [0, 1) and Q0 = o.
The label propagation is conducted many times for obtaining
more accurate outputs:

Q∞ = lim
t→∞

[(
ωŜ
)t
o+ (1− ω)

t−1∑
i=1

(
ωŜ
)i
o

]
. (9)

Since ω and the eigenvalues of Ŝ are both in range [0, 1),
we obtain an approximate formulation for Q∞ as:

Q∞ = (1− ω)
(
I − ωŜ

)−1

o, (10)

where I is an identity matrix.
Finally, the ensemble outputs o∗ consist of the old model’s

outputs ô and the modified outputs Q∞, which is written as:

o∗(o, ô) = γ (1− ω)
(
I − ωŜ

)−1

o+ (1− γ) ô. (11)

In this way, we alleviate the relation deviation among all
classes of the old model’s outputs. Even if the matrix inversion
operation takes O(n3) time complexity, the computational
complexity is trivial when the batch size n is limited.

C. Feature Calibration Module

Besides relation deviation, feature deviation is another key
challenge, which is caused by the indiscriminative feature
representations. To address this challenge, we develop a Fea-
ture Calibration Module, which consists of pretext tasks and
supervised contrastive learning. In detail, we first design self-
supervised pretext tasks as auxiliary supervision, enabling
feature extractor to learn complete features. Then, we utilize
the supervised contrastive learning to learn discriminative
features between the new and old classes.

As the samples of the old tasks are unavailable in GCL, the
feature extractor tends to extract the discriminative features for
the new incoming task. This tendency results in incomplete

feature representations, which generally cannot well distin-
guish the old tasks from the new ones. To calibrate incomplete
feature representations, we exploit self-supervised learning
based on geometric transformations pretext tasks to enable the
feature extractor to exact complete features, which represents
the rich spatial or sequential relationships of the samples.
In particalr, we apply pretext tasks loss LPT to distinguish
what geometric transformation has been made to the original
images. Among them, a muti-layers perception fψ is applied
as the auxiliary classifier to project the feature exacted by fΘ

into the label space. Accordingly, the pretext tasks loss LPT
of geometric transformation tasks are designed as:

LPT = LCE(σ(fΘ,ψ (xp, yp))), (12)

where the proxy label yp consists of a series of geometric
transformations, such as rotation and scaling, image xp is
produced by applying geometric transformations proxy label
yp to the original image x.

To better learn discriminative features for all tasks, we fur-
ther leverage supervised contrastive learning in CoCa frame-
work. In detail, we introduce another MLP fφ with parameters
φ, whose purpose is to map the feature to an embedding
space where the supervised contrastive learning loss is applied.
In the feature space, the distances from the same class are
shorten and those of different classes are enlarged. Assuming
the embedding z = fΘ,φ(x), {z+

i } and {z−i } represent the
set of all positive and negative samples distinct from zi in
the multi-viewed batch respectively, the supervised contrastive
learning loss function is written as:

LSCL = Ezi∼z[− Σ
zj∼{z+

i }

S(zi,zj)
τ +

log( Σ
zj∼{z+

i }
exp(

S(zi,zj)
τ ) + Σ

zk∼{z−
i }
exp(S(zi,zk)

τ ))],
(13)

where (i, j, k) denotes the index, τ is a scalar temperature pa-
rameter, and Σ

zk∼{z−
i }
exp(S(zi,zk)

τ ) encourages samples from

different classes to be as far away from the unit hypersphere
as possible in Eq. 13. In this way, the features are evenly dis-
tributed on the unit hypersphere as far as possible. Supervised
contrastive learning could well distinguish the old and new
classes as it utilizes the label information.

Noticeably, pretext tasks and supervised contrastive learn-
ing are cooperative and complementary. Here, they not only
cooperate together to obtain better feature representations to
alleviate the feature deviation problem, but make up for their
respective defects mutually. Concretely, on the one hand,
the pretext tasks may be redundant, and even may produce
interference. For example, it is difficult to distinguish number
6 from the number 9 after 180◦ rotation. Thankfully, the
supervised contrastive learning suppresses the redundancy of
the pretext tasks by supervised information; on the other hand,
when the samples of the old classes are missing due to the
limited memory, the complete features learned by the pretext
tasks assist the supervised contrastive learning to obtain dis-
criminative features for all tasks. Therefore, the collaborative
self-supervision loss LCSS of Feature Calibration Module
becomes:

LCSS = LPT + LSCL. (14)
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Feature Calibration Module explores existing samples and
features to learn complete and discriminative features for
both old and new tasks, these complementary sets of features
alleviate catastrophic forgetting effectively.

D. The Overall Objective

Since our proposed CoCa framework consists of Experience
Replay Module, Feature Calibration Module and Relation Cal-
ibration Module, the objective function of the whole training
stage is as follows:

LCoCa = Lbase + λ1LCKD + λ2LCSS , (15)

where λ1 and λ2 are hyperparameters. At the test stage, the
Feature Calibration Module and Relation Calibration Module
are removed.

IV. EXPERIMENTS

A. Datasets

Four popular datasets are selected in our image classification
experiments: sequential CIFAR-10, sequential CIFAR-100,
sequential Tiny ImageNet and MNIST-360.

CIFAR-10 [44] consists of 10 classes, each class has 6000
samples of 32×32 color images, including 5000 training
samples and 1000 test samples. CIFAR-100 [44] is similar to
CIFAR-10 except that the number of classes is 100. Each class
has 600 images, which are divided into 500 for training and
100 for testing. Tiny ImageNet [45] is a subset of ImageNet
[46], which contains 200 classes, and each class has 500
samples with 64 × 64 color images for training. We split the
CIFAR-10, CIFAR-100 and Tiny ImageNet evenly into 5, 20
and 10 sequential tasks respectively, each of which includes
2, 5 and 20 classes, i.e., sequential CIFAR-10, sequential
CIFAR-100 and sequential Tiny ImageNet. MNIST-360 [13] is
specially designed for GCL setting, which offers a sequence of
MNIST numbers from 0 to 8 at increasing angles. It builds the
batch by using samples belong to two continuous subsequent
classes at a time, such as, (0, 1), (1, 2), ... , (8, 0). Different
from other three datasets, the task boundaries are blurry and
the same task appears repeatedly. It is more challenging and
practical for continual learning.

B. Implementation details

We employ a fully connected network with two hidden
layers as backbone for MNIST-360 dataset. As for the other
datasets, we employ ResNet-18 [47] as backbone. And two
fully connected networks with three hidden layers are em-
ployed as the projector and auxiliary classifier, respectively.
The hyperparameters are selected via grid search by employing
reserved samples of validation set from all task’s training sets.
The number of epochs for datasets MNIST-360, sequential
CIFAR-10, sequential CIFAR-100 and sequential Tiny Ima-
geNet are 1, 50, 50 and 100, respectively. Following [13], we
utilize Stochastic Gradient Descent (SGD) as optimizer and
fix the batch size at 64 to ensure that the amount of updates
for all methods are the same. Concretely, each batch consists
of 32 new samples and 32 reserved samples, and the later are

updated with reservoir sample strategy [48] at the end of each
batch.

In Relation Calibration Module, we set both the weighting
factor ω and the trade-off hyper-parameter γ as 0.1. In
Feature Calibration Module, the pretext tasks are composed
of three types of geometric transformations, including ro-
tation {0◦, 90◦, 180◦, 270◦}, scaling {0.67, 1.0} and aspect
ratio {0.67, 1.33}. Additionally, we only perform a random
transformation for a sample to save the computation cost. Our
approach is implemented with pytorch framework and trained
on one NVIDIA GeForce RTX 3060 GPU.

C. Comparison with State-of-the-Art Methods

1) Competitors: Two group of competitors are selected.
The first group is the GCL approaches, including (1) CN-
DPM (continual neural dirichlet process mixture) [27]; (2) ER
(experience replay with reservoir) [24]; (3) A-GEM (average
gradient episode memory) [15]; (4) GSS (gradient sample
selection) [25]; and (5) DER (dark experience replay) [13].
The second group is the Class-IL and Task-IL approaches,
in which task boundaries should be provided during training
stage, including: (1) LWF (learning without forgetting) [30];
(2) oEWC (online elastic weight consolidation) [16]; (3) SI
(synaptic intelligence) [9]; (4) GEM (gradient episode mem-
ory) [7]; (5) iCaRL (incremental classifier and representation
learning) [20]; (6) FDR (function distance regularization) [31];
and (7) HAL (hindsight anchor learning) [43]. In addition,
we also report the performance bound, including: (1) JOINT
represents that all data are available at any time, which is an
upper bound; and (2) SGD means that no strategy is adopted
to alleviate forgetting at the training time, which is the lower
bound.

Following [2] and [13], we employ the average accuracy on
all tasks as the evaluation criterion. To make a fair comparison,
we apply the single-head setting during training stage and
the pretrain model is unavailable in all methods. It should
be emphasized that no task boundaries are provided for our
proposed CoCa approach, even in comparison with those
Class-IL and Task-IL approaches.

2) Results: Table I reports the results of the comparison
on GCL setting. It could be observed that our approach
outperforms the competitors in all cases. Specifically, for
sequential CIFAR-10 dataset, the proposed CoCa framework
outperforms the state-of-the-art competitors at least in 1.3%.
Furthermore, CoCa beats all methods on sequential CIFAR-
100 dataset. For example, it surpasses the second-best method
DER in around 7% in buffer size sets of 500. As for the
sequential Tiny ImageNet dataset, CoCa has a performance
gain against the best competitor by 1.82%, 0.95% and 0.77%
under 200, 500 and 5120 buffers, respectively.

Since the MNIST-360 dataset has no task boundaries, many
methods that rely on task boundaries are inadequate for it,
such as LWF [30], oEWC [16], SI [9], GEM [7], iCaRL [20],
FDR [31], and HAL [43]. Thus, their methods are unavailable
on MNIST-360 dataset. We could observe that our CoCa
framework achieves top performance across all the different
buffer sizes, which surpasses the suboptimal method at least in
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TABLE I
AVERAGE ACCURACY (%) ON GCL SETTING. “*” INDICATES THAT TASK BOUNDARIES ARE PROVIDED AT THE TRAINING STAGE

Method sequential CIFAR-10 sequential CIFAR-100 sequential Tiny ImageNet MNIST-360
JOINT 92.20 69.55 59.99 82.98
SGD 19.62 4.33 7.92 19.02

LWF* [30] 19.61 4.26 8.46 -
oEWC* [16] 19.49 3.49 7.58 -

SI* [9] 19.48 4.60 6.58 -
CN-DPM [27] 45.21 20.10 - -

B 200 500 5120 200 500 5120 200 500 5120 200 500 1000
GEM* [7] 25.54 26.20 25.26 8.17 12.45 4.55 - - - - - -

iCaRL* [20] 49.02 47.55 55.07 19.26 24.71 29.78 7.53 9.38 14.08 - - -
FDR* [31] 30.91 28.71 19.70 11.67 18.00 32.35 8.70 10.54 28.97 - - -
HAL* [43] 32.36 41.79 59.12 7.60 9.55 22.11 - - - - - -

ER [24] 44.79 57.74 82.47 9.84 14.64 44.79 8.49 9.99 27.40 49.27 65.04 75.18
A-GEM [15] 20.04 22.67 21.99 4.73 4.74 4.87 8.07 8.06 7.96 28.34 28.13 29.21

GSS [25] 39.07 49.73 67.27 6.35 7.44 9.71 - - - 43.92 54.45 63.84
DER [13] 64.88 72.70 85.24 18.66 28.70 51.20 10.96 19.38 39.02 54.16 69.62 76.03

CoCa (ours) 66.25 76.27 89.52 21.20 32.88 58.38 12.78 20.33 39.79 67.02 76.49 81.82

TABLE II
AVERAGE ACCURACY (%) ON TASK-IL SETTING. “*” INDICATES THAT TASK BOUNDARIES ARE PROVIDED AT THE TRAINING STAGE

Method sequential CIFAR-10 sequential CIFAR-100 sequential Tiny ImageNet
JOINT 98.31 95.22 82.04
SGD 61.02 39.91 18.31

LWF* [30] 63.29 25.02 15.85
oEWC* [16] 68.29 23.13 19.20

SI* [9] 68.05 38.37 36.32
B 200 500 5120 200 500 5120 200 500 5120

GEM* [7] 90.44 92.16 95.55 68.56 71.69 78.21 - - -
iCaRL* [20] 88.99 88.22 92.23 71.56 77.99 81.59 28.19 31.55 40.83
FDR* [31] 91.01 93.29 94.32 68.78 75.20 82.33 40.36 49.88 68.01
HAL* [43] 82.51 84.54 88.51 51.49 57.03 67.42 - - -

ER [24] 91.19 93.61 96.98 69.40 74.45 88.83 38.17 48.64 67.29
A-GEM [15] 83.88 89.48 90.10 58.88 59.58 64.68 22.77 25.33 26.22

GSS [25] 88.80 91.02 94.19 41.94 56.18 67.65 - - -
DER [13] 91.92 93.88 96.12 72.21 77.30 87.66 40.87 51.91 69.84

CoCa (ours) 92.95 94.54 97.17 75.23 82.28 91.36 46.13 55.03 71.19

5%. It is quite impressive when the buffer size is limited, such
as 200, with at least 12% gains against the other competitors.
These results indicate that the collaborative distillation and
self-supervision greatly alleviate catastrophic forgetting by
mitigating deviation in the absence of task boundaries.

In addition, we also observe significant performance dif-
ferences of CoCa on different datasets and different buffer
sizes. Specifically, it can be observed that the performance on
sequential CIFAR-10 dataset is higher than sequential Tiny
ImageNet and sequential CIFAR-100 datasets. The reason lies
in that it has quite fewer classes than the other datasets. For
the performance differences among different buffer sizes for
the same dataset, it is due to that the more replay samples
are retained, the easier it is to alleviate the deviation. When
the buffer size is large enough, it approximates the setting of
joint training, i.e., the performance upper bound. As we can
see, as the buffer size increases from 200 to 5120, the average
accuracy improves by at least 23% on these datasets.

Moreover, since all methods are applicable to with Task-IL
setting, following [13], we also make a comparison on Task-IL
setting, as shown in Table II. It should be noted that Task-IL

experiments cannot be conducted on MNIST-360 dataset since
there is no task boundaries during testing stage. We could
observe that our proposed approach also outperforms all the
competitors on the three datasets, even additional boundaries
are provided for those Class-IL and Task-IL approaches. Take
the sequential CIFAR-100 dataset for example, the accuracies
of our CoCa are 75.23%, 82.28% and 91.36% under 200, 500
and 5120 buffers, respectively.

D. Ablation Study

1) The impact of each component: To evaluate the impact of
different components in CoCa, we conduct ablation studies on
sequential CIFAR-100 and MNIST-360 datasets, as shown in
Table III. We take the Experience Replay Module as baseline,
upon which the following components are considered: CKD
applies collaborative distillation loss, PT adds pretext tasks
loss, SCL introduces supervised contrastive learning loss, CSS
represents the combination of pretext tasks loss and supervised
contrastive learning loss.

As shown in Table III, each component contributes pos-
itively to the model except for the PT on the MNIST-360
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(a) ω (b) γ

Fig. 4. The impacts of relation calibration parameters ω and γ on sequential CIFAR-100 dataset with buffer size of 500.

(a) SGD (b) ER (c) Relation Calibration Module

(d) JOINT (e) Feature Calibration Module (f) CoCa (ours)

Fig. 5. t-SNE visualization of features for test set of MNIST-360 dataset. (a) t-SNE visualization results of SGD. (b) t-SNE visualization results of ER. (c)
t-SNE visualization results of Relation Calibration Module. (d) t-SNE visualization results of JOINT. (e) t-SNE visualization results of Feature Calibration
Module. (f) t-SNE visualization results of CoCa.

(a) JOINT (b) SGD (c) ER (d) CoCa (ours)

Fig. 6. Confusion matrices of four different variations for test set of MNIST-360 dataset. (a) Confusion matrix of JOINT. (b) Confusion matrix of SGD. (c)
Confusion matrix of ER. (d) Confusion matrix of CoCa.
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TABLE III
ABLATION STUDIES ON COCA COMPONENTS ON SEQUENTIAL
CIFAR-100 AND MNIST-360 DATASETS. ’CKD’ INDICATES

COLLABORATIVE KNOWLEDGE DISTILLATION, ’PT’ INDICATES PRETEXT
TASKS AND ’SCL’ INDICATES SUPERVISED CONTRASTIVE LEARNING

CKD PT SCL sequential CIFAR-100 MNIST-360
B 200 500 5120 200 500 1000

9.84 14.64 44.79 49.27 65.04 75.18
X 20.26 30.27 51.55 56.71 71.07 76.18

X 10.79 19.95 47.38 47.09 62.24 72.75
X 11.33 16.44 51.11 59.37 66.90 75.73

X X 12.25 21.25 52.31 64.14 70.83 75.91
X X 20.77 30.43 54.29 53.59 71.35 77.49
X X 18.60 30.65 53.19 66.46 74.75 81.28
X X X 21.20 32.88 58.38 67.02 76.49 81.82

TABLE IV
ABLATION STUDIES ON THE DIFFERENT NUMBERS OF TASKS ON

SEQUENTIAL CIFAR-100 DATASET

Method 10 Tasks 20 Tasks
JOINT 69.55 69.55
SGD 8.54 4.33
B 200 500 5120 200 500 5120

ER [24] 13.81 21.81 49.83 9.84 14.64 44.79
DER [13] 23.25 36.20 56.20 18.66 28.70 51.20

CoCa (ours) 26.06 38.43 61.25 21.20 32.88 58.38

dataset. This is because the samples in the MNIST-360 dataset
are rotated at increasing angles, which interferes with the
prediction of the pretext tasks. However, its combination with
SCL, i.e., CSS, performs better than each of them individually,
which proves that the PT and SCL complement each other.
Furthermore, when all the components are combined, the
best performance is achieved in all settings. This consistent
improvement verifies our statement that the joint calibration
between CKD and CSS is beneficial for alleviating the devi-
ation, that is, the modules of relation calibration and feature
calibration are mutually complementary.

2) The impact of the different numbers of tasks: We further
conduct experiments to explore the impact of the different
numbers of tasks. We choose sequential CIFAR-100 dataset
as example, which includes 10-spilt and 20-spilt settings, that
is, dividing the CIFAR-100 dataset into 10 and 20 tasks,
respectively. As shown in Table IV, we observe that all
competitors except for the upper bound JOINT are sensitive
to the number of tasks. As the number of tasks increases from
10 to 20, the performance drops a lot. For example, when
buffer sizes are 200, 500 and 5120, the declines are 4.86%,
5.55% and 2.86% in CoCa, respectively. This is due to that
the increasing number of the tasks leads to the decreasing
number of the classes for each task. However, in the case of
either a 10-split or 20-split settings, our approach is superior
to the other competitors, demonstrating that the effectiveness
of CoCa framework.

3) The impact of parameters ω and γ: Hyper-parameters
ω and γ are important in calibrating the relation deviation
in Eq.11. We also select sequential CIFAR-100 dataset as
example, whose results are shown in Fig.4. As observed from

Fig. 4(a), the different proportions ω of label propagation
have little impact on Relation Calibration Module within the
interval of (0.1, 0.9). However, when ω reaches 1, there is
a significant decline. This is because the ensemble output
o∗ is equal to the reserved output ô, which fails to explore
collaborative distillation. Moreover, as shown in Fig. 4(b), γ
is a sensitive hyper-parameter on balancing the relationship
among all classes in collaborative distillation. As we can see,
even if γ is 0.1, the accuracy improves more than 2% against
that of 0. This explains that it is necessary to alleviate the
relation deviation in knowledge distillation. However, as γ
increases, the ensemble output o∗ contains less information
from the old model, resulting in a dramatic decline in model
performance.

E. Visualization Analysis
1) t-SNE Results: To further verify the effectiveness of

our CoCa framework on calibrating the feature deviation, we
visualize the features for the test set of MNIST-360 dataset,
which are shown in Fig. 5. We observe that the t-SNE of the
baseline method ER is better than that of SGD. However, as
evident in Fig. 5(b), classes are not distinguished well and the
class boundaries are also not precise and compact. The Rela-
tion Calibration Module is formed by adding the collaborative
distillation loss to the baseline, whose t-SNE is shown in Fig.
5(c). As we can see, compared with ER, Relation Calibration
Module reduces the interference of features among different
classes through the normalized similarity matrix, which further
helps to aggregate samples of the same class. Figure 5(e)
shows the t-SNE corresponding to Feature Calibration Module,
from which we observe that each class is well distinguished
and the boundaries of most classes are clear. On the one
hand, the complete features are obtained through pretext tasks,
leading to the class representations are well spread out. On
the other hand, the supervised contrastive learning enables the
inter-class distance larger and the intra-class distance smaller,
which makes the boundaries are clearer. Finally, our method
takes advantage of the complementary modules that lead to
more compact clusters and discriminative class boundaries. It
is worth noting that the t-SNE of our method is comparable
to that of JOINT, which also proves the effectiveness of our
CoCa framework in alleviating the feature deviation.

2) Visualization of confusion matrices: Figure 6 provides
the visualization of confusion matrices on the test set of
MNIST-360 dataset to give an insight into the effectiveness of
our CoCa framework. Among them, diagonal entries represent
the accuracy of each class. As shown in Fig. 6(b), SGD is
obviously biased towards the last task (8,0). Interestingly, it
obtains an easily distinguishable feature for the number 1 (see
Fig. 5(a)), but its accuracy is still zero. This proves that the
catastrophic forgetting is the result of feature extractor and
classifier. By comparing Fig. 6(c) and Fig. 6(d), we observe
that the CoCa has few deviations towards the last task and
achieves superior performance among all classes.

V. CONCLUSION

In this paper, we have proposed the CoCa framework
to alleviate the relation and feature deviations in GCL by
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collaborative distillation and self-supervision. Specifically, the
collaborative distillation mitigates the relation deviation by
exploring ensemble dark knowledge in knowledge distillation
to balance the relationship among classes. The collaborative
self-supervision is composed by pretext tasks and supervised
contrastive learning, which aims at learning complete and
discriminative features to alleviate the feature deviation.
Extensive experiments have demonstrated that our proposed
CoCa framework outperforms the state-of-the-art ones. In
future, we consider to leverage online distillation approaches
and explore how to select positive samples in contrastive
learning.

REFERENCES

[1] G. I. Parisi, R. Kemker, J. L. Part, C. Kanan, and S. Wermter, “Continual
lifelong learning with neural networks: A review,” Neural Networks, vol.
113, pp. 54–71, 2019.

[2] M. Delange, R. Aljundi, M. Masana, S. Parisot, X. Jia, A. Leonardis,
G. Slabaugh, and T. Tuytelaars, “A continual learning survey: Defying
forgetting in classification tasks,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, [Online], 2021.

[3] X. Chen, Y. Wang, J. Liu, and Y. Qiao, “Did: Disentangling-imprinting-
distilling for continuous low-shot detection,” IEEE Transactions on
Image Processing, vol. 29, pp. 7765–7778, 2020.

[4] Q. Wang, X. Liu, W. Liu, A.-A. Liu, W. Liu, and T. Mei, “Metasearch:
Incremental product search via deep meta-learning,” IEEE Transactions
on Image Processing, vol. 29, pp. 7549–7564, 2020.

[5] Y. Liu, Y. Cong, G. Sun, T. Zhang, J. Dong, and H. Liu, “L3doc: Life-
long 3d object classification,” IEEE Transactions on Image Processing,
[Online], 2021.

[6] M. McCloskey and N. J. Cohen, “Catastrophic interference in con-
nectionist networks: The sequential learning problem,” Psychology of
Learning and Motivation, vol. 24, pp. 109–165, 1989.

[7] D. Lopez-Paz and M.-A. Ranzato, “Gradient episodic memory for con-
tinual learning,” in Proceedings of the Advances in Neural Information
Processing Systems, 2017, vol. 30, pp. 6467–6476.

[8] J. Kirkpatrick, R. Pascanu, N. Rabinowitz, J. Veness, G. Desjardins,
A. A. Rusu, K. Milan, J. Quan, T. Ramalho, A. Grabska-Barwinska
et al., “Overcoming catastrophic forgetting in neural networks,” Pro-
ceedings of the National Academy of Sciences, vol. 114, no. 13, pp.
3521–3526, 2016.

[9] F. Zenke, B. Poole, and S. Ganguli, “Continual learning through synaptic
intelligence,” in Proceedings of the International Conference on Machine
Learning, vol. 70, August 2017, pp. 3987–3995.

[10] S. Hou, X. Pan, C. C. Loy, Z. Wang, and D. Lin, “Learning a
unified classifier incrementally via rebalancing,” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2019, pp. 831–839.

[11] A. Douillard, M. Cord, C. Ollion, T. Robert, and E. Valle, “Podnet:
Pooled outputs distillation for small-tasks incremental learning,” in
Proceedings of the European Conference on Computer Vision, 2020,
pp. 86–102.

[12] X. Hu, K. Tang, C. Miao, X.-S. Hua, and H. Zhang, “Distilling causal
effect of data in class-incremental learning,” in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2021, pp. 3957–3966.

[13] P. Buzzega, M. Boschini, A. Porrello, D. Abati, and S. Calderara, “Dark
experience for general continual learning: a strong, simple baseline,” in
Proceedings of the Advances in Neural Information Processing Systems,
2020, pp. 15 920–15 930.

[14] A. Robins, “Catastrophic forgetting, rehearsal and pseudo rehearsal,”
Connection Science, vol. 7, no. 2, pp. 123–146, 1995.

[15] A. Chaudhry, M. Ranzato, M. Rohrbach, and M. Elhoseiny, “Efficient
lifelong learning with a-GEM,” in Proceedings of the International
Conference on Learning Representations, 2019, pp. 1–12.

[16] S. Jonathan, C. Wojciech, L. Jelena, G.-B. Agnieszka, W. T. Yee,
P. Razvan, and H. Raia, “Progress & compress: A scalable framework
for continual learning,” in Proceedings of the International Conference
on Machine Learning, 2018, pp. 4528–4537.

[17] S. Ebrahimi, F. Meier, R. Calandra, T. Darrell, and M. Rohrbach, “Ad-
versarial continual learning,” in Proceedings of the European Conference
on Computer Vision, 2020, pp. 386–402.

[18] A. Mallya and S. Lazebnik, “Packnet: Adding multiple tasks to a
single network by iterative pruning,” in Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2018,
pp. 7765–7773.

[19] J. Serra, D. Suris, M. Miron, and A. Karatzoglou, “Overcoming catas-
trophic forgetting with hard attention to the task,” in Proceedings of the
International Conference on Machine Learning, 2018, pp. 4548–4557.

[20] S.-A. Rebuffi, A. Kolesnikov, G. Sperl, and C. H. Lampert, “icarl:
Incremental classifier and representation learning,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2017, pp. 2001–2010.

[21] Y. Wu, Y. Chen, L. Wang, Y. Ye, Z. Liu, Y. Guo, and Y. Fu, “Large scale
incremental learning,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2019, pp. 374–382.

[22] B. Zhao, X. Xiao, G. Gan, B. Zhang, and S.-T. Xia, “Maintaining dis-
crimination and fairness in class incremental learning,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2020, pp. 13 205–13 214.

[23] E. Belouadah and A. Popescu, “Il2m: Class incremental learning with
dual memory,” in Proceedings of the IEEE/CVF International Confer-
ence on Computer Vision (ICCV), 2019, pp. 583–592.

[24] I. David and C. Akansel, “Selective experience replay for lifelong learn-
ing,” in Proceedings of the AAAI Conference on Artificial Intelligence,
2018, pp. 3302–3309.

[25] A. Rahaf, L. Min, G. Baptiste, and B. Yoshua, “Gradient based sample
selection for online continual learning,” in Proceedings of the Advances
in Neural Information Processing Systems, 2019, pp. 11 816–11 825.

[26] D. Rao, F. Visin, A. Rusu, R. Pascanu, Y. W. Teh, and R. Hadsell,
“Continual unsupervised representation learning,” in Proceedings of the
Advances in Neural Information Processing Systems, 2019, pp. 7647–
7657.

[27] S. Lee, J. Ha, D. Zhang, and G. Kim, “A neural dirichlet process
mixture model for task-free continual learning,” in Proceedings of the
International Conference on Learning Representations, 2020, pp. 1–11.

[28] L. Wang and K.-J. Yoon, “Knowledge distillation and student-teacher
learning for visual intelligence: A review and new outlooks,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, [Online],
2021.

[29] Y. Ge, C. L. Choi, X. Zhang, P. Zhao, F. Zhu, R. Zhao,
and H. Li, “Self-distillation with batch knowledge ensembling
improves imagenet classification,” 2021. [Online]. Available: https:
//arxiv.org/abs/2104.13298/

[30] Z. Li and D. Hoiem, “Learning without forgetting,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 40, no. 12, pp. 2935–
2947, 2018.

[31] A. Benjamin, D. Rolnick, and K. Kording, “Measuring and regularizing
networks in function space,” in Proceedings of the International Con-
ference on Learning Representations, 2019, pp. 1–12.

[32] X. Liu, F. Zhang, Z. Hou, L. Mian, Z. Wang, J. Zhang, and J. Tang,
“Self-supervised learning: Generative or contrastive,” IEEE Transactions
on Knowledge and Data Engineering, [Online], 2021.

[33] I. Misra and L. van der Maaten, “Self-supervised learning of pretext-
invariant representations,” in Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR), 2020, pp. 6706–
6716.

[34] S. Gidaris, P. Singh, and N. Komodakis, “Unsupervised representation
learning by predicting image rotations,” in Proceedings of the Interna-
tional Conference on Learning Representations, 2018, pp. 1–14.

[35] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework
for contrastive learning of visual representations,” in Proceedings of
the International Conference on Machine Learning, vol. 119, 2020, pp.
1597–1607.

[36] T. Wang and P. Isola, “Understanding contrastive representation learning
through alignment and uniformity on the hypersphere,” in Proceedings
of the International Conference on Machine Learning, vol. 119, 2020,
pp. 9929–9939.

[37] M. N. Rizve, S. Khan, F. S. Khan, and M. Shah, “Exploring complemen-
tary strengths of invariant and equivariant representations for few-shot
learning,” in Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), 2021, pp. 10 836–10 846.

[38] P. Wang, K. Han, X.-S. Wei, L. Zhang, and L. Wang, “Contrastive
learning based hybrid networks for long-tailed image classification,”
in Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), 2021, pp. 943–952.

https://arxiv.org/abs/2104.13298/
https://arxiv.org/abs/2104.13298/


SUBMITTED TO IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. XX, NO. X, AUGUST 20XX 11

[39] F. Zhu, X.-Y. Zhang, C. Wang, F. Yin, and C.-L. Liu, “Prototype
augmentation and self-supervision for incremental learning,” in Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition (CVPR), 2021, pp. 5871–5880.

[40] P. Khosla, P. Teterwak, C. Wang, A. Sarna, Y. Tian, P. Isola,
A. Maschinot, C. Liu, and D. Krishnan, “Supervised contrastive learn-
ing,” in Proceedings of the Advances in Neural Information Processing
Systems, 2020, pp. 18 661–18 673.

[41] Z. Mai, R. Li, H. Kim, and S. Sanner, “Supervised contrastive replay:
Revisiting the nearest class mean classifier in online class-incremental
continual learning,” Proceedings of the CVPR Continual Learning in
Computer Vision Workshop, pp. 1–11, 2021.

[42] D. Zhou, O. Bousquet, T. Lal, J. Weston, and B. Schölkopf, “Learning
with local and global consistency,” in Proceedings of the Advances in
Neural Information Processing Systems, 2004, pp. 1–8.

[43] A. Chaudhry, A. Gordo, P. K. Dokania, P. H. S. Torr, and D. Lopez-
Paz, “Using hindsight to anchor past knowledge in continual learning,”

in Proceedings of the AAAI Conference on Artificial Intelligence, 2021,
pp. 6993–7001.

[44] A. Krizhevsky and G. Hinton, “Learning multiple layers of features from
tiny images,” Handbook of systemic autoimmune diseases, vol. 1, no. 4,
2009.

[45] P. Hadi and G. Saman, “Tiny imagenet visual recognition challenge,”
2015. [Online]. Available: http://tiny-imagenet.herokuapp.com/

[46] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-
Fei, “Imagenet large scale visual recognition challenge,” International
Journal of Computer Vision, vol. 115, no. 3, pp. 1573–1405, 2015.

[47] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), 2016, pp. 770–778.

[48] J. S. Vitter, “Random sampling with a reservoir,” ACM Transactions on
Mathematical Software, vol. 11, no. 1, pp. 37–57, 1985.

http://tiny-imagenet.herokuapp.com/

	I Introduction
	II Related work
	II-A Continual Learning
	II-B Knowledge Distillation
	II-C Self-Supervised Learning

	III Methodology
	III-A Experience Replay Module
	III-B Relation Calibration Module
	III-C Feature Calibration Module
	III-D The Overall Objective 

	IV Experiments
	IV-A Datasets
	IV-B Implementation details
	IV-C Comparison with State-of-the-Art Methods
	IV-D Ablation Study
	IV-E Visualization Analysis

	V Conclusion
	References

