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Abstract—Exploiting fine-grained correspondence and visual-
semantic alignments has shown great potential in image-text
matching. Generally, recent approaches first employ a cross-
modal attention unit to capture latent region-word interactions,
and then integrate all the alignments to obtain the final similarity.
However, most of them adopt one-time forward association or
aggregation strategies with complex architectures or additional
information, while ignoring the regulation ability of network
feedback. In this paper, we develop two simple but quite
effective regulators which efficiently encode the message output to
automatically contextualize and aggregate cross-modal represen-
tations. Specifically, we propose (i) a Recurrent Correspondence
Regulator (RCR) which facilitates the cross-modal attention
unit progressively with adaptive attention factors to capture
more flexible correspondence, and (ii) a Recurrent Aggrega-
tion Regulator (RAR) which adjusts the aggregation weights
repeatedly to increasingly emphasize important alignments and
dilute unimportant ones. Besides, it is interesting that RCR
and RAR are ‘“plug-and-play”: both of them can be incorpo-
rated into many frameworks based on cross-modal interaction
to obtain significant benefits, and their cooperation achieves
further improvements. Extensive experiments on MSCOCO and
Flickr30K datasets validate that they can bring an impressive and
consistent R@1 gain on multiple models, confirming the general
effectiveness and generalization ability of the proposed methods.

Index Terms—Image-text matching, Recurrent correspondence
regulator, Recurrent aggregation regulator, Cross-modal atten-
tion, Similarity aggregation, Plug-and-play operation.

I. INTRODUCTION

Exploiting the interactions between vision and language has
attracted great interests in past decades, and various applica-
tions have sprouted to associate vision and text such as video-
text retrieval [1]]-[3]], visual question answering [4], image
captioning [5]], visual grounding [6]], and visual commonsense
reasoning [[7]. Among them, image-text matching involves the
transmission and measurement of the cross-modal information,
and provides great help for other tasks, making it become an
important branch in the computer vision research area.

Great efforts have been made to accurately establish the
relationship between visual and textual observations. Early
works such as [4]], [8]-[17] attempted to map the whole image
and the full sentence into a joint embedding space, where
the similarity between different modalities can be directly
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Fig. 1. Illustration of the proposed regulators. RCR progressively produces a
plausible attention distribution between the word "roof" and its correspond-
ing regions by adjusting the temperature A and channel-wise factor e, while
RAR constantly highlights significant alignments attended by each word and
boosts itself step by step for more comprehensive aggregation.

measured. These approaches capture the global correspon-
dence between an image and a sentence, while ignoring the
importance of exploring fine-grained interactions across two
modalities. To solve this problem, Lee er al. [18] proposed
a cross-modal attention mechanism to explore region-word
correspondences, which achieved impressive bi-directional re-
trieval results. Following it, many researchers are devoted
to exploiting more accurate latent correspondence by either
improving the cross-attention unit [19]-[21]], or enhancing
the cross-modal embeddings [22]-[26]]. For example, Hu et
al. [21]] utilized a visual-semantic relation CNN to refine
region-word interactions, while Chen et al. [23] reinforced
the semantically related objects via encoding the image regions
with a Recurrent Neural Network in order of the matching-
word positions. Another thread of works focus more on the
matching stage and infer the final similarity via aggregating
all the alignments. Most existing approaches adopted the
strategy of averaging all the cosine similarities between local
alignments [[18]], [19], [21], [22]], [26], which has achieved sat-
isfying performance but remains far from being optimal. Chen
et al. [23] introduced the self-attention mechanism to weight
the image-word and object-text similarities separately, while
[[27]], (28] performed graph reasoning on the matching vectors
to gain more benefits over the simple cosine aggregation.

However, we observe that most approaches targeting cross-
modal interactions focus on developing the interactive ca-
pability with one-time forward architectures [19], [21] or
incorporating various information, such as intra-inter relation-
ship [20], [25]], [29], [30], object position [22], [27], semantic
order [23|], phrase structure [27], [31]], while neglecting the
regulation ability of network itself which learns from the
message feedback and then leads to accurate and dynamic
optimization. On the other hand, most of the above methods
adopt the equivalent cross-modal alignment aggregation strat-
egy for diverse region/word semantics and positive/negative
pairs, lacking the ability to refine undesirable associations
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and capture complicated matching patterns. In this paper, we
introduce a regulator mechanism defined by [32]—[35] where
the network can be improved by adaptively optimizing the
forward learning process with plausible backward feedback
loops, and validate that an elaborate regulation operation can
make a vast difference in obtaining accurate interactions and
conducting optimal aggregations across modalities requiring
no additional data and complicated structures.

To be more specific, we propose a Recurrent Correspon-
dence Regulator (RCR) and a Recurrent Aggregation Regula-
tor (RAR) to progressively promote the image-text matching
process, as shown in Fig.[I] The RCR learns adaptive attention
factors for each specific word/region to refine the cross-modal
attention unit iteratively, acquiring more plausible attention
distributions for semantically diverse words/regions in various
image-text pairs. The RAR starts with averaging all the align-
ments and then updates the aggregation weights guided by the
aggregated alignment in the previous step, which increasingly
emphasizes important alignments and gradually reduces the
interference of unimportant ones to predict more precise
similarity scores. An important and attractive property of the
proposed RCR and RAR is “plug-and-play”: both of them can
be seamlessly inserted into many existing methods based on
cross-modal interaction to achieve remarkable improvements,
and their cooperation brings greater benefits. Moreover, we
experimentally verify that even with the simplest framework,
the plug-ins of RCR and RAR enable the model [18] to
achieve state-of-the-art results on MSCOCO and Flickr30K.
In summary, our main contributions are three-fold:

e We propose a Recurrent Correspondence Regulator
(RCR) to dynamically renew the cross-attention unit
for better correspondence exploitation. It learns adaptive
attention factors for each word/region to generate a more
plausible attention distribution in accordance with its
semantics and associated image-text pairs.

o« We propose a Recurrent Aggregation Regulator (RAR)
to repeatedly calibrate the weights for more discrimi-
native similarity aggregation. It progressively reweighs
word/region-attended alignments directed by earlier guid-
ance alignment to highlight more important alignments.

o The RCR and RAR can be applied to various approaches
for image-text matching separately or jointly to achieve
significant improvements, indicating the effectiveness and
generalization ability of the proposed approach.

II. RELATED WORK
A. Cross-modal Attention

Cross-modal attention is first developed by Lee et al. [18]]
to discover all possible word-region alignments for image-text
matching. With spectacular achievements, it attracts numerous
researchers to make further explorations on enhancing cross-
modal embeddings or improving attention units. Specifically,
the former works attempt to facilitate word-region corre-
spondence by enriching the instance features with region
position [22]], semantic order [23]], scene graph [36], [37] and
intra-inter correlation [20], while the latter methods directly
develop more fine-grained interactions across modalities, such

as relation CNN [21]], focal attention [19]] and cross-graph
attention [27]], [37]. In particular, some works [27], [36], [37]]
introduced scene graphs with explicit attribute and relation
information, and then constructed an inter-graph attention
between graph nodes. Besides, Qu er al. [38] developed a
routing mechanism to realize dynamic modality interaction,
while Zhang et al. [39]] exploited both the matched and mis-
matched effects for a comprehensive image-text relationship.
Compared with previous works recurrently updating query
features [26], instance fusion [4]], [29], and context enhance-
ment [20], the RCR directly adjusts the attention factors
including the channel-wise weight vector and the softmax
temperature, enabling attention weights to adapt to diverse
semantic regions/words with different word/region sets from
various image-text pairs. To be specific, for positive image-
text pairs, the attention weights between each word/region
and its corresponding regions/words are more precise and
discriminative by the RCR, leading to a tighter distance be-
tween image and text. More importantly for negative pairs with
completely irrelevant instances, the inner-product-like weights
between the paired features adopted by the existing attention
designs still emphasize the closest contents across modalities
and capture the so-called "region-word correlations" in the
latent space, inevitably increasing the image-text similarity and
reducing the gap from the positive pairs. In contrast, the RCR
progressively adjusts word-region relevance by the learned
attention factors to generate appropriate attention distributions
targeting diverse regions/words, meanwhile decoupling the
attention weights from the final similarity measurement and
producing larger gaps between matched and unmatched pairs.

B. Similarity Aggregation

Existing approaches [14], [15], [17]], [40]-[42] based on
mono-modal representation map the image and text features
into a joint space and adopt the cosine distance as the mea-
surement, while a great many methods [18]], [19], [21], [22],
[26]] based on cross-modal interaction first obtain the pairwise
features across modalities and then employ the average opera-
tion to fuse the cosine similarity between all the word-region
alignments. Considering that various instances and hierarchi-
cal relevance have different importance in characterizing the
cross-modality relations, Chen er al. [23] designed a self-
attention module to integrate all cosine distances attended
by regions or words, while Ji et al. [43] explored both
fragment-wise and context-wise similarity scores to yield
sufficient visual-semantic alignments between image and text.
Besides for more powerful distance representations, some
methods [27]], [28]], [44] introduced a vector-based similarity
function and performed the matching pattern with graph
reasoning, which have achieved great improvements at the
cost of high complexity. Note that Liu et al. [27] not only
needs to parse additional visual/textual graphs, but also fails to
measure diverse alignments by aggregating them with average
pooling operation. Moreover, Diao et al. [28] requires a
high-quality holistic alignment to better guide the integration
procedure of fragment-wise alignments. In contrast, our RAR
employs a recurrent aggregation process without any extra
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supplement and precondition, and validates that an iterative
guidance alignment encoding early matching information can
yields more appropriate weights and effectively facilitate the
aggregation process for various alignments.

C. Plug-and-Play Methods

The modules that enable efficient integration into main
frameworks are referred to as "plug-and-play" approaches.
In recent years, the plug-and-play manners have attracted
more attention in various fields, including image restora-
tion [45]-[48], visual captioning [49], [50], visual question
answering [51], [52], and video-text matching [53[, [54].
By decoupling a specific problem from overall optimization
objectives, they greatly simplify the integration process of each
module, and improve flexibility and generalizability on new
frameworks, thus accelerating the developments over other
more sophisticated applications. It is worth noting that the
method most relevant to us is GPO [17]], which attempts to
improve the mono-modal feature encoders and learn the best
pooling strategy to integrate mono-modal instance features into
a holistic embedding, while our regulators aim to generalize
over various cross-modal interaction methods and promote
multi-modal attention and similarity aggregation.

III. BACKGROUND

In this section, we briefly review the Stacked Cross At-
tention Network (SCAN) [18]], which serves as the pioneer
in exploiting word-region correspondences and alignments for
image-text matching task. The whole architecture consists
of four aspects: Feature Extraction, Cross-modal Attention,
Similarity Computation, and Objective Function.

A. Feature Extraction

Image Representation. Given an image, the Faster R-
CNN [55]] model pretrained on Visual Genome [56] is first uti-
lized to detect K salient regions with bottom-up attention [5]],
followed with a linear layer transforming each region feature
into a d-dimensional vector. Therefore the image is encoded
as a set of region features V' = {vy,...,vx }, with v; € R?
denoting the feature of i-th region.

Text Representation. Given a sentence with L words,
we represent each word with a one-hot vector by random
initialization, and map it into a 300-dimensional word em-
bedding, followed by a bi-directional GRU [57] to integrate
the bidirectional contextual information. The final text feature
is computed by averaging the forward and backward hidden
states to obtain T = {t1,...,t1}, and t; € R? indicates the
representation of j-th word.

B. Cross-modal Attention

Here, we only depict the text-to-image (T2I) attention in
detail, and the image-to-text attention (I2T) performs similar
operations. Given a set of region features V' = {vq,...,vx}
and word features T = {ti,...,t}, the attention unit first
computes the cosine similarities between all word-region pairs:
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where R(-,-|1%) indicates the cosine similarity function which
computes the inner product weighted by the channel-wise all-
ones vector 1¢. The attention weights are then calculated by
a softmax function as
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and A is the temperature of the softmax function. Here, 0%('?) is

the normalized attention weight capturing the correspondence
between the j-th word and its related regions, and thus the
image feature attended by each word can be obtained via
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For simplicity, we define the cross-modal attention unit as
2\ = CMA(t;, V[14,)) (4)

where the integrated image feature f;;o) represents the related

image regions with respect to j-th word under the fixed
attention factors, including a channel-wise weight vector 1¢
and a softmax temperature .

C. Similarity Computation

The final image-text similarity is computed by averaging all
the cosine similarities between 135-0) and t; as

L
1 (0
ST2I:ZZR(’U§ ),tj|]1d) . (5)
j=1
Similarly, the predicted similarity score by I2T attention is
denoted as Syor, and the combination of these two scores
usually produces greater retrieval results.

D. Objective Function

Given a matched image-text pair (V,T'), the hard ranking
loss [9]] with online negative mining only takes account of the
nearest negatives (T, V) within a mini-batch D. The similarity
of positive pairs should be higher than that of negative pairs
by a fixed margin value -, which is formulated as

L= > [W+8(V.,T)-S8V,T);
(V,T)eD (6)

+ [y +8(V,T)-S(V,T); ,

where S(-,-) represents the matching score of an image-text
pair computed by the aforementioned network.

IV. METHODOLOGY

In this section, we will elaborate on the proposed Recurrent
Correspondence Regulator (RCR) and Recurrent Aggregation
Regulator (RAR) based on the cross-modal attention unit
from SCAN [18]]. These two regulators can effectively explore
the regulatory capacity of the network itself and in turn
significantly facilitate the learning process by exploiting the
well-designed alignment feedback. For simplicity, we take the
T2I attention to describe the proposed regulation strategies,
which can be applied to the I2T attention in the same way.
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Fig. 2. Illustration of RCR that refines the cross-modal interactions via
learning new channel-wise weight vectors and softmax temperature.

A. Recurrent Correspondence Regulator

The Recurrent Correspondence Regulator (RCR) learns spe-
cific attention factors for each word in a recurrent manner,
aiming to refine the correspondence between each word and
all the regions. In Fig. [2| with the word feature ¢; and its
related image feature © 5, we first construct the alignment

vector a§0) following [|58] with respect to £; via

2
- (0)
W.l|t; —v; ‘

am’
where W, € R™*4 ig a linear transformation, and a;o) € R™
encodes the element-wise differences and fine-grained rela-
tionships between ¢; and f;;o). With the comprehensive align-
ment encoding across two modalities, the alignment vector
;O) is utilized to learn adaptive attention factors with multi-
layer perceptron (MLP) for the next word-region interaction:

(0)} 7
-1
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where W, and by, are several learnable parameters, o(-)
indicates the tanh activation, and [2]T] clips the value  to be

within [—1, 4+1]. Note that each value of the vector etV

; ranges
from -1 to 1, reweighing the channel-wise negative or positive
correlation between t; and @;0). Besides, the scalar )\;1)
belongs to [0, +00), controlling the word-wise smoothness or
sharpness of attention distribution in relation to ;.

Then we refine the word-region correspondence in the next

step by separately reformulating Eq. (I)-(3) as

)
M wy_ vile Ot)
¢V = R(v;, tlelV) = =L~ )
’ . |valll[2;]]
(1) BJCP()\( )Cgl))
Qi = oK OEONE (10)
Zi:lexp(/\j Cij )
K
o) =3 "ol (11)
=1

where egl) € R is the adaptive channel-wise weight vector

learned to rectify the correlation between v; and £, which we
term as R(-, |e(1)) and )\51) € R! is the adaptive word-wise
softmax temperature which adjusts the attention distribution.

Fig. 3. [Illustration of RAR that updates the aggregation weights under the
guidance of the holistic alignment vector in the previous step.

f;gl) is the new integrated image feature with respect to j-th

word. ® denotes the element-wise multiplication.

The above equations illustrate how to update the word-
attended image feature via learning two new attention factors
in a single step. Similarly, the regulation process can be
extended to multiple runs for further refinement. In this paper,
we simplify the RCR as

n n ~(n—1 n—1 n—1
e A Z RCR(t,, 0, "D AP

; (12)

and plug it into the cross-modal attention unit via

o\ = CMA(t;, VIRCR(t;, 3" ", el" V. A" 1)) (13)
where v( ") is the updated image feature attended by j-th word
in the n- th regulation step.

Discussion. For word-region interactions, 1) most existing
approaches compute the one-time forward procedures with the
fixed and uniform factors, which obviously lack the regulation
ability to adapt itself to various words with diverse semantics.
In contrast, the RCR first generates the constructed alignment
that records the abundant correlation between each word and
all related regions from the previous step, which in turn
reweighs the weight vector and temperature value concerning
each word to refine the corresponding attention distribution.
2) Early works are always inclined to align the words with
potentially "closest" regions in the comparable space even for
negative image-text pairs. We assume that the words from
positive pairs should focus more on specific and relevant
regions, while the ones from negative pairs should attend to
“completely irrelevant” regions. From the above perspective,
the RCR can dynamically update the channel-wise measure
and refine the numerical value of word-region relevance, thus
leading to larger gaps between matched and unmatched pairs
and greater capability in modeling complex matching patterns.

B. Recurrent Aggregation Regulator

The Recurrent Aggregation Regulator (RAR) aggregates the
word-region alignments in a recurrent manner by progressively
optimizing the aggregation weights guided by the holistic
alignment at the early step in Fig. [3] Given the word-attended
alignment vector a; in Eq. (7), we initialize a guidance

alignment with
= gD

which actually performs the average pooling with the aggrega-
tion weight to be 1/L for each alignment. Instead of directly

(14)
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Tllustration of plug-and-play operation with our regulators. For independent application, the RCR facilitates region-word correspondence and preserves

the raw similarity calculation, while the RAR promotes more accurate similarity prediction and retains the original cross-modal interaction.

using the averaged alignment aéo) for inferring the similarity
score, we iteratively update the aggregation weights under the
guidance of aéo) in the previous step:

ul) = tanh(W4a(?) © tanh(W,a;)
exp(Wgugl))
SE eap(WgulD)

where W, € R™*™, W, € R™*™ W3 € R™ are learnable

parameters. The initial guidance alignment a_E,O) in Eq. (T4) is

then updated as follows:

(15)
B =

L

A =3 5Va,

j=1

(16)

where Bj(l) is the updated aggregation weight for the j-th
alignment. For simplicity, we formulate the Recurrent Aggre-
gation Regulator (RAR) as

aé") = RAR(aé"_l),A) , 17
with A = {a1,...,ar} indicating all the alignments con-
structed from the T2I attention as with Eq. (7).

The final similarity score can be inferred from a_g,”) with a
fully-connected layer as
SIR = sigmoid(W ,al™) | (18)

where W, € R™ is a learnable parameter, and sigmoid(-)
aims to output a similarity score within [0, 1].

Discussion. Instead of averaging all the cosine similarities
between all word features and attended image features as
formulated in Eq. (3), the RAR goes one step further by
iteratively aggregating the constructed alignments to recognize
more comprehensive contents across modalities. Specifically,
the RAR starts from the average aggregation, and in each
regulation step it attempts to learn from the contextual message
outputs from the previous step and balance the importance
of each word-based alignment without no manual tuning. It
is observed that the RAR increasingly emphasizes more on
the alignments from more significant words, and gradually
reduces the aggregation weights from unimportant ones. By
this means, the network constantly adjusts the proportion of
all the alignments and assigns more plausible aggregation
weights, resulting in a more discriminative holistic alignment
and more appropriate distance metrics in image-text matching.

C. Properties of RCR and RAR

Plug-and-Play on Multiple Models. The most attractive
property of RCR and RAR is “plug-and-play”. To demonstrate
their great applicability, we apply these two regulators to many
existing methods based on cross-modal interaction:

Stacked Cross Attention (SCAN) first computes all
region-word similarities and aligns each region/word with its
corresponding words/regions. The final similarity is obtained
by averaging all region/word-based cosine distances.

Bidirectional Focal Attention (BFAN) extends the
generic attention by reassigning more fine-grained attention
weight for each region-word pair and calculates the matching
result by summing up region-based and word-based scores.

Position Focused Attention (PFAN) enhances region
features by introducing extra position information to promote
region-word correspondences and integrates all region/word-
attended cosine similarities as the prediction.

Cross-Modal Adaptive Message Passing (CAMP) [30] ex-
plores a region-word affinity matrix via inner product and
transfers cross-modality contents to improve the region and
word representations, which are then aggregated as the holistic
image and text features to compute the final similarity.

Similarity Graph Reasoning and Attention Filtration
(SGRAF) adopts cosine similarities multiplied with a fixed
temperature as region-word attention weights, followed by
the complex graph and attention modules to map hierarchical
similarity features into a matching score.

Fig. [] illustrates how we plug the RCR or RAR into the
above matching approaches. Specifically, cross-modal atten-
tion utilizes the cosine metric or inner product as region-word
affinity weights, and outputs each region/word along with its
related words/regions. With these paired features, the RCR
first constructs the alignment vectors and then learns the cor-
responding weight vectors and temperature factors via Eq. (7)-
(8), which in turn refine the region-word feature distances and
optimize the cross-modal interaction via Eq. (O)-(T). Besides
with a set of alignment vectors, the RAR progressively gener-
ates more appropriate weights between a guidance vector and
all alignment vectors via Eq. (T4)-(T6), and facilitates more
rational similarity aggregation processing. It turns out that such
simple message feedback brings remarkable improvements
on many cross-modal interaction works, and even achieves
superior performance than related complicated counterparts.
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TABLE I
RETRIEVAL RESULTS IN CHRONOLOGICAL ORDER. THE BEST TWO RESULTS ARE MARKED IN BOLD AND UNDERLINE. * ADOPTS WARM-UP STRATEGY
AND TEXT SIZE AUGMENTATION, WHILE * DENOTES ENSEMBLE MODELS WITH HIGH RESOLUTION OF THE INPUT IMAGES.

Flickr30K 1K Test MSCOCO 5-fold 1K Test MSCOCO 5K Test

Methods Sentence Retrieval Image Retrieval Sentence Retrieval Image Retrieval Sentence Retrieval Image Retrieval

R@1 R@5 R@10 R@l R@5 R@10|R@1 R@5 R@I0 R@1 R@5 R@10|R@1 R@5 R@I0 R@1 R@5 R@I0

Faster-RCNN ( ResNet-101 BUTD [5]] ) + Random Word Embedding Initialization

SCAN [18]eccvis 67.4 903 958 48.6 777 852 | 7277 948 984 588 884 948 |504 822 90.0 386 693 804
VSRN [14];ccvio 713 90.6 960 547 81.8 882 | 762 948 982 628 89.7 951 |530 8l.1 894 405 706 8l.1
CAAN [25]cvpr20 70.1 916 972 528 790 879 |755 954 985 613 897 952 |525 833 909 412 703 829
IMRAM [26]cyprzo | 74.1 93.0 96.6 539 794 872 | 767 956 985 61.7 89.1 950 |53.7 832 910 397 69.1 79.8
MMCA [20lcvprzo | 742 928 964 548 814 878 | 748 956 977 61.6 89.8 952 | 540 825 907 387 69.7 808
GSMN [27]cverz0 76.4 943 973 574 823 89.0 | 784 964 98.6 633 90.1 957 - - - - - -
SGRAF [28]la44121 778 941 974 585 83.0 888 |79.6 962 985 632 90.7 961 | 578 849 916 419 707 813
SHAN [43]l15car21 746 935 969 553 813 884 | 768 963 98.7 626 89.6 958 - - - - - -
WCGL [40];ccvzs 748 933 96.8 548 80.6 875 | 754 955 986 608 893 953 - - - - - -
RCAR( [18]_T2I') | 77.8 93.6 969 572 828 885 | 782 963 984 622 89.6 953 |574 838 910 407 698 804
RCAR( [18]_I2T ) | 747 930 97.1 546 805 87.0 | 785 959 985 612 890 952 | 566 833 912 391 687 794
RCAR( [18]_All) 787 946 97.6 595 84.0 895 | 806 966 98.6 641 905 958 |59.6 858 924 425 717 81.8
SCAN [18|gccvis* | 722 924 965 536 812 88.6 | 728 943 98.0 575 87.8 945 |[50.1 795 881 365 667 781
GPO [17]cypr2r* 78.0 946 97.8 583 84.6 908 | 784 962 987 627 90.6 959 |56.8 845 914 403 707 817
GPO [17]cvprai** | 80.7 964 983 60.8 863 923 | 80.0 97.0 990 648 916 965 |598 861 928 427 728 833
RCAR( [18]_T2Ix) | 79.7 950 974 609 844 90.1 |79.1 965 988 639 90.7 959 |59.1 848 91.8 428 715 819
RCAR( [18]_I2T* )| 76.9 955 98.0 588 839 893 | 793 965 988 63.8 904 958 | 584 846 919 417 714 817
RCAR( [18]_Allx) | 82.3 960 984 626 858 91.1 |80.9 969 989 657 914 964 | 613 861 926 443 732 832

Algorithm 1 Cooperation of RCR and RAR (RCAR)
Input: Image features V, text features 7', initial temperature
A and weight vector 1¢, and regulation steps NV
Output: Final similarity score SECAE;
1: Compute f;go),j =1,...L with Eq. @);

2: Compute ag-o),j =1,...L with Eq. (7);

3: Compute a(go) with Eq. (T4);

4: for n=1to N do

5. Update 8", j = 1,...L with Eq. (T3);
6 Update a/,j=1,...L with Eq. (7);
7: Update aén) with Eq. (T7);

8: end for

9: Compute SECAR with Eq. (T8);

10: return STCAR

Cooperation of RCR and RAR. The RCR and RAR can
cooperate with each other where the RCR is responsible for
adjusting the cross-modal interaction and the RAR refines the
alignment aggregation to achieve further improvements. In
Algorithm [T} we introduce an easy combination as RCAR
that performs these two regulations one-by-one. Note that
their cooperation is pretty flexible, and more variants with
experimental results can be found in Sec. [V-C|

V. EXPERIMENTS

In this section, we first describe the detailed implementa-
tions and training settings, and then validate the great perfor-
mance and generalization ability of two regulators.

A. Datasets and Settings

Datasets and Protocols. We utilize MSCOCO [59]] and
Flickr30K [[60]] that separately consist of 31,783 and 123,287
images, with each one annotated with 5 text descriptions.
For Flickr30K, we split the dataset into 1,000 images for

validation, 1,000 images for testing, and the rest for training.
For MSCOCO, we utilize 113,287 images for training, 5,000
images for validation, and 5,000 images for testing. We report
the results by averaging over 5 folds of 1K test images and
testing on the full 5K test images, respectively. In terms
of evaluation metric, we measure the performance by the
Recall@ K (R@K ) which measures the fraction of queries
whose ground-truth is ranked among the closest K results.

Implementation Details. The bottom-up detector [3] is
used to generate the top K=36 region proposals with 2048 di-
mensions. Besides, we set the dimensions of word embedding,
hidden state of BiGRU, and alignment vector as 300, d=1024,
and m=256 respectively. The initial A(P=10 and e(®=1¢
are updated by two MLPs of Input(256)-FC(128)-Tanh-FC(1)
and Input(256)-FC(512)-Tanh-FC(1024)-Tanh. The network is
trained by the Adam optimizer [61] with a mini-batch size of
128. For MSCOCO, we set the learning rate to be 0.0002 for
the first 10 epochs and 0.00002 for the next 10 epochs. For
Flickr30K, the learning rate is set to be 0.0002 for 30 epochs
and decayed by 0.1 for the next 10 epochs.

B. Quantitative Results and Analysis

We present the results with N=2 RCAR (i.e. 2-step RAR
and 1-step RCR) with the simplest SCAN and improved
SCAN that adopts a warm-up strategy and text size augmen-
tation as with [17]. We report the ensemble results of T2I and
I2T models by averaging the individual scores offline.

Results on Flickr30K. TABLE Il shows the retrieval results
on Flickr30K. Compared with SCAN [18]], our regulators
can improve the absolute R@1 boost of 11.3% and 10.9%
on sentence and image retrieval. Besides, the RCAR with
the improved SCAN [18]* yields the bidirectional R@1 of
82.3% and 62.6% separately, and exceeds the best competitor
GPO [17] by 4.3% and 4.3% under the same settings, indi-
cating the significance of exploiting the regulation capabilities
with adaptive correspondence and recurrent aggregation.
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TABLE 11
RETRIEVAL RESULTS OF PLUG-AND-PLAY RAR, RCR AND RCAR ON
FLICKR30K WITH THE OFFICIAL CODES OF MULTIPLE APPROACHES.

TABLE III
RESIDUAL DESIGN OF THE REGULATORS WITH T2I ATTENTION ON
FLICKR30K. RES DENOTES WHETHER TO USE RESIDUAL CONNECTION.

Sen. Ret. Ima. Ret. Mem. Tim. Sentence Retrieval Image Retrieval
Methods | #RAR #RCR | p 01" R@5 R@I R@S5 (G) (us) Model | Res Step | pol Ra@s R@I0 R@l R@S R@I0
sean o] | X K 681 o4 508 784 112 I3 Baseline | X X | 648 899 945 469 760 845
3 X | 745 929 545 806 124 144 X 1 [ 699 911 954 519 799 860
X X [ 778 941 385 830 124 94 X 2 |e6l4 851 912 430 725 817
SGRAF 28] | 2 | 792 943 597 831 134 284 RCR 1 1 | 730 933 974 553 802 869
X X [ 681 897 515 771 188 363 v 2 | 743 933 971 566 813 878
camp o) | ¥ 2 751 932 560 813 201 785 X 2 7537 936 972 560 SL8 880
3 X | 744 919 537 800 190 43.1 RaR | X3 | 762 938 968 567 818 882
2 | | 763 933 571 816 194 553 v 2 | 766 934 95 568 812 869
X X 700 918 504 787 104 838 vV 3 | 758 929 967 566 806 858
X 2 | 736 925 543 811 117 430
PEAN[22] | 3 X | 781 941 584 829 108 126
2 1| 80.1 957 599 844 109 261

Results on MSCOCQO. In TABLE [l] with 5-fold 1K test
images, our RCAR can produce the state-of-the-art perfor-
mance based on the simplest SCAN [18]], and outweigh the
SGRAF [28]] by 1.0% and 0.9% on the most concerned R@1.
Under the fair comparison, the improved version consistently
surpasses the previous best method GPO [17] by 2.5% and
3.0% R@1 increases at two directions. With the larger and
more compelling 5K test images, our RCAR with [18]] and
[18]]* can further outperform the SGRAF [28]] and GPO [17]
by 1.8/0.6% and 4.5/4.0% R@1 improvements respectively,
validating the superior performance and generalization capa-
bility in handling more complex matching patterns.

Plug-and-Play on Multiple Models. We attempt to apply
our regulators on a series of representative works including
BFAN [19], SGRAF [28], CAMP [30]], and PFAN [22] on
Flickr30K in TABLE [II} 1) Since BFAN [19] designs specific
cross-modal attention which explores a novel bidirectional
focal attention to eliminate irrelevant fragments from the
shared semantic, we just plug 3-step RAR into the network
and obtain the R@1 gains of 6.4% and 3.7% on BFAN.
Note that when both applied with the RAR, the cross-modal
attention unit from SCAN [18] refined by the RCR achieves
much better performance (R@1=78.7/59.5%) than BFAN
(R@1=74.5/54.5%), which further verifies the superior cross-
modal correspondence by exploiting the regulation abilities of
the network itself. 2) SGRAF [28] employs graph reasoning
and attention filtration to refine the cross-modal representa-
tions, but ignores the ability of cross-modal attention unit,
which can work with the RCR to empower flexible region-
word interactions. With 2-step RCR, SGRAF obtains a maxi-
mum 1.4% increase on R@1, reflecting general effectiveness
with the complicated network. 3) CAMP [30] and PFAN [22]]
integrate the cross-modal message flow and valuable position
embedding separately to enhance the multi-modal represen-
tations, which can possess more powerful cross-modal inter-
action and aggregation actuated by our regulators. When the
RCR/RAR/RCAR is introduced, the bidirectional R@1 can
rise by 7.0/6.3/8.2% and 4.5/2.2/5.6% on CAMP, as well as
3.6/8.1/10.1% and 3.9/8.0/9.5% on PFAN on sentence and
image retrieval respectively, demonstrating the strong com-
patibility and flexibility of our approach. 4) Computational
cost. Here, we report the memory and time consumption

for prediction and average the additional cost for ensemble
models. With 3-step RAR, the extra time increase of each
image-text pair for BFAN/CAMP/PFAN is 2.6/6.3/3.8 us with
the memory increase of 1.2/0.2/0.4 GG, while with 2-step RCR,
the extra cost for SGRAF/CAMP/PFAN of 19/41.7/34.2 us
and 1.0/1.3/1.3 G. Besides, our RCAR brings the time and
memory cost for CAMP/PFAN of 18.5/17.3 us and 0.6/0.5 G,
and gains a good balance between accuracy and complexity.

C. Ablation Studies

In this section, we first report the configurations of our pro-
posed regulators, as well as the initialization and optimization
of the attention factors. Then, we delve into the RAR and RCR
to display how the aggregation weights and cross-attention
distributions are progressively refined. Finally, we also explore
alternative strategies and architectures. All comparisons are
implemented based on SCAN [18]] unless otherwise noted.

Residual mechanism of the regulators. In TABLE
we carry out critical analyses of the influence of residual
architectures. The Baseline employs the T2I attention from
SCAN [[18]] and averages all the cosine similarities as the final
score. 1) Correspondence regulator. Eq. (8] indicates that the
current adaptive weight vector e;n) and softmax temperature
)\gn) require the 65"_1) and )\5-"_1) at the last step. Here,
we remove these two variables to construct a no-residual
version of the RCR. Compared with the residual structure,
the RCR without residual design results in an obvious R@1
drop in TABLE indicating that RCR is inclined to predict
offsets against the current state to adjust previous regulation
dynamically. To be specific, 1-step RCR without residual
fashion produces better results than Baseline. This is because
in the beginning, each word shares the same initialization of
a weight vector €@=1 and temperature \(9=10, and the
RCR barely infers the absolute value of these attention factors
in the next step. However, after a 1-step adjustment, all the
word-region interactions start from very distinct conditions
(aligned or not) and attention states with regard to the par-
ticular words, making it difficult to further forecast absolute
valuations. Therefore, the RCR with residual mechanism can
better adjust the dynamic learning process and reduce the
burden of one-time total optimization in a progressive manner.
2) Aggregation regulator. Eq. (I6) denotes that the current
guidance alignment agy"’ requires no need for the a(g"_l)
in the last iteration. Similarly, we average the early and
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TABLE IV
IMPACT OF #RCR AND #RAR WITH T2I ATTENTION ON MSCOCOS5K.
LIMITED BY THE MACHINE, WE SET THE MAXIMUM STEP OF RCR TO 4.

Sentence Retrieval Image Retrieval

#RAR #RCR | p@1 R@5 R@I0 R@I R@5 R@I0
X X 440 755 85.5 326  62.0 74.4
1 X 563 829 89.8 39.6  69.2 79.8
2 X 562  83.1 90.7 40.0 694 79.9
3 X 56.6 835 90.8 40.5 694 80.4
4 X 56.6 833 90.9 404 694 80.2
X 1 47.8 794 89.2 352 66.8 78.4
X 2 534 819 90.4 384 687 79.9
X 3 524 818 90.6 383  69.0 80.0
X 4 53.1 833 90.9 383 693 79.8
2 1 574 838 91.0 407 69.8 80.4
3 2 56.8  83.8 91.0 40.8  70.0 80.5

TABLE V

IMPACT OF #RCR AND #RAR WITH I2T ATTENTION ON MSCOCOS5K.
LIMITED BY THE MACHINE, WE SET THE MAXIMUM STEP OF RCR TO 3.

Sentence Retrieval Image Retrieval
#RAR #RCR | @1 R@5 R@I0 R@I R@5 R@I0
X X 434 748 84.8 320 618 74.2
1 X 527  81.6 90.2 36.8  68.0 78.8
2 X 533 821 90.5 38.1 684 79.2
3 X 53.1 818 90.4 384  68.6 79.3
X 1 485 805 89.4 349 66.7 78.5
X 2 542  82.0 90.3 383 678 78.9
X 3 56.8 83.2 91.0 394 68.8 79.3
2 1 56.6 833 91.2 39.1 687 79.4
3 2 56.0 832 91.3 393  69.1 794

learned alignments as the current guidance vector to build
a residual version of the RAR. The RAR aims to construct
better bootstrap guidance and assign appropriate aggregation
weights with the original word-based alignments throughout
the process. Therefore, we can discover that the RAR with
residual structure fails to bring significant improvements with
the same word-attended alignments at each step.

Hyperparameter tuning of #RAR and #RCR. TABLE[[V]
and demonstrate the evaluation results of different
steps about our regulators. We establish the baseline without
any regulator that only utilizes the cross-modal attention [18]]
and predicts the final score by averaging all the cosine
distances via Eq. (3). 1) Aggregation regulator. The RAR
holds the original cross-modal attention unit and calculates
the similarity by Eq. (I8) with the alignments constructed
from Eq. (7). For MSCOCO 5K test set, the RAR can
steadily improve the R@1 on sentence and image retrieval
by at most 12.6% and 7.9% based on T2I attention, as well
as 9.9% and 6.4% based on I2T attention. For Flickr30K
1k test set, it can also boost the bidirectional R@1 with
consistent gains of over 9.8/7.5% and 2.4/7.7% upon T2I and
I2T attention, respectively. We can see that the RAR can
generate more accurate and plausible image-text similarity
measurements. 2) Correspondence regulator. The RCR
renews the region-word interactions to update aggregated
features targeting the cross-modality instances iteratively, and
keeps the raw prediction process through Eq. (5). Compared
with the foundation models, the RCR can obtain the steady
R@1 increases by maximum 9.4/5.8% (T2I) and 13.4/7.4%
(I2T) on MSCOCOSK, and meanwhile 10.4/9.9% (T2I) and

TABLE VI
IMPACT OF #RCR AND #RAR WITH T2I ATTENTION ON FLICKR30K.
LIMITED BY THE MACHINE, WE SET THE MAXIMUM STEP OF RCR TO 4.

Sentence Retrieval Image Retrieval
#RAR #RCR | p@1 R@5 R@I0 R@I R@5 R@I0
X X 64.8 899 94.5 469  76.0 84.5
1 X 746  92.6 96.1 544 804 87.2
2 X 757  93.6 97.2 56.0 81.8 88.0
3 X 762  93.8 96.8 56.7 81.8 88.2
4 X 74.8 927 96.8 563 815 86.6
X 1 73.0 933 97.4 553 802 86.9
X 2 743 933 97.1 56.6 813 87.8
X 3 739  93.1 96.4 56.0 814 87.5
X 4 752 94.1 97.8 56.8 81.8 87.8
2 1 778 93.6 96.9 572 828 88.5
3 2 76.8  94.1 97.1 57.1  83.0 88.2
TABLE VII

IMPACT OF #RCR AND #RAR WITH I2T ATTENTION ON FLICKR30K.
LIMITED BY THE MACHINE, WE SET THE MAXIMUM STEP OF RCR TO 3.

Sentence Retrieval Image Retrieval
#RAR #RCR | p@1l R@S5 R@I0 R@I R@5 R@I0
X X 66.7  89.1 940 412 727 81.8
1 X 69.1 912 95.6 489 77.1 85.1
2 X 708 903 95.7 519 785 85.9
3 X 706 912 95.0 506 77.8 85.3
X 1 69.0 933 96.8 53.0 804 86.2
X 2 733 923 96.7 543 805 87.3
X 3 757  93.0 97.4 56.8 81.6 88.1
2 1 747  93.0 97.1 546  80.5 87.0
3 2 742 924 96.5 547  80.6 86.9

9.0/15.6% (I12T) on Flickr30K, verifying that RCR is capable
of exploiting more fine-grained and appropriate word-region
associations. 3) Cooperative regulators. We employ the one-
by-one combination of RAR and RCR as described in Algo-
rithm [T} indicating that the former always takes one more step
than the latter. Compared with 2-step RAR and 1-step RCR,
N=2 RCAR can further promote the R@1 at two directions by
a large margin, demonstrating the good compatibility between
RCR and RAR. Actually, their cooperations are pretty flexible.
To take T2I attention on Flickr30K in TABLE [VI as an
example, an alternative strategy is to first perform 2-step RCR
followed by 3-step RAR, which yields the competitive 77.5
and 57.8% R@]1 (against 77.8 and 57.2% R@1 according
to Algorithm [T)) on sentence and image retrieval separately.
Besides, we can also observe that larger #RCR and #RAR
are not necessarily better, which may be due to the recurrent
structure where a certain number of steps can saturate the
performance of the network. 4) Computational cost. The
model size of single SCAN [18] is 12.2M, and each step of
RAR, RCR, or RCAR brings the extra parameters of nearly
0.13M, 0.95M, or 1.12M. Using NVIDIA GeForce RTX
3090, the inference time of T2I-SCAN is 3.05 us for each
image-text pair with an extra cost of 0.51/4.72/5.91 us per step
by RAR/RCR/RCAR, while the predicted time of [2T-SCAN
is 4.25 us with an additional cost of 1.19/8.21/10.54 us. From
these experiments, we suggest step=2-3 for independent appli-
cation and step=2(RAR)+1(RCR) for their cooperation, as they
achieve a better trade-off between accuracy and complexity,
and have proved general effectiveness and broad applicability
on multiple state-of-the-art approaches in TABLE
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Fig. 5. Impact of the X initialization with T2I attention on Flickr30K. The

step of RAR, RCR and RCAR s set as 3, 2, and 2, respectively.

TABLE VIII
IMPACT OF THE ATTENTION FACTORS (A, €) OPTIMIZATION WITH T2I
ATTENTION ON FLICKR30K. WE ADOPT N=2 RCAR AS A REFERENCE.

Model Sentence Retrieval Image Retrieval
R@l R@5 R@l0 R@l R@5 R@I0
Fixed 75.7 93.6 97.2 56.0 818 88.0
Learnable | 76.3 94.1 96.8 56.9 81.3 87.3
MLP(t;) 75.9 93.3 96.5 56.6 812 87.3
MLP(a;) | 77.8 93.6 96.9 572 828 88.5

Initialization of the attention factors. Fig. 3] depicts the
Recall@1(%) at sentence retrieval with varying A value on
Flickr30K. The A determines the initial distributions of word-
region interactions where a large one tends to retain only
the highly correlated instances while a small one results
in the interference from irrelevant instances. Here, we take
T2I attention as an example and compare the performance
variation with A ranging from 7 to 12. We can see that
our regulators can obtain the maximum performance benefit
when A=10, and achieve a consistent improvement among
various settings, confirming the robustness and stability of our
proposed method. It is worth noting that for simplicity and fair
comparison, we directly set e(Y=1¢ and use exclusive \ of
each work as A(*) in TABLE|II, which attempts to maintain the
appropriate initialization of the incipient cross-attention unit.

Optimization of the attention factors. We investigate the
different update strategies with N=2 RCAR in TABLE [VIII
1) Fixed: We set the weight vector e=1¢ and the softmax
temperature A=10 in the whole process; 2) Learnable: The
parameters e and A\ are learnable during the training, with
initialization of 1?¢ and 10 in the beginning; 3) MLP(;):
The attention factors of each word are learned with the
original word features; 4) MLP(a;): The attention factors of
each word are learned with the constructed alignment vector.
Note that Learnable achieves slightly better performance than
Fixed, and adjusts the A = 11.23 for maximum performance
benefit in experiments. However, a common problem of the
two methods is the lack of capability to refine parameters
adaptively to handle the diversity of different words. MLP(t;)
produces even worse results than Learnable, which may be
due to the lack of word-image alignment information, leading
to difficulties in learning reasonable attention factors. In com-
parison, MLP(a;) achieves the best performance by learning
adaptive factors for each word, indicating the significance of
exploiting the interaction feedback for better regulation.
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Fig. 6. Quantitative weight statistics of word-attended alignments by n-step
RAR with T2I attention on Flickr30K. 1, 2, 3 indicate the steps of the RAR.
The top and bottom represent positive and negative image-text pairs.
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Fig. 7. Quantitative distance statistics of word-attended cosine similarities by
n-step RCR with T2I attention on Flickr30K. Base denotes T2I-SCAN [I8].
MD denotes the mean wasserstein distance with respect to all parts of speech.

Quantitative statistics of the regulators. Fig. [f] compares
the attention weight distribution of different word-attended
alignments with n-step RAR, while Fig. [/|displays the wasser-
stein distance of word-attended cosine similarities between
positive and negative pairs with n-step RCR. Considering a
very large range of vocabulary, we adopt NLTK toolkit and
conduct statistical analyses with respect to the part of speech.
1) Aggregation regulator. For the matched image-text pairs,
the RAR attempts to reduce the interference of less-meaningful
alignments and highlight the important ones attended by
nouns, adjectives, and verbs that contain rich semantic in-
formation. On the other hand, "<start>" and "<end>"
encode the global textual contextual representations by Bi-
GRU, and their corresponding alignments are emphasized
gradually for the unmatched pairs which reflect the holistic
differences across modalities. 2) Correspondence regulator.
From Fig. [7] the mean distance learned by raw attention unit
(T2I-SCAN [18])) is nearly 0.35, and the one by the RCR
is over 0.6 (step=2 best) with all parts of speech between
positive and negative image-text pairs. We assume that atten-
tion weights are computed by one-step forward interactions
with the fixed weight vector and softmax temperature, which
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Fig. 8. Qualitative aggregation distribution by n-step RAR in the positive (right) and negative (left) pairs on Flickr30K. The histograms display the attention
weights on word-based alignments with T2I attention while the images reflect the relative weights on region-based alignments with I2T attention.

obviously fail to measure feature channels and adapt itself to
diverse words from different image-text pairs. Besides, even
for the completely irrelevant image, the raw attention module
still aligns the word with so-called "related regions" based on
the cosine-like metrics and implicitly narrows the distances
between the word and its related regions. In contrast, the RCR
can make fine-grained adjustments with the prior alignments
and refine the word-region correspondence progressively to
produce larger gaps between matched and unmatched pairs.

Qualitative aggregation distribution of n-step RAR.
Fig. [] illustrates the aggregation weights of word/region-
attended alignments at the last step. We take Positive 1 as

an example of positive pairs. The RAR with T2I attention
can highlight the discriminative alignments (pierced ears,
glasses, orange hat) and abandon irrelevant ones (the, with,
is, etc.), while with I2T attention, it can also capture salient
regions mentioned in the text (hat, ears, glasses). Besides for
negative pairs, the RAR with T2I attention tends to emphasize
<start>/<end>-attended alignments which encode the overall
image-text discrepancy. In terms of I2T attention, the aggre-
gation distribution of image regions is relatively smooth to
gain a more comprehensive prediction from the perspective of
the image. As we can see, the RAR can selectively integrate
important alignments and suppress less important ones.
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Fig. 9.

Qualitative T2I attention distribution and word-based cosine similarities with diverse semantics by n-step RCR in the positive (right) and negative

(left) pairs on Flickr30K. The image and *_sim indicate the regions of interest and the corresponding cosine similarity according to the particular word.

Qualitative cross-attention distribution of n-step RCR.
Fig. 9] exhibits the regions of interest and corresponding simi-
larities with respect to the words with various semantics. Note
that the final image-text score by the RCR is also computed
by averaging all the word-attended cosine similarities. Hence,
the similarity between a word and integrated regions can
reflect their correspondence quantitatively (A higher score
means a higher correlation, and vice versa). We can observe
that the RCR can refine the word-region interactions step
by step and gradually draw the distance between diverse
words and their related regions for positive pairs. Compared
with verbs and adjectives, nouns are relatively easy to match
for the Base model (T2I-SCAN [I8]). When the RCR is
introduced, the nouns/verbs/adjectives-based correspondences
become more accurate and fine-grained. More importantly,
semantics-based similarities in negative pairs are pulled down
significantly, indicating that plug-in RCR learns the difference
and relationship from the previous alignments and reweighs
the channel-wise and word-wise attention factors to associate
words with “completely irrelevant” regions in the latent space.
By this means, the RCR can promote larger margins be-
tween positive and negative cross-modal pairs, and possess
the greater capability to handle complex matching patterns.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we proposed two regulators termed as
Recurrent Correspondence Regulator (RCR) and Recurrent

Aggregation Regulator (RAR) to significantly facilitate the
image-text matching process. Specifically, the RCR attempts
to promote the cross-modal attention unit dynamically via
learning more targeted attention factors, while the RAR aims
to integrate the alignments progressively with plausible ag-
gregation weights from holistic message feedback. The plug-
and-play property enables them to seamlessly integrate into
many existing approaches based on cross-modal interaction
for achieving remarkable improvements, and more benefits can
be obtained in a collaborative manner. Extensive experiments
on MSCOCO and Flickr30K demonstrate the great superiority
and broad applicability of our proposed approach. Beyond the
above observations, we also attempt to apply our regulators
to another branch [9], [13]}, [14], focusing on single-
modality representations without cross-modality interactions.
Interestingly, 2-step RCR and 3-step RAR can improve the
R@1 of SAEM by 2.8/4.1% and 3.7/2.5% at two direc-
tions via gradually updating the last self-attention layer among
regions and aggregating all instance features into a holistic
feature respectively, reflecting the tremendous potential of
our regulators. More efficient frameworks and application
scenarios are one of our future research directions.
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