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PUGAN: Physical Model-Guided Underwater Image
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Abstract—Due to the light absorption and scattering induced
by the water medium, underwater images usually suffer from
some degradation problems, such as low contrast, color dis-
tortion, and blurring details, which aggravate the difficulty of
downstream underwater understanding tasks. Therefore, how to
obtain clear and visually pleasant images has become a common
concern of people, and the task of underwater image enhance-
ment (UIE) has also emerged as the times require. Among existing
UIE methods, Generative Adversarial Networks (GANs) based
methods perform well in visual aesthetics, while the physical
model-based methods have better scene adaptability. Inheriting
the advantages of the above two types of models, we propose a
physical model-guided GAN model for UIE in this paper, referred
to as PUGAN. The entire network is under the GAN architecture.
On the one hand, we design a Parameters Estimation subnetwork
(Par-subnet) to learn the parameters for physical model inversion,
and use the generated color enhancement image as auxiliary
information for the Two-Stream Interaction Enhancement sub-
network (TSIE-subnet). Meanwhile, we design a Degradation
Quantization (DQ) module in TSIE-subnet to quantize scene
degradation, thereby achieving reinforcing enhancement of key
regions. On the other hand, we design the Dual-Discriminators
for the style-content adversarial constraint, promoting the au-
thenticity and visual aesthetics of the results. Extensive ex-
periments on three benchmark datasets demonstrate that our
PUGAN outperforms state-of-the-art methods in both qualitative
and quantitative metrics. The code and results can be found from
the link of https://rmcong.github.io/proj PUGAN.html.

Index Terms—Underwater image enhancement, generative ad-
versarial network, physical model, degradation quantization
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Fig. 1. Samples of different UIE methods. (a) Original underwater image.
(b)-(e) The enhancement results generated by GDCP [4], FUnIE-GAN [5],
Ucolor [6], PUGAN (ours). (f) Ground truth.

I. INTRODUCTION

CEAN contains extremely rich resources, and re-

searchers can use remotely operated underwater vehicles
(ROVs) [1] to collect images and videos from the underwater
environment for further perception and exploitation. Due to
the complex underwater environments and lighting conditions,
underwater images are degraded by wavelength-dependent
absorption and scattering (i.e., forward scattering and back-
scattering) [2]. As thus, it becomes very challenging to di-
rectly obtain valuable information from degraded underwater
images, which hinders the further development of other ocean-
related tasks [3]. Therefore, the research on underwater image
enhancement (UIE) technology emerges as the times require,
which has important practical application value.

The degradation of underwater images is mainly manifested
in the color distortion caused by the absorption effect of water,
and blurring caused by the scattering effect of suspended
particles in water (i.e., organic particles, planktonic microor-
ganisms, efc.) [7]. Due to the uniqueness and complexity
of underwater imaging process, the enhancement methods
designed for other degeneration scenes (e.g., low-light scene
[8]-[10] or foggy scene [11]-[14]) do not generalize well to
the UIE task. Moreover, even some methods specially designed
for UIE task are not satisfactory in enhancement quality. In
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the early days of this task, the traditional methods prevailed,
which can be roughly divided into the non-physical model
based methods and physical model based methods. The non-
physical model methods mainly focus on the adjustment of
image pixels, such as dynamic pixel range stretching [15],
pixel distribution adjustment [16], and image fusion [17]-[19].
These methods heavily rely on hand-crafted feature designs,
which makes them prone to over- or under-enhancement,
affecting the overall visual effect. By contrast, the physical
model-based methods utilize some priors and assumptions to
model the process of underwater optical imaging [20]-[25],
thereby generating the clean image through model inversion.
Although the physical model cannot fully and realistically
simulate the underwater imaging process, it is undeniable
that modeling the underwater imaging process is conducive to
solving the unique visual problems of underwater images, such
as color distortion. In recent years, deep learning technology
has also greatly promoted the development of the computer
vision task, including object detection [26]-[33], medical
analysis [34]-[37], remote sensing interpretation [38]-[41],
content enhancement [13], [14], [42], [43], and underwater
image enhancement [44]-[46]. Designing deep UIE networks
in an end-to-end manner is the most common practice, with the
Convolutional Neural Networks (CNN)-based and Generative
Adversarial Networks (GAN)-based framework as the main
genre. Among them, the GANs-based methods [5], [47]-[49]
have achieved surprising performance in improving perceptual
image quality from an extensive collection of paired or un-
paired data. The learning-based method takes advantage of the
powerful learning ability of the network and can achieve good
results in some scenarios. However, underwater environments
are often complex and diverse, and purely relying on network
learning may distort the enhancement results. As shwon in Fig.
1, we provide some visual examples of different enhancement
methods, including the traditional GDCP method [4], the
GAN-based FUnIE-GAN method [5], the CNN-based Ucolor
method [6], and our method. It can be seen that the given
comparison algorithms either have noticeable color deviations
or the results are blurry. In fact, the learning model can
be guided and supplemented by the domain knowledge of
underwater imaging to achieve better enhancement effects.
Here, the domain knowledge of underwater imaging refers to
the modeling of the imaging principle of the underwater image,
that is, the reason of defects such as color distortion, blurring,
and detail distortion. For example, the transmission map in the
underwater physical model [21] contains factors describing the
quality of underwater imaging in different regions, which can
guide the model inversion and degradation modeling.
Through the above analysis, GANs have strong learning
ability but lack generalization ability [50], and modeling the
underwater imaging process is beneficial to understand the
characteristics of underwater images. Therefore, we hope to
design a network architecture that can effectively combine
them to give play to complementary advantages and collabora-
tive promotion. To this end, we perform network design under
a GANS architecture, aiming to learn the mapping between the
original and cleaned underwater images by training on the real
underwater datasets. For the generator, we fully combine the

physical model and the CNN-based model, thereby forming
the Physical Model-Guided Generator (Phy-G). On the one
hand, we adopt the commonly used image degradation model
to simulate the underwater physical distortion, and design a
learning based network, named Parameters Estimation sub-
network (Par-subnet), to estimate the parameters for physi-
cal model inversion, mainly including the transmission map
and attenuation coefficient. With these parameters, a color
enhanced underwater image can be generated by inversion.
On the other hand, considering that the color enhanced image
has good generalization properties and can be further used as
auxiliary information to guide the CNN-based enhancement
network, we design a UNet-like structure with two input
branches, named Two-Stream Interaction Enhancement sub-
network (TSIE-subnet). Specifically, with the help of color
enhanced image and estimated transmission map, we de-
sign a Degradation Quantization (DQ) module to locate and
quantify the distortion degree of the scene, thereby enabling
targeted encoder feature filtering and reinforcing. Furthermore,
training with synthetic datasets is difficult to simulate real-
world situations due to the lack of absolute supervision with
real underwater images as references, which may severely
degrade the performance of deep learning algorithms. To better
constrain the underwater images generated by the generator to
be close to real and clear underwater images, in addition to
the pixel-level loss and perceptual loss, we design a novel
Dual-Discriminators (Dual-D) structure to judge the recon-
struction results of the generator, following a style-content
synergy mechanism. Among them, one discriminator is used
to judge the overall style of the result, and the other is to
concatenate the result with the estimated depth map to judge
the authenticity of its image content. The Par-subnet and TSIE-
subnet in the Phy-G cooperate with each other and are unified
in the network framework with GAN as the main body.

The main contributions are highlighted as follows:

(1) Considering the respective advantages of the physical
model and the GAN model for the UIE task, we propose
a Physical Model-Guided framework using GAN with
Dual-Discriminators (PUGAN), consisting of a Phy-G
and a Dual-D. Extensive experiments on three benchmark
datasets demonstrate that our PUGAN outperforms state-
of-the-art methods in both qualitative and quantitative
metrics.

(2) We design two subnetworks in the Phy-G, including
the Par-subnet and the TSIE-subnet, for the parameter
estimation of physical model and the physical model-
guided CNN-based enhancement, respectively. On the
one hand, we introduce an intermediate variable in the
Par-subnet, i.e., depth, to enable effective estimation of
the transmission map. On the other hand, we propose
a DQ module in TSIE-subnet to quantify the distortion
degrees and achieve targeted encoder feature reinforcing.

(3) In addition to the pixel-level global similarly loss and
perceptual loss, we design the style-content adversarial
loss in the Dual-D to constrain the style and content of
the enhanced underwater image to be realistic.

The rest of the paper is organized as follows. Section II



reviews the related work. Section III presents the details of
the proposed PUGAN framework. The experimental compar-
isons and discussions are shown in Section IV. Finally, the
conclusion is drawn in Section V.

II. RELATED WORK
A. Traditional UIE methods

In the early days, underwater image enhancement methods
mainly adjusted the pixel values of images according to the
characteristics of underwater images such as color distortion
and low contrast. This adjustment is generally performed in the
spatial domain, such as dynamic pixel range stretching [15],
pixel distribution adjustment [16], and image fusion [17]-[19].
Song et al. [51] presented a comprehensive underwater visual
reconstruction paradigm that comprises three procedures, i.e.,
the E-procedure, the R-procedure, and the H-procedure. Ancuti
et al. [52] proposed a color channel compensation (3C) pre-
processing method. Moreover, as a pre-processing step, the
3C operator can improve traditional restoration methods. In
addition, many traditional UIE methods are based on phys-
ical model, which focus on estimating all parameters in the
physical model and inverting the clear underwater images
[23]. These methods usually rely on some priors, such as red
channel prior [25], underwater dark channel prior [21], [23],
minimum information prior [24], general dark channel prior
[4], [20], and blurriness prior [22].

Due to the limited expression ability of hand-crafted fea-
tures or priors used by traditional UIE methods, their en-
hancement effect and adaptability to different water envi-
ronments are unsatisfactory. For example, we noticed that
the color correction algorithms in [25], [53] do not always
work well with some challenging underwater images. For this
reason, learning-based methods have gradually become the
mainstream of research hotspots in recent years, especially
after entering the era of deep learning.

B. Learning-based UIE method

In recent years, deep learning has been widely used in
underwater image enhancement, which has dramatically im-
proved the effect of enhancement [2], [45], [46], [54], [55].
Li et al. [46] proposed to simulate the realistic underwater
image according to different water types. With ten types of
synthesized underwater images, ten underwater image en-
hancement (UWCNN) models were trained and each UWCNN
model was used to enhance the corresponding type. Li et
al. [2] proposed the WaterNet for real UIE task by fusing
the inputs with the predicted confidence maps to achieve the
image enhancement. Deep learning networks often need to
learn distribution from a large number of paired data. But
for underwater image enhancement task, high-quality paired
training data is often difficult to obtain. To this end, some
researchers introduced the Generative Adversarial Networks
(GANs) in the UIE task by using a two-player min-max
game between the generator (usually based on CNNs) and the
discriminator. In the final equilibrium state, the generator can
effectively learn to model the underlying distribution. Unlike
clear supervision, the discriminator loss tends to determine

the distribution and style of the input, and is more suitable for
image enhancement tasks that map from low-quality domains
to high-quality domains. Li et al. [45] proposed a GAN-based
UIE method, which is trained by synthetic underwater image
and outputs the depth map at the same time. Jiang et al. [55]
designed a global-local discriminative structure for the UIE
task. These methods hardly take into account the physical
model, but due to the unique characteristics of the underwater
image, which may lead to ineffectiveness in the face of a harsh
underwater environment.

Recently, some methods have embedded physical models
into deep learning networks. Li et al. [6] proposed a medium
transmission-guided encoder network to force the network
to emphasize the quality-degraded regions. Wang et al. [56]
proposed a joint iterative network for UIE, which divides the
enhancement into the color correction sub-task and dehazing
sub-task, corresponding to light absorption and scattering
effects, respectively. Hambarde et al. [3] proposed the UW-
GAN to estimate the depth, and then use it to restore a
high-quality underwater image. Due to the introduction of the
physical model, the performance of the enhancement model
and the generalization were significantly improved.

Our method fully incorporates physical model in a learned
manner under a GAN architecture. Different from previous
methods, we physically invert the color enhanced image in
a learned manner, and use it as guidance information to
participate in the secondary enhancement under the CNN
architecture, in which a DQ module is also designed to
quantify the degradation degree and achieve differentiated
region enhancement. Besides, the style-content adversarial loss
in the Dual-D is provided by two independent discriminators,
hoping to promote visual aesthetics and content authenticity,
respectively.

III. PROPOSED METHOD

For the underwater image enhancement task, we design a
PUGAN to learn the mapping from the degraded underwater
image [ to the enhanced underwater image F, as shown in Fig.
2. The pipeline of the entire network is under the GAN archi-
tecture, including a Physical Model-Guided Generator (Phy-
G) and a Dual-Discriminators (Dual-D). In the Phy-G part, we
first propose a parameters estimation subnetwork (Par-subnet)
to model the physical imaging process of underwater images,
which estimates the physical parameters required for restoring
a color-enhanced image .J , including the transmission map
and attenuation coefficient. Then, with the help of the color-
enhanced image J " and transmission map, we design a two-
stream interaction enhancement subnetwork (TSIE-subnet) to
achieve the CNN-based end-to-end enhancement, where a
degradation quantization (DQ) module located between the
encoder and the decoder is used to quantify the distortion
degree of the scene, thereby achieving the regional and differ-
ential encoder feature reinforcement, and generating the final
enhanced underwater image F. We set up Dual-D to guarantee
the visual aesthetics and authenticity of the enhanced results.
The enhanced image E and the corresponding ground truth are
fed into the Discriminator 1 to constrain the overall style of
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Fig. 2. Overview of the proposed PUGAN for UIE task, including a Phy-G and a Dual-D under the GAN architecture. In the Phy-G, the/ Par-subnet is used
to estimate the physical parameters (e.g., transmission map ¢ and attenuation coefficient 3) required for restoring a color-enhanced image J . The TSIE-subnet
aims to achieve the CNN-based end-to-end enhancement, where a degradation quantization (DQ) module is used to quantify the distortion degree of the scene,
thereby guiding and generating the final enhanced underwater image E. The objective function consists of four parts, including global similarity loss L1,
perceptual loss Lgg;, style adversarial loss LG AN, » and content adversarial loss Lg AN, -

the results, while incorporating them with the depth map into
Discriminator2 to constrain the authenticity of the structural
content. In the following subsections, we will detail the critical
part of our model, including the Phy-G, Dual-D, and loss
functions.

A. Physical Model-Guided Generator

In our PUGAN, the Phy-G is a two-stage UIE network for
generating enhanced underwater images, consisting of a Par-
subnet and a TSIE-subnet. In the following subsubsections,
we will introduce them one by one.

1) Parameters Estimation Subnetwork (Par-subnet): For
the image enhancement tasks, physical modeling is a more
common practice, such as the well-known atmospheric scatter-
ing models in the dehazing task [57], [58]. In fact, in order to
simulate the degradation process of underwater images, people
also try to physically model the underwater scenes. Let’s first
review the physical model of the underwater imaging process,
which can be expressed as [21]:

I(z) = J(z)t(z) + A1 — t(z)), (1)

where I is the observed underwater image, J denotes the
restored image, A represents the background light, and ¢ is
the transmission map, describing the portion of the light that
is not scattered and reaches the camera, which can be further
expressed as:

t(z) = e P& 2

where [ is the attenuation coefficient of the water, and d is the
depth of scene. This equation indicates that the scene radiance
is attenuated exponentially as the depth. Therefore, the depth
can also reflect the attenuation of the scene to a certain extent.
From Eq. (1), we can inversely derive the calculation
formula of the enhanced image J as:
1 1
J(x) = i) I(x) — A(
The first term of this formula is mainly used to correct the
color of I, and the second term is to remove the influence
of background light. In fact, in underwater images, color
distortion is a key factor in our subjective visual quality.
Therefore, we focus on obtaining color-corrected underwater
images through physical model inversion during the first-stage
enhancement process of the network. In this way, we can invert
the color-enhanced image J according to Eq. (3) from the
original image I:

1). 3)

J () = —I(x). 4)

Obtaining underwater images through model inversion has
good interpretability and scene adaptability, and is also the
key to traditional underwater image enhancement methods.
But how to estimate the parameters of the physical model is a
formidable challenge. Some previous works [4], [6] used prior
knowledge to estimate parameters involved in physical models.
However, the prior knowledge is usually less robust and
may lead to severe estimation bias in challenging underwater
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Fig. 3. The schematic illustration of Par-subnet. It mainly includes three
modules, namely Depth Estimator, Attenuation Coefficient Estimator, and
Transmission Estimator. The results of the Depth Estimator and Attention
Coefficient Estimator are used to estimate the transmission map. Finally, the
estimated transmission map and the original image are used to restore the
color-enhanced underwater image through the model inversion.

scenarios. To sum up, considering the advantages of physical
models and the challenges of parameter estimation, on the one
hand, we introduce a physical enhancement mode to improve
the interpretability of the overall framework, and on the other
hand, we estimate the parameters required by the model in a
learning manner to improve its accuracy.

To this end, we design a Par-subnet to estimate the parame-
ters in the physical model, which is shown in Fig. 3. According
to Eq. (2) and Eq. (4), the parameters we need to estimate
mainly include the attenuation coefficient 5 and the depth map
d, which are used to compute the transmission map ¢. First,
we can use the attenuation coefficient estimator and the depth
estimator to calculate the attenuation coefficient and depth
map. Specifically, we feed each color channel of the original
underwater image into a convolutional block, generating three
attenuation coefficients, which can be formulated as:

B¢ = linear(relu(linear(conv.p.r(19)))), ®)

where /¢ is the ¢ channel of the original underwater image,
¢ = {r, g, b} indexes the color channel, conv.p.r includes two
convolutional layers with the kernel size of 3 x 3 followed by a
pooling layer and a ReLU activation relu, and linear denotes
the linear layer. Then, these three channels are concatenated
as the final attenuation coefficient:

B = cat(B", B, "), (6)

where cat is a channel-wise concatenation.

In the lower left branch, we use the RBD block [59] to
directly estimate the depth map d;, which can be expressed
as:

dy = o(conv(conv.b.r(RBD(conv.b.r(1))))), 7

where conv.b.r denotes the convolutional layer with the kernel
size of 3 x 3 followed by a normalization layer and a
ReLU activation, ¢ denotes the Sigmoid function, conv is the
convolutional layer, and RBD represents the RBD block [59].

Following Eq. (2), the transmission map has an exponential
relationship with the product of depth and attenuation coeffi-
cient. So, we design a network to estimate the transmission
map ¢ with the (d; - 8) as input:

t = o(conv(conv.b.r(dy - B))). (8)

So far, with estimated transmission map ¢ and attenuation
coefficient 3, we can obtain a color-enhanced underwater
image J ' according to the physical model formulated in Eq.
(4), which will play an important role in the TSIE-subnet. It
should be noted that, in order to ensure the quality of the
transmission map, we use the attenuation coefficient again to
calculate the depth map as follows:

Int
5

In this way, we can further strengthen the constraints on the
estimated transmission map from the perspective of physical
model inversion, thereby improving the accuracy of the entire
parameter estimation network. The whole structure of the Par-
subnet is relatively simple, mainly as an auxiliary structure
before starting to enhance the underwater image.

2) Two-Stream Interaction Enhancement Subnetwork
(TSIE-subnet): In the first stage, we invert color-enhanced
underwater images with better interpretability using the
learned physical model parameters. But as mentioned before,
the enhancement effect is not perfect due to the exclusion of
background light. Therefore, we re-enhance the underwater
images under the CNN network architecture in the second
stage guided by the color-enhanced images, thereby forming
a two-stream architecture to realize the interaction of
multi-source information. Under this two-stream structure,
how to achieve sufficient information interaction is the key
problem to be solved. It is well known that underwater image
enhancement needs to correct serious color distortion and
eliminate blurring and duskiness. In other words, we should
pay more attention to degradation recovery while maintaining
the integrity of image information.

Different regions in the underwater scene have different
degrees of degradation. If the same level of enhancement is
performed indiscriminately, the optimal enhancement effect
will often not be achieved. Let’s look back at the underwater
physical imaging model, the degree of image degradation is
negatively related to the transmission rate (the value of each
pixel in the transmission map represents the transmission rate
at that position, between 0 and 1). Thus, based on this prior,
we identify some regions that are prone to degradation from
the transmission map. Moreover, the difference between the
color-enhanced image J " and the ori ginal degraded underwater
image I can directly reflect the degradation of underwater
image quality to a certain extent, and then can give the TSIE-
subnet a clear optimization direction. Therefore, we adaptively
localize the degradation in the scene with the help of the
transmission map ¢ and the color-enhanced underwater image
J' to enable the targeted encoder feature reinforcement. To this
end, combining the above two cases, we design a DQ module
to adaptively locate and quantify these seriously degraded
regions in the scene, thereby guiding the encoder features
fusion and reinforcement. The schematic illustration of the
TSIE-subnet is shown in Fig. 4, which is a two-stream encoder
and one-stream decoder structure.

First, we feed the original underwater image I €
R3%256%256 anqd the color enhanced underwater image J €
R3%256x256 jnto the top and middle encoders to extract multi-

dy = 9)
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Fig. 4. The schematic illustration of TSIE-subnet, following an encoder-
decoder structure, in which the two-stream encoder features are transferred to
the corresponding decoder layer after passing through the DQ module. The
right side of this figure provides the detailed structure of the DQ module.

level features, denoted as efg and ej", respectively. The encoder
contains five convolution-residual blocks, where each block
consists of a convolutional layer with the kernel size of 3 x 3
followed by a pooling layer and ReLu activation, and a residual
layer. Then, we utilize the DQ module to locate the seriously
degraded regions and fuse the encoder features. As analyzed
earlier, we can locate the degraded regions in the scene with
the help of the color-enhanced map and the transmission map,
respectively.

On the one hand, we can locate severely degraded regions by
directly comparing the difference between the color-enhanced
image features and the original image features, which can be
described as:

difi, = conv.b.r(|el. —el|)-e(conv.b.r(|el —ef*|) —a), (10)

where di f, is the feature difference with reference to the color-
enhanced features, indicating how much information the image
needs to be supplemented, £(-) denotes the step function, and
« is a threshold, which is set to 0.7 in experiments.

On the other hand, the degree of degradation of underwater
images is negatively correlated with the transmission charac-
teristics. Therefore, we can also identify some regions that are
prone to degradation from the transmission map:

(1)

where mazpool is the maxpooling operation. In fact, the
has the same size as ez. Moreover, a larger value of ¢;, means
more severe degeneration, and then the enhancement of these
regions in the decoding stage needs to be strengthened.

Combining these two aspects, the final weights can be
defined as follows:

tr = (1 — mazxpool(t)) - (1 — mazpool(t) — ),

wy, = o(conv((conv.b.r(ty + dify)))). (12)

Subsequently, these weights are applied to the input features
ey to generate the updated features é; through the residual
connection:

ér = eh + el @ wy, (13)

where ® is Hadamard product. The severely degraded areas in
¢y are given larger weights, so that the subsequent networks
can focus on strengthening these regions.

Finally, we implement feature decoding using convolution-
residual blocks symmetric to the encoder, including 3 x 3

convolution layer, upsampling layer, and ReL.U activation. The
decoder features can be formulated as:

dey, = res(cat[conv.b.r(up(deg+1)), éx)), (14)

where up is the upsampling operation, res denotes the residual
operation, and dey41 represents the decoder features of the
k + 1 layer. We operate on de; using a convolutional layer to
obtain the final result E.

B. Dual-Discriminators (Dual-D)

For the GAN-based UIE methods, the generator aims to
obtain the final enhanced underwater image, and the discrimi-
nator focuses on judging whether the generated image is real or
fake. If the generated image fails to fool the discriminator, the
generator needs further training and optimization. The whole
process can be constrained by an adversarial loss [60], which
can be described as:

arg ngn max Lgan(G, D)
= Egx,yyllog D(Y)] + E{x vy [log(1 — D(G(X|Z2)))]
15)
where X and Y denote the source domain (low-quality image)
and desired domain (enhanced image), G represents the gen-
erator aiming to learn a mapping of X — Y, and D denotes
the discriminator.

To better constrain the generated underwater images to be
close to real and clear underwater images, we design a novel
Dual-Discriminators (Dual-D) structure to judge the recon-
struction results of the generator, following a style-content
synergy mechanism. Unlike the existing GAN-based UIE
methods [47]-[49], our Dual-D includes two discriminators to
jointly constrain the style and content of the generated images.
First, Discriminator] is the standard usage of the discriminator
to judge whether the overall style is authentic, and it does not
pay attention to how much a certain area in the image should
be enhanced, as long as it looks like a high-quality underwater
image. This may cause some areas to be over-enhanced, or
some important areas are not sufficiently enhanced. In fact,
from the perspective of the human visual system, people’s
perception of content in different regions is different. For
example, people will pay more attention to the foreground area
in underwater images, i.e., the regions with small depth values.
If different regions are treated equally, over-enhancement may
occur in distant regions, which is inconsistent with human
aesthetics. Therefore, the Discriminator2 considers the depth
structure of the scene and constraints TSIE-subnet to be able to
perform a discriminative enhancement. The two discriminators
complement each other to implement constraints on the style
and content of the enhanced results.

For the structure selection of discriminators, we prefer to
divide the image into several patches instead of focusing on
the whole image. This is mainly because, on the global image,
the discriminator may only score from the overall style such as
blur, color balance, contrast, efc, which is not what we expect.
We hope that the network can improve the image quality to
different degrees according to different image contents. Thus,
we adopt the Markovian PatchGAN as discriminators, which
only penalizes the patch-scale structure. The discriminator



attempts to classify whether each N x N patch in the image
is real or fake, which helps capture high-frequency features
such as local texture and style. Moreover, the PatchGAN has
fewer parameters and runs faster [60]. Specifically, we feed
the image with the size of 256 x 256 x ¢ into four convolution
layers, get the output with the size of 16 x 16 x 1, and calculate
the average value as the final response of the discriminator. In
each convolution layer, the kernel size is set to 3 x 3 with the
stride of 2, and the use of the nonlinear layer and normalization
layer is the same as in TSIE-subnet.

Based on the above, the style-content adversarial loss in our
Dual-D structure can be represented as:

arg min max Lgan, (G, D1)

1 16
— Eqyyyllog Dy(Y)] + Eqryy[log(1 - Di(B))], )

arg mén max Lgan, (G, D2)
2

= E{I,y’d} [log DQ(Y, dy)] + E{I,Y,d} [log(l — Do (E7 dE))},(17)
where D; and D5 denote the Discriminatorl and Discrimina-
tor2, E' is the final generated enhancement image, Y denotes
the ground truth of the enhancement image, dg and dy are the
estimated depth map from the generated enhancement image
E and real enhancement image Y, respectively.

C. Training Strategy and Loss Function

The generator of our proposed PUGAN includes Par-subnet
and TSIE-subnet, and Dual-D as the discriminators. For net-
work training, we employ a two-stage training strategy. In
the first stage, the Par-subnet is pre-trained offline. Then, in
the second stage, we train the whole PUGAN, where the
parameters of the Par-subnet are fixed, and the TSIE-subnet
and Dual-D are trained alternately.

1) Par-subnet training: We use the synthetic dataset [46]
to train the Par-subnet, including five types of open ocean
water and five types of coastal water. There are corresponding
labels for the depth map and attenuation coefficient for each
water type. We randomly select 200 images from the synthetic
dataset for training. In the training phase, each stage of our
model is trained separately for 60 epochs with a batch size
of 4. The learning rate is fixed to le~%. We first train the
attenuation coefficient estimator and then freeze their param-
eters to train the depth estimator and transmission estimator.
To control the accuracy of the transmission map, we use the
transmission map and attenuation coefficient to compute the
depth map again. Therefore, the loss of Par-subnet is defined
as follows:

H W
Ly = w2 X (Jdim,n) — di(m,n)|)+
0 ow m=1n=1 3 A (18)
> 3 (ld(m.m) - da(m. )+ 3 (1A% - 5°)

where d; and dy are the estimated depth map, respectively,
d is the ground truth of the depth map, B and 8 denote the
ground truth and estimated value of the attenuation coefficient,
respectively.

2) PUGAN training: After the Par-subnet training is com-
pleted, we perform the second-stage training on the entire
PUGAN structure. Following the settings in [6], the training
data include 800 pairs of underwater images selected from
the UIEB dataset [2] and 1250 synthetic underwater images
selected from the synthesized UIE dataset [61].

In order to make the generated image as visually pleasing
as possible while maintaining its authenticity of the image, we
use global similar loss, perceptual loss, and adversarial loss to
compose the final loss function:

L =) -argminmax Lgani1 (G, D1)
G D

+Ag - argmin max L ana (G, D2) (19)
G D,

+/\3 . Ll(E7 Y) + )\4 : Lcan(Evy)

where A1, A2, A3 and Ay are scaling factors that represent
the contributions of respective loss components, L; is the
global similarly loss [62], Lgq; is the perceptual loss [5], and
Lgan, and Lgan, are style and content adversarial losses,
respectively.

IV. EXPERIMENT
A. Implementation Details

We independently evaluate the performance on widely used
real UIE benchmark datasets with corresponding high-quality
ground truth, including UIEB dataset [2], UFO-120 dataset [5],
and EUVP dataset [5]. Each dataset is divided into a training
dataset and a testing dataset. The UIEB dataset consists of
950 underwater images (890 images with ground truth and
60 challenging images without ground truth), we take 800
pairs of underwater images to train our PUGAN, and the
remaining 90 pairs are used for testing. Following the settings
in [6], we incorporate 1250 synthetic underwater images
selected from the synthesized underwater image dataset [61]
to expand the training set. The EUVP dataset is a large-scale
underwater taken under various visibility, containing 11435
pairs of images for training and 1030 pairs of images for
testing. The UFO-120 dataset [5] contains 1500 annotated
samples for large-scale training, and an additional 120 testing
samples. We name their testing sets Test-UIEB, Test-UFO, and
Test-EUVP, respectively.

We implement our model using the PyTorch toolbox with
an NVIDIA GeForce RTX 3090 GPU. We also implement
our network by using the MindSpore Lite tool'. The model
parameters are initialized with a normal distribution. The first-
stage training of the Par-subnet is introduced in Section III-C.
In the second-stage training of the PUGAN, the initial learning
rate is set to le™> and divided by 10 every 50 epochs. We
train 200 epochs with a batch size of 16. All input images are
resized to 256 x 256. For quantitative evaluation, following
[2], the Peak Signal-to-Noise Ratio (PSNR) and Mean-Square
Error (MSE) are introduced. A higher PSNR or a lower MSE
score denotes that the result is closer to the reference image in
terms of image content or structure. In addition, we also use
some non-reference metrics for evaluation, including UIQM
[63], FDUM [64], UCIQE [65], and CCF [66]. They quantify

Thttps://www.mindspore.cn/
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TABLE 1
THE EVALUATIONS OF DIFFERENT METHODS ON THREE DATASETS IN
TERMS OF AVERAGE PSNR (DB) AND MSE (x103) VALUES. THE TOP
THREE RESULTS ARE MARKED IN RED, BLUE, AND GREEN, RESPECTIVELY.

Datasets Test-UIEB Test-UFO Test-EUVP
Methods PSNRT MSE| | PSNRT MSE| | PSNRT MSE|
GDCP [4] 13.72 3.37 14.33 2.87 13.35 3.58
ACDE [25] 16.85 1.67 14.31 2.83 15.03 2.35
HLRP [67] 12.17 4.24 11.69 4.66 11.32 5.08
MLLE [68] 18.82 1.12 15.05 245 15.06 2.32
UNTV [69] 16.57 1.88 17.12 1.42 17.50 1.39
SPDF [70] 19.85 0.92 17.57 1.37 18.82 1.09
deep-sesr [59] 15.77 2.08 23.22 0.38 23.22 0.35
FUnIE-GAN [5] 18.07 1.78 22.97 0.41 23.53 0.41
WaterNet [2] 19.81 1.02 19.63 0.83 20.58 0.71
UWCNN [46] 13.26 4.00 16.41 1.98 17.72 1.40
JI-Net [56] 18.21 2.46 16.54 1.78 - -
ACPAB [53] 15.20 2.52 17.04 1.73 18.06 1.40
TOPAL [55] 19.85 0.93 19.31 0.83 19.98 0.75
Ucolor [6] 20.61 0.78 19.45 0.85 20.08 0.76
PUGAN 21.67 0.54 23.70 0.32 24.05 0.34

the quality of underwater images in terms of colorfulness,
sharpness, contrast, fog density efc. In an ideal state, the higher
the scores on these non-reference metrics, the better the image
quality.

B. Comparison with State-of-the-Art Methods

To demonstrate the effectiveness of our proposed method,
we conduct qualitative and quantitative comparisons with some
state-of-the-art UIE methods on the above three datasets. The
comparison methods includes 6 non-learning-based methods
(i.e., GDCP [4], ACDE [25], HLRP [67], MLLE [68], UNTV
[69], and SPDF [70]) and 8 deep learning-based methods (i.e.,
deep-sesr [59], FUnIE-GAN [5], WaterNet [2], UWCNN [46],
JI-Net [56], ACPAB [53], TOPAL [55], and Ucolor [6]). It
should be noted, WaterNet [2], FUnIE-GAN [5], and TOPAL
[55] are also GAN-based methods.

1) Quantitative Evaluation: We provide the average PSNR
and MSE values on the Test-UIEB, Test-UFO, and Test-EUVP
datasets in Table I. It is observed that the performance of
traditional methods is often not comparable to deep learning-
based methods due to the limited representational power of
hand-crafted features. For example, even the latest papers
published on IEEE TIP 2022 (i.e., HLRP [67] and MLLE
[68]) still fail to make the top three. In contrast, the deep
learning-based methods have clear performance advantages,
among which our method comes out on top in terms of PSNR
and MSE on three testing datasets. Specifically, compared with
the second-best competitor for PSNR metric, our method
achieves a percentage gain of 5.1% on the Test-UIEB dataset,
2.1% on the Test-UFO dataset, and 2.2% on the Test-EUVP
dataset, respectively. For the MSE metric, the minimum
percentage gain of our method reaches 30.8% on the Test-
UIEB dataset, 15.8% on the Test-UFO dataset, and 2.9% on
the Test-EUVP dataset, respectively. These all demonstrate the
strength and effectiveness of our model.

In addition, we report the average UIQM, FDUM, UICQE,
and CCF scores of different methods on three datasets in

Table II. For UIQM metric, ACDE [25] achieves the best
performance on all three datasets. Similarly, GDCP [4] wins
the victory in terms of the FDUM metric on these three
datasets. HLRP [67] performs best in UICQE and CCF met-
rics on all datasets, and obtains the same FDUM score as
GDCP [4] on the Test-UFO dataset. Overall, the deep learning
methods have no advantage for these no-reference evaluation
metrics, and our PUGAN only ranks second in terms of the
UICQE metric on the Test-UIEB dataset. We further select
some visualization results of three traditional algorithms that
scored high on the non-reference metrics and compare them
with the original underwater image, ground truth, and our
method in Fig. 5. We can see that the scores of HLRP [67]
are much higher than other algorithms in terms of UICQE,
FDUM, and CCF metrics, but the visual effect is far inferior
to some other algorithms, i.e., the color of the object appears
serious deviation. Likewise, the enhancement results of GDCP
[4] also exhibit obvious color distortion, but also achieve
high scores on the non-reference metrics. Moreover, it can
be seen from Table II that GT does not score as well as some
algorithms on non-reference metrics. Specifically, GT tends to
score lower than traditional algorithms on the non-reference
indicators, which is determined by the calculation methods of
these indicators and the properties of traditional enhancement
algorithms. Judging from the design of non-reference indicator
calculation, although the measurement standards and combi-
nation methods of the four indicators are different, almost all
of them focus on color and contrast. As such, these metrics
tend to give higher scores to images with high color saturation,
brightness, and contrast. But sometimes this is not consistent
with people’s subjective visual experience. For example, as
shown in the first image of Fig. 5, the UICQE score is
lower than that of HLRP, FUDM and CCF scores are both
lower than that of GDCP and HLRP. But the fact is that the
visual quality of GT is significantly better than that of GDCP
and HLRP methods. It also shows to some extent that non-
reference evaluation metrics are not always reliable. The above
problems have also been pointed out in some existing works.
Jiang et al. [55] pointed out that although some methods have
defects such as color distortion and overbrightness, they can
still achieve high scores on the UICQE metric. Chen et al.
[62] also argued that UIQM and UICQE metrics highlight
the bright and high-contrast features without considering the
color shifts and artifacts, resulting in some over-enhanced
underwater images also achieving high scores on these no-
reference metrics. From another point of view, there is still a
lot of research space for the no-reference underwater image
quality assessment. In addition, the guidance of no-reference
metrics can also be considered when constructing a new UIE
dataset in the future, thereby jointly promoting the common
development of the field of underwater content understanding.
Therefore, we can pay more attention to the metrics of PSNR
and MSE to judge the advantages of different methods.

2) Qualitative Evaluation: Some visual experimental re-
sults of different methods are shown in Fig. 6. As can be
seen, our method is closer to the ground truth in terms of
color, brightness, definition, efc, and has advantages in the
following aspects:



TABLE II
THE EVALUATIONS OF DIFFERENT METHODS ON THREE DATASETS IN TERMS OF UIQM, FDUM, UICQE, AND CCF METRICS. THE TOP THREE RESULTS
ARE MARKED IN RED, BLUE, AND GREEN, RESPECTIVELY.

Datasets Test-UIEB Test-UFO Test-EUVP
Methods UIQMt FDUM?T UICQEfT CCFt | UIQMt FDUM{t UICQEt CCFf | UIQMt FDUM?T UICQEt CCFt
input 2.69 0.36 0.52 19.59 2.48 0.48 0.56 30.03 2.49 0.45 0.55 30.27
Ground truth 3.01 0.55 0.62 27.34 2.88 0.67 0.60 28.53 2.88 0.62 0.58 31.11
GDCP [4] 2.67 0.84 0.61 47.28 2.10 0.81 0.66 62.83 243 0.87 0.63 57.92
ACDE [25] 341 0.49 0.56 29.05 3.35 0.51 0.57 33.44 3.30 0.43 0.56 33.38
HLRP [67] 1.99 0.81 0.66 55.25 2.47 0.81 0.67 63.23 241 0.75 0.65 64.56
MLLE [68] 2.65 0.66 0.61 40.12 2.39 0.76 0.62 56.43 2.28 0.69 0.61 60.31
UNTV [69] 2.94 0.72 0.59 26.37 2.60 0.80 0.62 38.81 2.47 0.77 0.62 40.78
SPDF [70] 3.08 0.44 0.56 17.46 3.18 0.50 0.56 22.96 3.19 0.27 0.55 24.54
deep-sesr [59] 2.97 0.41 0.53 15.97 3.07 0.61 0.59 23.90 3.10 0.54 0.57 24.34
FUnIE-GAN [5] 3.34 0.68 0.56 21.38 2.97 0.58 0.60 27.85 2.99 0.56 0.59 30.10
WaterNet [2] 3.04 0.44 0.58 16.68 3.08 0.53 0.59 25.60 3.06 0.50 0.58 27.17
UWCNN [46] 2.21 0.28 0.48 10.65 2.93 0.28 0.52 1591 2.96 0.39 0.52 19.02
JI-Net [56] 2.67 0.57 0.59 25.98 3.17 0.54 0.59 28.70 3.24 0.67 0.58 27.38
ACPAB [53] 2.92 0.56 0.58 33.66 3.06 0.51 0.58 33.78 2.98 0.45 0.58 35.90
TOPAL [55] 3.08 0.48 0.57 22.82 3.02 0.36 0.61 28.85 3.01 0.32 0.43 28.50
Ucolor [6] 3.30 0.43 0.57 17.65 3.14 0.52 0.59 24.53 3.12 0.49 0.58 26.51
PUGAN 3.28 0.68 0.62 27.94 2.85 0.64 0.60 33.49 2.94 0.53 0.60 30.34
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Fig. 5. The scores of non-reference metrics are displayed under each visualization result.

Color distortion correction. Color distortion is arguably
one of the most common phenomena of underwater image
degradation, which is caused by the different light absorp-
tion capacities of water at different wavelengths. Since color
distortion can greatly affect visual aesthetics, one of the
goals of enhancement algorithms is color correction. For
example, the second and fifth images in Fig. 6 are cases
with greenish distortion. It can be seen that, except for our
method, MLLE [68], and SPDF [70], the enhancement effect
of other comparison methods still suffers from greenish color

distortion. In particular, GDCP [4] method further exacerbates
the color distortion around the image, and the deep learning-
based methods (i.e., FUnIE-GAN [5] and Ucolor [6]) also
has a very obvious green effect. In contrast, our PUGAN
produces more natural, realistic colors with relatively high
definition. The advantage of our method in handling similar
scenarios can also be reconfirmed from the first and fifth
images. In addition to greenish distortion, bluish distortion is
also a common case, as shown in the third image. We can see
that only Ucolor [6] method and our PUGAN can effectively
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Fig. 6. Visualizations of different comparison algorithms.



correct the bluish distortion. While for other methods, the
results are less satisfactory. For example, GDCP [4] method
introduces a severe green cast, HLRP [67] method makes the
image reddish, and MLLE [68] method almost removes the
color of the image.

Complex scenes. For the complex and cluttered scene in
the fourth image, our method still achieves better performance.
The fish in this image are characterized by a large number, rich
colors, and varying depths, which undoubtedly increases the
difficulty of restoration. GDCP [4], HLRP [67], and ACPAB
[53] methods make the enhanced color of fish wrong. And the
enhanced results of SPDF [70], WaterNet [2], and Ucolor [6]
methods are blurry and hazy. By contrast, the result of our
PUGAN is closer to ground truth in terms of definition and
color, where each fish and background are properly adjusted.

Low contrast and Low light. Forward scattering tends to
cause low contrast of underwater images, as shown in the
second and fourth images, and it is often necessary to enlarge
color contrast while removing blur. From the results, ACPAB
[53] and GDCP [4] methods have insufficient ability to process
low contrast images, and some methods even bring additional
distortion (e.g., HLRP [67], UNTV [69], and WaterNet [2]).
Furthermore, underwater images are sometimes affected by
insufficient lighting, which requires UIE algorithms to increase
brightness. As shown in the last image, some traditional
methods (e.g., GDCP [4] and HLRP [67]) over-enhance and
make the image too bright. And some deep learning methods
either fail to improve brightness sufficiently (e.g., ACPAB [53]
and WaterNet [2]) or introduce color distortion (e.g., FUnIE-
GAN [5]). In contrast, our method achieves good results on
both low-contrast enhancement and low-light enhancement
without introducing additional color distortion.

C. Ablation Study

We conduct extensive ablation studies to verify the effec-
tiveness of different modules in our PUGAN. According to
the structure of the model, it is divided into three parts for
experimental verification, including a total of 11 designs:

e No.l: “J denotes the performance evaluation of the

output of Par-subnet in Phy-G.

e No.2: “J'*" means the color enhanced image estimated
by the outputs of the deepened Par-subnet.

e No.3: ‘E*’ indicates using J'* and I as inputs of TISE-
subnet.

e No.4: ‘w/o Estimator (¢)’ indicates replacing the trans-
mission estimator with Eq. (2).

e No.5: ‘single-stream with I’ is a single-stream TSIE-
subent with only the I as the input of the top encoder
branch, which can be as the baseline of Phy-G.

e No.6: ‘single-stream with J" is a single-stream TSIE-
subent with only the .J " as the input of the top encoder
branch.

e No.7: ‘w/o DQ’ means replacing the DQ module with a
simple concatenation operation.

e No.8: ‘w/o difi’ removes the left part dify in the DQ
module when generating wy.

e No.9: ‘w/o t;” removes the right part ¢, in the DQ module
when generating wy,.

TABLE 111
QUANTITATIVE RESULTS OF THE ABLATION STUDY IN TERMS OF AVERAGE
PSNR (DB) AND MSE (x103) VALUES ON THE TEST-UIEB DATASET.

PSNRT | MSE|

Full model (F) 21.67 0.54

No.1 J 18.59 1.74

Par-subnet No.2 J* 19.00 0.93
No.3 E” 21.48 0.61

No.4 w/o Estimator (t) 21.08 0.67

No.5 single-stream with [ 19.87 0.77

No.6 | single-stream with J 20.03 0.78

TSIE-subnet | No.7 w/o DQ 19.88 0.72
No.8 w/o difi 20.71 0.68

No.9 w/o tg 20.08 0.78

Dual-D No.10 w/o Lgan, 21.00 0.60
No.11 w/o Lgan, 20.93 0.64

e No.10: ‘w/o Lgan,” means the Discriminatorl is re-
moved.

e No.ll: ‘w/o Lgan,’
removed.

indicates the Discriminator2 is

As shown in Table III, the full model outperforms other
ablation models in terms of PSNR and MSE scores. We also
show the visual results of the ablation experiments in Fig. 7.

Analysis of the Par-subnet. The Par-subnet in Phy-G aims
to generate the color-enhanced image J ' through the physical
model inversion. According to No.1 reported in Table III and
Fig. 7, the color-enhanced image can achieve effective correc-
tion of color distortion, which lives up to our expectations.
But it can be found that there is still a big gap between it and
our full model, such as the brightness of the enhanced image
is too large.

Depth estimation is a pre-operation of transmission map
estimation, and its estimation accuracy theoretically does
affect some subsequent steps. To evaluate this effect, we
design an ablation experiment with different depth estimation
network architectures. The original depth estimator uses a
relatively shallow network design, including only one RBD
module. According to previous experience, network deepening
can have a positive impact on estimation accuracy, so we
deepen the network by repeating three RBD modules, and
the corresponding enhancement results are denoted by asterisk
superscripts (i.e., No.2: *J'*" and No.3: "E*)’. As reported
in No.2 of Table III, using a more accurate depth map
does indeed help improve the performance of the color en-
hanced image J . For example, after depth estimation network
deepening, the MSE is improved from 1.74 (No.l) to 0.93
(No.2). This is easy to understand, as there is a relatively
direct causal relationship between the depth map and the
color enhanced image. However, comparing the £ and E*,
the improvement of depth map performance in the overall
enhancement network may not necessarily bring significant
improvements to the final results. On the one hand, there
is already a relatively weak correlation between the depth
map and the final result. On the other hand, the second-stage
enhancement process is a nonlinear fitting process based on
deep learning, which has good fault tolerance and accuracy.
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Fig. 7. Visual results of different ablation experiments.

Therefore, non-transformative performance improvements in
depth map may not necessarily lead to improvements in the
final result. Of course, this also indirectly indicates that our
overall model has a certain robustness to depth quality.

In the training process, we give absolute supervision to the
attenuation coefficient estimator and depth estimator. Then,
the depth map d; and the attenuation coefficient 3 are used to
estimate the transmission map ¢. In fact, we could directly use
Eq. (2) to estimate the transmission map. But considering the
stronger modeling capabilities of the learning-based methods,
we design a learning-based transmission estimator. However,
we do not supervise the estimation of the transmission map
with labels. To ensure its quality, we again compute the depth
map do using Eq. (9), and then utilize the supervision of
the depth map to constrain the learning of the transmission
map. Although the ultimate goal of the transmission map
estimation is to simulate the calculation method of Eq. (2) in
terms of supervision, learning-based methods are often better
suited for nonlinear fitting, which can help to achieve better
results. To verify this, we also conduct an ablation experiment
to compare the learning-based transmission estimator (No.1)
with the Eq. (2)-based transmission map estimation method
(No.4). From the results in Table III, it can be observed that
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our designed learning-based transmission estimator achieves
better performance, which also verifies our previous analysis.

Analysis of the TSIE-subnet. In this part, we first validate
the two-stream architecture in the TSIE-subnet and conduct
two ablation experiments (i.e., No.5: ‘single-stream with I’
and No.6: ‘single-stream with J ™). From the quantitative
results in Table III, under the single-stream architecture, the
performance of using J " or I is far inferior to the full
model of the two-stream architecture. Moreover, from the
visualization results in Fig. 7, the enhancement effect of
No.5 is relatively blurred, while the result of No.6 has a
dispersion phenomenon. In general, the two-stream structure
we designed in TSIE-subnet is effective, and introducing .J " as
guidance information in the TSIE-subnet can further improve
the performance, which illustrates the necessity of introducing
the physical model guidance. Subsequently, in order to verify
the role of the DQ module in the TSIE-subnet, we design three
ablation experiments, including ‘w/o DQ’ (No.7), ‘w/o dify’
(No.8), and ‘w/o t;’ (No.9). In the DQ module design, we
jointly consider the feature differences and the transmission
characteristics to quantify the seriously degraded regions in
the scene, thereby guiding the encoder features fusion and
reinforcement. As shown in No.7 of Table III, the performance
of replacing the DQ module with a simple concatenation is
greatly reduced, which shows the effectiveness of our overall
architecture design. If we keep only part of the DQ modules
(such as No.8 and No.9 in Table III), the performance is better
than removing the DQ modules completely, but not as good as
the full model. Moreover, as shown in Fig. 7, only retaining
the t; branch in DQ module will introduce some artifacts, and
retaining only difj is easy to generate reddish results (such
as the coral area in the image).

Analysis of the Dual-D. In our PUGAN, we design
the Dual-Discriminators for the style-content adversarial con-
straint, promoting the authenticity and visual aesthetics of
the results. To verify the effectiveness of these two GAN
losses, we remove one of them from the full model for
ablation experiments. From Table III, we can see that removing
any discriminator in Dual-D negatively affects the quality of
results in terms of evaluation metrics and visual quality. As
shown in Fig. 7, removing the discriminator] will weaken the
ability to correct color distortion, such as the color of the
coral area in the lower left corner and the color of women’s
swimming trunks. Similarly, removing discriminator2 may
introduce some new distortions, such as newly generated black
artifacts in men’s swimming shoes. In contrast, our full model
performs well in color correction and content authenticity.

D. Discussions

Table IV provides a comparison of the performance and
model size of different algorithms. It can be seen that our
final model achieves the best performance, but its model size
reaches 660 MB, and the testing time is 0.14s per image.
The overall performance of Ucolor method [6] is second only
to our method, with a model size of 616 MB. From the
model size, our PUGAN is indeed not competitive. During the
design process, our model consists of two stages that require



TABLE IV

COMPARISON WITH THE SIZE AND PERFORMANCE OF THE COMPARISON
ALGORITHMS ON THE TEST-UIEB DATASET.

equipped with a DQ module aims to generate the final en-
hanced image through the regional and differential feature
learning. In addition, we design a novel Dual-D structure to
judge the reconstruction results of the generator, following a
style-content synergy mechanism. Our extensive experiments
on different benchmarks demonstrate the superiority of this

Methods Size (MB) | PSNR?
deep-sesr [59] 20 15.57
FUnIE-GAN [5] 218 18.07
WaterNet [2] 158 19.81
TOPAL [55] 44 19.85
Ucolor [6] 616 20.61
PUGAN 660 21.67
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Fig. 8. Failure Cases. Our method does not work well in some cases where
the quality degradation is very severe, such as turbid water, or uneven lighting.

parameter estimation and correction enhancement. Moreover,
TSIE-subnet is based on UNet, the skip-connections and linear
layers in the model consume a lot of computing resources. In
the future, we can try to reduce our model parameters in the
following ways: choosing a lightweight backbone network and
removing some possible redundant parameters in the network,
especially the fully connected layers.

In addition, we discuss some failure cases of our PUGAN,
as shown in Fig. 8. Our method does not work well in some
cases where the quality degradation is very severe, such as
turbid water, uneven lighting, efc. For example, in the second
and fourth images, the water quality is relatively turbid, and
it is almost difficult to observe its edges, details, and other
information. The UIE task at this point is more of a generation
task, so the enhancement model may cause unreasonably
sudden color changes (e.g., the bottom right area of the second
image has an unreasonably green color). Also, uneven lighting
can affect our enhancement result. As shown in the third
image, the brightness of the upper left area is significantly
different from the brightness of the lower area. Since our
model does not specifically design the lighting factor, this
will make the enhanced results appear to be over-enhanced
in areas with relatively high brightness. In the future, it can
be considered to introduce edge refinement and brightness
correction modules on the basis of ensuring color correction to
achieve targeted enhancement of severely blurred and unevenly
illuminated images.

V. CONCLUSION

In this paper, we propose a physical model-guided GAN
model for underwater image enhancement. In the phy-G,
we fully combine the physical model and the CNN-based
model, where the Par-subnet generates the color-enhanced
underwater image by physical inversion, and the TSIE-subnet

method and the effectiveness of each module.
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