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Abstract—Estimating the 3D structure of the drivable surface
and surrounding environment is a crucial task for assisted and
autonomous driving. It is commonly solved either by using 3D
sensors such as LiDAR or directly predicting the depth of points
via deep learning. However, the former is expensive, and the
latter lacks the use of geometry information for the scene. In this
paper, instead of following existing methodologies, we propose
Road Planar Parallax Attention Network (RPANet), a new deep
neural network for 3D sensing from monocular image sequences
based on planar parallax, which takes full advantage of the
omnipresent road plane geometry in driving scenes. RPANet
takes a pair of images aligned by the homography of the road
plane as input and outputs a γ map (the ratio of height to
depth) for 3D reconstruction. The γ map has the potential to
construct a two-dimensional transformation between two consec-
utive frames. It implies planar parallax and can be combined
with the road plane serving as a reference to estimate the 3D
structure by warping the consecutive frames. Furthermore, we
introduce a novel cross-attention module to make the network
better perceive the displacements caused by planar parallax. To
verify the effectiveness of our method, we sample data from
the Waymo Open Dataset and construct annotations related
to planar parallax. Comprehensive experiments are conducted
on the sampled dataset to demonstrate the 3D reconstruction
accuracy of our approach in challenging scenarios.

Index Terms—Planar Parallax Estimation, 3D Computer Vi-
sion, Deep Learning.

I. INTRODUCTION

3D reconstruction of road environment [1]–[3] has received
increasing attention in the assisted and autonomous driving

field [4], [5] as it is crucial for obstacle detection [6], distance
measurement [7], [8], and road condition recognition [9], etc.
Existing methods commonly exploit 3D sensors such as Li-
DAR or adopt vision-based 3D reconstruction algorithms. 3D
sensors [10] can provide reasonably accurate 3D information,
but the high price, the sparse nature, along with the concerns
about reliability limit their potential in mass production. In
contrast, vision-based methods such as Structure from Motion
(SfM) [11] are low-cost yet suffer from various conditions
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such as weakly-textured regions, lighting variation, and rapid
movement. Besides, these methods usually require laborious
manual parameter tuning to guarantee good performance.
Recently, deep learning-based methods have been applied to
3D road reconstruction [12]–[14] and have shown promising
performance. In these methods, the learning-based depth esti-
mation tasks can be summarized as directly regressing depth
numerical values from image pixels using convolutional neural
networks (CNNs) trained in a supervised [15] or unsupervised
manner [16]. However, simply applying deep neural networks
to depth estimation and considering it as a per-pixel regression
task means a lack of use of scene geometry information.

In this paper, we would like to bring attention to a family
of methods utilizing planar parallax geometry for 3D recon-
struction [17]–[20]. Planar parallax was first proposed in the
1990s used for planar motion modeling. The core idea behind
it is that the 3D structure is strongly related to the residual
image displacements caused by homography warping between
two views. Although planar parallax-based methods require a
”plane” as a reference, which may be hard to find in some
scenes, 3D road reconstruction is naturally a good application
of planar parallax as the ground plane serves perfectly as the
reference plane. However, they are susceptible to image noise
and only suitable for rigid scenes, which prevents them from
being widely adopted [21]. In the real-world datasets on the
way, such as Waymo Open Dataset [22], the traditional planar
parallax method may fail according to our experiments.

To overcome the drawbacks of traditional methods, we
design a deep neural network named RPANet to estimate
dense planar parallax. RPANet utilizes a novel cross-attention
mechanism, takes a pair of images aligned by road plane
homography as input, and outputs a pixel-wise γ map that rep-
resents the pixel-wise ratio of height to depth. A photometric
loss could then be applied to train the network since the planar
parallax is a de facto bridge between the homography-aligned
images. Note that the photometric loss relies on the residual
flow, which is in the realm of traditional planar parallax geom-
etry. Leveraging both traditional geometry and deep learning
with the derived geometry formulas, our method benefits from
the robustness of deep learning and the interpretability of
geometry-based algorithms.

As there is no publicly available dataset for planar parallax
estimation on the road, we build a Road Planar Parallax
Dataset (RP2-Waymo) based on the Waymo Open Dataset [22]
to train and evaluate our method. We sample data from the
Waymo Open Dataset for its diversity in scenes, seasons,
and time of day as well as the excellent synchronization
between LiDAR and cameras. Beyond the original samples,
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we estimate the road plane from the LiDAR points, with
which both the homography matrix and the ground truth γ
can be computed. Sparse ground truth of depth and height
is generated by projecting LiDAR points to images. Except
for the depth and height, we construct the high-precision road
homography, which warps the input image pairs. Thanks to
the homography matrix, we can get the image pairs with the
aligned road, which is the input of our proposed RPANet. The
main contributions of our work are summarized as follows:

• Inspired by the traditional planar parallax geometry, we
propose to take the omnipresent road as the reference for
3D structure estimation with deep learning. The predicted
planar parallax can be used to reconstruct depth and
height of each pixel as well as boost the learning.

• Motivated by the attention mechanism in the stereo-
matching, we propose a novel deep neural network called
RPANet, which leverages a novel cross-attention module.
The cross-attention module can be utilized to find the
matching relationship between two images easily and is
conducive to predicting the planar parallax.

• To validate our proposed method, we build the RP2-
Waymo dataset based on the Waymo Open Dataset [22]
for planar parallax estimation. Extensive experiments are
conducted on this dataset, and the results demonstrate
that our method can recover accurate 3D road surface
structures.

II. RELATED WORK

a) Planar Parallax: The planar parallax model is first
proposed in [20], [23] to derive a 3D structure relative to
a planar surface. They demonstrate that by leveraging the
planar parallax model to remove the camera rotation, the
reconstruction becomes more accurate and stable. Inspired by
[20], [23]. Kumar et al. [19] propose a method applying the
planar parallax model to estimate the height in aerial images.
Observing that the depth of all points in aerial images is
nearly the same, they eliminate the depth factor in the parallax
equation by calculating the normal of the ground plane. Irani et
al. [21] further extend the two frames algorithms of [20], [23]
to multiple frames and improve the robustness of 3D structure
reconstruction. However, most traditional planar parallax al-
gorithms need to obtain accurate correspondence in advance,
therefore susceptible to noise. Furthermore, traditional (non-
learning-based) planar parallax algorithms also suffer from
low speed. haney et al. [24] train a deep neural network
constrained by planar parallax for the the event-based camera.
A concurrent work [25] also uses planar parallax geometry
but focusing more on depth estimation. Our aim in this paper
is to utilize deep learning to estimate planar parallax, which
can effectively determine the depth and height of each pixel,
to estimate the structure of a driving scene.

b) Learning-based 3D Structure Estimation: One of the
earliest works trying to estimate 3D structure from a 2D image
by the neural network is proposed by Eigen et al. [15]. They
directly regress the depth information from a single image.
Except for their attempt to predict the depth map to estimate
3D structure, other works try to estimate the 3D structure

by predicting the point cloud [26], voxel [27], mesh [28], or
implicit function [29]. However, although these works [26]–
[29] have the potential to predict the whole 3D models, even
including the backside, they mainly focus on the single object
3D reconstruction rather than scene 3D reconstruction. At the
same time, especially for the autonomous driving use case,
geometric constraints are introduced to boost the prediction of
dense depth. E.g., [12], [16], [30], [31] use 3D geometry con-
straints to train the depth estimation networks by re-projecting
the depth map, while [32]–[35] construct constraints through
stereo geometry. The application of different 3D geometric
constraints above helps reduce the difficulty of training and
further improves the accuracy of 3D structure estimation.
Distinct from the previous works, we apply a novel geometric
constraint based on planar parallax.

c) Visual Transformer: Transformer [36] is first used in
the Natural Language Processing (NLP) tasks and origins from
the self-attention mechanism. It shows extraordinary perfor-
mance on many NLP tasks [37]. Inspired by the self-attention
mechanism, many researchers explore a similar mechanism to
solve computer vision tasks, such as classification [38], object
detection [39], [40] and image generation [41]. In general,
the attention mechanism can enhance the global perception of
neural networks beyond CNNs [38], [42]. However, the self-
attention mechanism needs lots of computational resources.
They often use patch-based [38] or axial-based [43] strategies
to reduce the computational overhead. In the field of 3D
structure estimation, thanks to the epipolar constraint, some
stereo match schemes [44], [45] also apply attention-based
mechanisms to build their neural networks without extremely
high computational costs. In our proposed method, we also
apply a proposed cross-attention mechanism to model the
displacement caused by the homography transformation.

III. OUR APPROACH

Instead of predicting depth directly through deep neural
network such as in [12], [16], [31], [46], our proposed method
estimates a γ map, which is denoted as

γ =
h

d
. (1)

The γ map represents the ratio of height h to depth d for
each pixel from two consecutive images Is and It. The pair
of input images would be aligned twice, first by the road plane
homography and then by the residual flow generated from the
γ map. After the final alignment, the static region between
two images should be well aligned, hence photometric error
can be calculated.

A. Planar Parallax Geometry

a) Planar Parallax.: A reference plane is denoted as π
in 3D space and P is a point off π. The point P is observed
by two camera views whose optical centers are represented
as Ot and Os. pt and ps are the re-projections on image It
and Is respectively. Supposing Pw is the intersection of the
ray

−−→
OsP and π, we can obtain its re-projection in camera

Ot denoted as pw
s by the homography Hs→t (See Fig. 1a for
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(a) (b)
Fig. 1. (a) The planar parallax geometry. (b) The illustration of 3D reconstruction from γ.

details). Based on this, the relationship of pt, ps, and pw
t can

be represented as follows:

uhomo = ps − pw
s ,

ures = pw
s − pt,

uopt = ps − pt = uhomo + ures,

(2)

where uhomo is the displacement caused by homography while
ures is the residual flow. The residual flow represents the
displacement of corresponding pixels between a pair of images
already aligned by the road homography. We hold that uopt

is a de facto bridge between traditional 3D geometry (uhomo)
and deep neural network (ures derived from γ).

In Fig. 1a, following [16] each 3D point P′ in the source
camera coordinate system denoted by Os could be transformed
to the target camera coordinate system denoted by Ot by a
rigid transformation

P = RP′ +T, (3)

where T = (Tx,Ty,Tz) is the translation vector in Ot, and
R is the rotation matrix from Os to Ot.

Except for the depth, we need to introduce the height of
each 3D point in our proposed method. Given an arbitrary
P = (X,Y, Z) in camera coordinate system, where Z is the
depth, its height could be expressed as

h = hc − N⃗TP. (4)

where N⃗ is the normal of π, and hc is the height of camera
to plane π. Then, we have

h+ N⃗TP

hc
= 1. (5)

Multiplying T by Eqn. 5 we could obtain

P = RP′ +T
h− N⃗TP′

hc

= (R+
TN⃗T

hc
)P′ +

h

hc
T.

(6)

With t = KT = (tx, ty, tz)
T , p = K

Z P = (x, y, 1)T ,
p′ = K′

Z′ P
′ = (x′, y′, 1)T , we obtain

ZK−1p = (R+
TN⃗T

hc
)Z ′K−1p′ +

h

hc
T. (7)

We multiply Eqn. 7 by K
Z′ on both sides and obtain

Z

Z ′p = K(R+
TN⃗T

hc
)K−1p′ +

h

hcZ ′ t

= Hp′ +
h

hcZ ′ t,

(8)

where H = K(R + TN⃗T

hc
)K−1 represents the homography

matrix between the two images. Eqn. 8 could be reformulated
as

p =
Hp′ + h

hcZ′ t
Z
Z′

. (9)

The z-axis of p and p′ is 1. Only the third row of H and t
contains the information of z-axis. To obtain p = (x, y, 1), we
apply Z

Z′ to normalize the z-axis of Hp′ + h
hcZ′ t. Notice that

we could get the derivation

Z

Z ′ = H3p
′ +

hTz

hcZ ′ , (10)

where H3 and Tz are third component of H and T respec-
tively. By substituting Z

Z′ , we obtain

p =
Hp′ + h

hcZ′ t

H3p′ + hTz

hcZ′

=
Hp′

H3p′ −
Hp′

H3p′ +
Hp′ + h

hcZ′ t

H3p′ + hTz

hcZ′

=
Hp′

H3p′ −
hTz

hcZ′

H3p′ + hTz

hcZ′

Hp′

H3p′ +
h

hcZ′

H3p′ + hTz

hcZ′

t

=
Hp′

H3p′ −
hTz

Zhc

Hp′

H3p′ +
h

Zhc
t.

(11)

When Tz = 0, Eqn. 11 becomes

p =
Hp′

H3p′ +
h

Zhc
t. (12)
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Fig. 2. The proposed Road Planar Parallax Attention Neural Network.

When Tz ̸= 0, we obtain

p =
Hp′

H3p′ −
hTz

Zhc
(
Hp′

H3p′ − e), (13)

where e = 1
Tz

t. Given h
Z = γ and Hp′

H3p′ = pw, Eqn. 13 could
be finally converted to

p = (1− hTz

Zhc
)pw +

hTz

Zhc
e, (14)

(1− hTz

Zhc
)p = (1− hTz

Zhc
)pw +

hTz

Zhc
e− hTz

Zhc
p, (15)

p− pw =
−hTz

Zhc

1− hTz

Zhc

(p− e), (16)

p− pw =
−γTz

hc

1− γTz

hc

(p− e). (17)

Applying the definition in Eqn. 2, we can calculate ures from
γ by

ures =
−γTz

hc

1− γTz

hc

(p− e). (18)

From Eqn. 18, we know that the planar parallax can be eas-
ily gotten when the height of camera, the translation along z-
axis, and γ are available. In our framework, the γ is estimated
from the neural network, while others are from sensors or
calibration. The benefit of the planar parallax is twofold. First,
the homography perfectly depicts the underlying geometry of
the road plane. After warping the source image Is via the
road homography, pixels in road region would be aligned
strictly with the target image It. In comparison, pixels in
non-road regions would be affected by distortion of various
degrees which is related to the height to the road plane. The
distortion can provide vital cues for 3D reconstruction of the
scene. Second, the homography can also remove the effect
of rotation, which makes our method more robust to small
baseline motion.

b) Road 3D Geometry Recovery: Although our proposed
method only uses 2D flow-based transformations to build the
training loss, we can also perform 3D reconstruction from γ
(see Fig. 1b for details). Similar to Eqn. 4, we have

h = hc − N⃗TP. (19)

Supposing K is the camera’s intrinsic matrix, p is the pro-
jection of P on image plane, whose homogeneous coordinate
denoted by p = (x, y, 1), P could be calculated by an inverse
projection given as

P = ZK−1p. (20)

Substituting Eqn. 20 into Eqn. 19 we could get

h = hc − N⃗T (K−1Zp). (21)

Dividing both sides of Eqn. 21 by Z gives

h

Z
=

hc

Z
− N⃗T (K−1p). (22)

Defining γ = h
Z , Eqn. 22 could be finally reorganized as

Z =
hc

γ + N⃗T (K−1p)
. (23)

Note that the height of a pixel can be easily calculated by

hp = γZ. (24)

The above formulas theoretically proves that the planar paral-
lax estimated by the deep neural network can be directly con-
verted into height and depth of each pixel. In the experiment
part, we will convert the planar parallax estimated by deep
neural network into depth and height to verify our proposed
method.
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Fig. 3. (a) Proposed cross-attention module. (b) Illustration of cross-attention.

B. Network Architecture

Planar parallax estimation requires perceiving the image
displacements between two images. Based on this observation,
in this section, we introduce RPANet, which consists of
three modules: a CNN-based feature extraction layer, a cross-
attention module, and an output layer. As shown in Figure. 2,
the input of RPANet includes two consecutive images, one
of which is warped by road homography, and the output of
RPANet is the γ map. The feature extraction module extracts
features from both input images with shared weights. Similar
to [47], to avoid collapsing, we apply a stop-gradient operation
on the feature extracted from warped image Iws . Then, the
extracted features are fed into the cross-attention module,
through which the key clues between the features can be
modeled more effectively. Finally, a feature fusion module is
applied to predict γ.

As illustrated in Fig. 3(b), we adopt a cross-attention
module. The cross-attention module tries to extract key clues
for γ estimation by performing neighborhood matching on two
feature maps. We call the neighborhood area the attention field,
which represents the field where one pixel of the feature map
can be matched in the other feature map. Inspired by [44],
we add a series of learnable parameters in order to make the
network learn the implicit matching relationship efficiently.

As depicted in Fig. 3(a), in our proposed cross-attention
module, 1x1 convolution is firstly performed to extract Q, K,
and V , which were described in [36]. The feature maps Fs

extracted from the source image are fed to a 1×1 convolution
to produce Q. K along with V are extracted from Ft which
are feature maps extracted from the target image through
another two 1 × 1 convolution modules. Then, partial matrix
multiplication is conducted between Q and K where one pixel
in Q has a set of corresponding pixels in a fixed attention
field of K. A set of learnable parameters is utilized to find
the matching relationship between the pixels from Fs and Ft.
Those parameters would be multiplied to the similarities gen-
erated from the result of partial matrix multiplication between
Q and K. A similar process of partial matrix multiplication
would be conducted between the similarities and V . For every
pixel of output,

yo =
∑

p∈Ak×k

softmax(qTo ∗ kp)(vp + ro,p), (25)

where yo is one pixel of the output O, and Ak×k refers to
the attention field. qi, ki, and vi are vectors of a specific pixel
from Q, K, and V respectively, their shapes depend on the
dimensions on channel. The ra,b is the learnable parameters
represent a flow from a to b in two feature maps respectively.
The partial matrix multiplication method is implemented with
einsum and can be found in our implementation for details.
Different from previous works [45], [48] which build attention
module based on the epipolar constraint, our cross-attention
module is based on the local geometry of planar parallax.

By applying a dilated attention on the 1/2 downsampled
feature maps and 19× 19 attention field, we avoid setting the
attention field dense and global areas to reduce the number of
parameters, which is similar to the dilated convolution [49].

C. Loss Function

As the output γ can be used to reconstruct a warped target
image I ′t from Is, the widely used photometric loss can
naturally be applied as supervisory signals. Besides, we use
sparse ground truth γ∗ to build a sparse loss. Considering
the photometric loss is not informative when applied on
low-texture or homogeneous regions, we introduce additional
smoothness loss to regularize our output. The total loss is given
by:

Etotal = λsEs + λpEp + λsmEsm, (26)

where Es is sparse loss for γ map, Ep is photometric loss
function, Esm is smoothness loss function. λs, λp and λsm

are the loss weights on the respective loss term.
a) Photometric Loss Function: After obtaining γ map,

we can calculate the correspondence of each pixel between
the source image Is and the target image It. Given the ures

of a pixel ps in Is, we can get its corresponding pixel in It
as

p′
t = up +Hs→t ∗ ps

= up + pw
s .

(27)

Based on the above equation, frame It′ can be reconstructed
as

It′ [pt] = Is⟨ps⟩, (28)

where It′ [pt] are pixel intensities at position pt, and ⟨⟩ is a
bilinear sampling operator. Accordingly, the photometric loss
function can be constructed to measure the difference between
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Fig. 4. The Waymo Open Dataset used to construct RP2-Waymo dataset. The points in the figures are the LiDAR used for constructing the dataset. The blue
points are the the points labeled with road. The road plane is extracted based on these points. Among all of the images, despite time, weather, scene vary, the
road plane can be considered as a reference for planar parallax estimation.

It and I
′

t . We use the robust photometric error combining
SSIM [50] and L1 norm between two images which is given
by

Ep(It, It′) = α
1− SSIM(It, It′)

2
+ (1−α)||It− It′ ||, (29)

where α is a hyper-parameter.
b) Sparse Loss Function: Since the ground truth γ∗ can

be generated from sparse LiDAR points, we directly use it to
train the network. The sparse loss can be defined as

Es =
∑
p∈Ωl

|γp − γ∗
p|, (30)

where γp and γ∗
p are the predicted and ground truth γ value

for pixel p respectively. Ω is the union of pixels that have
ground truth.

c) Smoothness Loss Function: Edge-aware smoothness
loss [31], [51] is widely used by existing methods to enhance
the depth’s local consistency. Different from these methods,
we apply the second order smoothness constraint [52], [53]
on the residual flow. The smoothness loss function is defined
as

Esm =
∑
d

∑
p

(∣∣∇dures(p)
∣∣2 e−β|∇dIt(p)|

)
, (31)

where ∇d stands for gradient calculated along the direction
d, β is the weight for the gradient of image It and e is
the natural base. In our method, we calculate the gradient
of uresand It in both horizontal and vertical direction. By
leveraging the smoothness loss, the collinearity of neighboring
flows is improved, and hence the final depth and height are
regularized.

IV. DATASETS

Since there is no existing datasets dedicated to the planar
parallax estimation task, we build a dataset named RP2-
Waymo by carefully selecting data from the Waymo Open
Dataset [22] and calculating the homography matrix. The RP2-
Waymo dataset contains 13,030 training samples and 1,287

validation samples, which is challenging as it contains various
scenes such as city, highway, suburb, and different weather
conditions. To ensure fairness, we sample data uniformly from
different sequences. The ground plane is extracted from the
point cloud via robust algorithms such as RANSAC [54].
Combined with odometry provided by the Waymo Open
Dataset, the homography matrix needed by RPANet can be
easily calculated.
Training Set. In the training set, we take full advantage of the
LiDAR points to calculate the homography matrix, the road
plane, and the γ numbers of the pixels that are available. Each
sample consists of two consecutive images, one is aligned by
homography matrix, which we call the source image, and the
other is called target image.
Validation Set. In the validation set, we create two modes to
evaluate the proposed method thoroughly in order to measure
the performance of different use cases in the real world.

a). The road plane is available (PA). In this setting, we use
LiDAR to construct not only the ground truth of γ, depth, and
height, but also the road plane and homography matrix. We
evaluate our methods on this setting because this setting can
help us evaluate the deep neural network excluding the errors
caused by the homography matrix and road plane calibration
as much as possible. In the real world, the homography matrix
and road plane can be calibrated with sensors inside the car.
We leave the analysis of errors caused by these sensors for
future work, since the sensors are not available in the Waymo
Open Dataset now.

b). The road plane is not avaliable (PNA). In this setting,
we only use LiDAR to construct the ground truth of γ,
depth, and height for evaluation. In other words, the 3D
reconstruction does not require LiDAR at all. In order to
generate the road plane and homography matrix, we apply a
homographynet with ResNet-18 [54] backbone and two head
each contains 3 convolution layers. The homographynet takes
raw images as input and output the road plane and pose, then
the homography can be computed from them. When training
the homographynet, we apply cosin ssimilarity loss for ground
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TABLE I
THE MEAN ABSOLUTE ERROR OF HEIGHT AND DEPTH. DEPTH AND HEIGHT ARE OBTAINED FROM γ ACCORDING TO EQN. 1. “GEOMETRY” REFERS
TO USING THE TRADITIONAL GEOMETRY BASED METHOD. “DEPTH-BASELINE-R18” REPRESENTS A DEPTH ESTIMATION BASELINE WITH RESNET-18
BACKBONE (HEIGHT RESULTS ARE CALCULATED BY EQN. 24 WITH ROAD PLANE GROUND TRUTH). “GAMMANET-R18” IS A SIMPLE BASELINE THAT

HAS THE SAME NETWORK STRUCTURE BUT PREDICT GAMMA SUPERVISED BY GROUND TRUTH. “W/O U” REFERS TO OUR RPANET WITHOUT THE
UNSUPERVISED LOSS (EQN. 29). FOR THE VALIDATION SET, “PA” REFERS TO THAT ROAD PLANE IS AVAILABLE AND “PNA” INDICATES THAT ROAD

PLANE IS NOT AVAILABLE. THE BEST RESULTS ARE SHOWN IN BOLD.

Method Validation Set Absolute Height Error(m) Absolute Depth Error(m)
h < 0.1m h < 0.3m h < 0.5m h < 1m d < 30m d < 50m d < 80m

Geometry PA 0.290 0.420 0.513 0.603 2.82 10.80 14.93
Depth-Baseline-R18 PA 0.057 0.066 0.069 0.077 0.545 0.947 1.352
GammaNet-R18 PA 0.021 0.034 0.041 0.056 0.388 0.775 1.200
RPANet w/o “U” PA 0.022 0.034 0.041 0.053 0.358 0.703 1.162
RPANet PA 0.019 0.031 0.038 0.051 0.337 0.702 1.140
RPANet PNA 0.023 0.036 0.043 0.057 0.362 0.772 1.252

norm and photometric loss for homography matrix. We are
surprised to find that a very simple network can get very
effective results, although it will cause acceptable errors. More
details can be found in Sec.V.
Metrics. We use the Mean Absolute Error (MAE) to evaluate
the proposed methods on height and depth.

MAE =

∑n
i |ŷi − yi|

n
. (32)

In Eqn. 32, only pixels with ground truth are calculated
in. The height and depth are also evaluated under different
depth and height intervals to report the range where errors
happen. Following [12], we also apply the widely used metrics
in depth estimation evaluation to compare with methods for
comparison. It is worth noting that height and γ cannot be
measured by relative errors, because the ground truth may
have zero or negative values. For this reason, we do not apply
relative metrics (e.g. the absolute relative error) on γ and
height evaluation.

V. EXPERIMENTS

In this section, we evaluate the proposed method by com-
paring it with the depth estimation methods on our proposed
datasets. After that, we give an analysis of the performance of
these methods.

A. Implementation Details

Our framework is implemented using Pytorch [55]. We
adopt Adam optimizer [56] with β1 = 0.9 and β2 = 0.999
to update the parameters of RPANet. All the experiments are
performed on a stand-alone server with 4 NVIDIA TITAN
Xp GPUs. With the setting of corresponding default hyper-
parameters described above, each training step costs about
0.7 seconds. In the default settings, we use 3 GPUs with
a batch size of 6 and each GPU needs about 8GB RAM
though it has about 12GB RAM. Our model is trained for
20 epochs on the training set with the learning rate reduced
by a factor of 10 after the tenth epoch where the initial
learning rate is 0.0001. All hyper-parameters are tuned based

on a 1000-size development set, and we make no further
adjustments except for the number of epochs for training on
the complete training set. The input images are first cropped
(from 1920 × 1280 to 1920 × 1024) and then resized to
960×512 using the Lanczos interpolation algorithm. We adopt
a ResNet-18 backbone following [12].
Baselines. Since our method mainly focuses on the planar
parallax geometry and the cross-attention module for finding
the relationship between consecutive images, it can be adapted
with different feature extractors. We adopt a ResNet-18 back-
bone following [12] to build RPANet. As there lacks planar
parallax methods to be compared with, to verify the effec-
tiveness of RPANet, we also build a baseline depth estimation
with ResNet-18 backbone (denoted as “Depth-Baseline-R18”)
for fair comparison. Note that the Depth-Baseline-R18 is
with full supervision rather than self supervision in [12].
To compare our method with recent transformer-based depth
estimation method, we also build a “Depth-Baseline-DPT”
beyond the DPT-Hybrid [57] feature extractor. To compare our
method with a naive baseline that predicts gamma map with
supervision, we use a “GammaNet-R18” with the same net-
work structure as “Depth-Baseline-R18” but predicts gamma
by supervision. We also provide a geometry-only method
“Geometry” to compare RPANet with traditional methods.
Specifically, we estimate the optical flow with OpenCV and
calculate the depth and height with planar parallax geometry
as described in Sec. III-A, which is similar to the practice in
the traditional planar parallax methods [19], [23].

B. Quantitative Results

Ablation Study. As shown in Table.I and Table.II, we conduct
ablation study of our method on the RP2-Waymo dataset. The
RPANet is trained on the training set in supervised or semi-
supervised manner, and evaluated on the two validation sets
including PA (road plane is available through LiDAR) and
PNA (road plane is not available, which means LiDAR is not
used during inference). As expected, our RPANet containing
the proposed cross-attention module as well as trained with all
the above loss functions, achieves the best results. With the
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TABLE II
ABLATION STUDY ON THE PROPOSED RPANET. RPANET IS OUR PROPOSED METHOD. ”W/O RE” MEANS THAT WITHOUT THE RELATIVE EMBEDDING IN
OUR PROPOSED METHOD. ”W/O DE” MEANS THAT WITHOUT THE DETACHMENT AFTER THE FEATURE OF THE WARPED IMAGE IN THE NETWORK. ALL OF

THE RESULTS IN THIS TABLE ARE GOTTEN UNDER PNA.

Method Absolute Height Error(m) Absolute Depth Error(m)
h < 0.1m h < 0.3m h < 0.5m h < 1m d < 30m d < 50m d < 80m

RPANet 0.019 0.031 0.038 0.051 0.337 0.702 1.140
RPANet w/o RE 0.039 0.050 0.056 0.067 0.475 0.856 1.297
RPANet w/o DE 0.030 0.041 0.047 0.059 0.405 0.788 1.228

TABLE III
THE MEAN ABSOLUTE ERROR OF HEIGHT AND DEPTH FOR RPANET AND DEPTH-BASELINE-R18 IN DIFFERENT DEPTH AND HEIGHT INTERVALS. h0/d0
MEANS THAT IN THE SPECIFIC HEIGHT AND DEPTH RANGE, h0 m AND d0 m ARE THE MEAN ABSOLUTE ERROR OF HEIGHT AND DEPTH RESPECTIVELY.

Depth
Height

Method h < 0.1m h < 0.3m h < 0.5m h < 1m

d < 30m
RPANet 0.014/0.13 0.020/0.19 0.022/0.22 0.029/0.34

Depth-Baseline-R18 0.049/0.39 0.053/0.45 0.054/0.47 0.058/0.55

d < 50m
RPANet 0.017/0.20 0.026/0.36 0.031/0.45 0.041/0.70

Depth-Baseline-R18 0.055/0.55 0.061/0.69 0.063/0.76 0.069/0.95

d < 80m
RPANet 0.019/0.27 0.031/0.52 0.038/0.69 0.051/1.14

Depth-Baseline-R18 0.057/0.64 0.066/0.88 0.069/1.02 0.077/1.35

TABLE IV
COMPARISON RESULTS OF OUR METHOD AND THE REPRESENTATIVE DEPTH ESTIMATION METHOD. THE DEFINITIONS OF METRICS ARE SAME AS [12].

“RPANET + DPT” REFERS TO A DPT-HYBRID [57] BACKBONE ADAPTED INTO OUR RPANET. THE METRICS WITH ORANGE BACKGROUND MEANS
“LOWER IS BETTER”. THE METRICS WITH BLUE BACKGROUND MEANS “HIGHER IS BETTER”

method Abs Rel Sq Rel RMSE RMSE log σ < 1.25 σ < 1.252 σ < 1.253

Depth-Baseline-R18 0.0474 0.3302 3.505 0.0876 0.970 0.992 0.997
RPANet 0.0378 0.4491 3.934 0.0896 0.964 0.989 0.996
Depth-Baseline-DPT [57] 0.0247 0.2573 2.110 0.0732 0.982 0.997 0.999
RPANet + DPT 0.0201 0.2660 2.209 0.0755 0.986 0.997 0.999

depth in the range of 0 − 80 meters, our proposed RPANet
has achieved a mean absolute error of 1.140 which is the
best results among all of the methods. Note that even without
road plane (the PNA setting), RPANet still outperform Depth-
Baseline-R18 with a large margin.

The results of different networks are reported in in Table.I.
We can see that the traditional geometry based method is
almost failed in our dataset and the accuracy of “Depth-
Baseline-R18” is significantly lower than the others predicting
γ especially in height estimation, which validates the effec-
tiveness of our proposed method. We can also notice that the
results of network “GammaNet-R18” is comparative to that
of network “RPANet w/o U” with respect to depth metric
while worse in the height metric. The results indicate that the
cross-attention module may provide more useful information
for depth evaluation. Comparing the results of “RPANet w/o
U” and “RPANet” in Table.I, we can conclude that the
photometric loss reduces the MAE in all intervals regardless
of height and depth. This is because that the photometric loss
helps RPANet learn more accurate correspondences and supply
complementary supervision for areas lack of ground truth.

In Table.II, we do the ablation studies on some strategies in
our proposed RPANet. The results show that both the relative
embedding in the cross-attention module and the detachment
after the feature of the homography warped image are very
useful for the network. The former is because that the proposed
network highly relies on finding the displacement between
homography aligned images to estimate the γ map. The latter
is to prevent the whole network collapses.

As shown in Table.III, we also report the detailed mean
absolute error of height and depth in different intervals of
depth and height for providing more information of our final
setting. From Table. III, we can see that the results of both
networks become poor for objects that are farther and higher.
This is because the ground truth in the distance is more sparse,
and the distance target is too small to estimate the matching
relationship.

Comparison between PA and PNA. During training, we
can use LiDAR to obtain the accuracy road plane and ho-
mography matrix, but during inference we may only have
image sequences. To validate the utility of our method, we
further compare the results of PA and PNA mentioned in
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TABLE V
COMPARISON OF DIFFERENT SCENES IN ABSOLUTE HEIGHT ERROR AND ABSOLUTE DEPTH ERROR.

Scene Absolute Height Error(m) Absolute Depth Error(m)
h < 0.1m h < 0.3m h < 0.5m h < 1m d < 30m d < 50m d < 80m

city 0.022 0.032 0.038 0.049 0.361 0.700 0.993
suburb 0.019 0.030 0.035 0.043 0.224 0.537 1.000

highway 0.012 0.018 0.024 0.041 0.299 0.571 1.005
night 0.027 0.056 0.074 0.122 1.003 1.873 2.469

TABLE VI
THE NUMBER OF EACH SCENE IN THE VALIDATION SET.

Scenes city suburb highway night

Number of Samples 249 718 197 123

Sec. IV. Comparing the results of height in PNA and PA of
our method, PNA is worse than PA of all setting, but the gap
is within an acceptable range. When comparing the results
of depth, the PNA of “RPANet” is better than the result of
“Depth-Baseline-R18”, this indicates that unsupervised loss
and attention are more efficient for depth. Further more, even
the plane and homography information supplied from a simple
network, the result of PNA is better than “Depth-Baseline-
R18” with a large margin.
Comparison with Depth Estimation. To fully evaluate the
effectiveness of our method, comparative experiments with the
depth estimation network are conducted and the results are
reported in Table. IV. The ground truth of depth is gener-
ated from LiDAR points and used as sparse supervision. As
reported in Table. IV, the proposed RPANet outperforms the
depth estimation networks both with CNN (ResNet-18 [58])
and transformer (DPT-Hybrid [57]) backbone in absolute rela-
tive error but lags behind on square-based errors. We speculate
that this may be due to the complexity of the scenes. In
the complex scenes, our RPANet is affected by error of both
plane estimation and gamma estimation at relatively far pixels.
Considering the depth map is got from Eqn. 23, only a small
error in the gamma and road plane will lead to a large error
in depth map. For the far pixels, we would like to leave the
more accurate depth estimation as future work. For example,
one possible solution is combining the advantages of depth
estimation and planar parallax and have better performance
at both shorter distances and longer distances. But we still
want to emphasize that depth estimation of pixels with a
relatively close distance (e.g., less than 30m) may be more
useful for driving scenes, and our RPANet has a pretty good
performance in those pixels. This is due to the benefit brought
by the geometric constraint of planar parallax, which makes
the neural network learn to predict much easier.
Comparison of Different Scenes. To evaluate the perfor-
mance of our method on different scenes, the validation
set of RP2-Waymo dataset are clustered into 4 categories :
city, suburb, highway, and night. The distribution of the
validation set in the four scenarios and the original dataset

Image Depth

Fig. 5. Comparison on depth of different methods. Coloring from blue to red
represents depth value from small to large. Rectangles depict regions for com-
parison. From top to bottom: (1).“Depth-Baseline-R18”; (2).“GammaNet-
R18; (3).“RPANet w/o U”; (4).“RPANet”.

is kept consistent without deliberate adjustments. The number
of samples in each scene can be found in Table VI. We test
our proposed RPANet under all 4 scenes and the results are
reported in Table. V. It can be seen from the data that in
the night scene, the performance of our proposed RPANet has
degraded. this is possibly because that the image quality at
night is poor and there are fewer clues to recover the three-
dimensional information from the image.

C. Qualitative Results

The output of RPANet are represented in Fig. 6. The γ
is the direct result of the RPANet, while the depth and height
are converted from γ according to Eqn. 1. Colors from blue to
red represents values from small to large. It can be seen from
the γ map that the γ value of the nearby vehicle is relatively
large, while the distant vehicle is relatively small, which is
consistent with the definition of γ. Compared with depth
information, γ and height information can better distinguish
obstacles above the road such as sidewalks, which to a certain
extent is essential for autonomous or assisted driving. From
the results, we can see that the drivable surface can be easily
identified with the help of height and depth extracted from γ.
Comparison of Different Methods. As shown in Fig. 5, we
compare the different methods with the visualization results.
The results show that RPANet could predict accurate depth,
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Image γ Depth Height

Fig. 6. The visualization results of γ, depth, and height of different inputs.

(a) (b) (c) (d)

Fig. 7. (a) Source image Is. (b) Homography warped source image Iws . (c) Reconstructed image I′t. (d) Target image It. (a) to (b) refers to the homography
aligning process; (b) to (c) refers to the planar parallax reconstruction process; (c) to (d) illustrates the difference between reconstructed image and the target
image.

especially in discontinuous regions (see the boundaries of trees
in rectangles). At the edge of the tree, the illumination of it is
relatively low, making depth prediction difficult. Nonetheless,
after applying the geometric constraint of planar parallax, the
depth information can be well calculated leveraging γ. We
take the tree besides the road as an example. Although the
depth estimation network directly outputs the depth and thus
avoiding the error caused by the road surface calibration or
magnified by Eqn. 1, the depth estimation network does not
identify the boundary of the tree successfully. ”GammaNet-
R18” does not distinguish between the tree and the road
surface next to it, while RPANet distinguishes the tree from
the pavement better. It shows that the cross-attention module
and the photometric loss help the neural network to learn γ
more easily.

Image Reconstruction via Residual Flow. As illustrated in
Fig. 7, the road plane of source image and target image are
aligned after homography warping, while other static areas
can be further aligned by the residual flow warping. The

visualization shows that the two warping steps build a bridge
between the source image and the target image, due to that
we can easily obtain the reconstructed image and leverage
photometric loss to train our RPANet. In Fig. 7, it is easy
to find whether the proposed framework has successfully
reconstructed the 3D scene with planar parallax. From (a) to
(b), the road is well aligned with homography matrix while
things above the road are with a displacement. From (b) to
(c), things above the road are corrected with planar parallax
estimated by neural network. The difference between (c) and
(d) indicates that errors still exist, especially for the pixels
with a large height or depth in the image. The well-aligned
pixels from (c) to (d) indicate that their 3D structures are well
estimated.

VI. CONCLUSION

In this paper, we propose a planar parallax estimation
method, which combines neural networks and planar parallax
geometry. The input of our method is aligned image pairs via
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road homography. The output γ map is utilized to recover
the 3D structure (depth and height). We also devise the cross-
attention module to learn planar parallax more easily. Since no
public dataset provides aligned images via road homography,
we collect data from the Waymo Open Dataset and build the
RP2-Waymo dataset. Comprehensive experiments conducted
on the datasets valid the effectiveness of our method.
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