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Centralized Feature Pyramid for Object Detection
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Abstract—Visual feature pyramid has shown its superiority in
both effectiveness and efficiency in a wide range of applications.
However, the existing methods exorbitantly concentrate on the
inter-layer feature interactions but ignore the intra-layer feature
regulations, which are empirically proved beneficial. Although
some methods try to learn a compact intra-layer feature repre-
sentation with the help of the attention mechanism or the vision
transformer, they ignore the neglected corner regions that are
important for dense prediction tasks. To address this problem, in
this paper, we propose a Centralized Feature Pyramid (CFP) for
object detection, which is based on a globally explicit centralized
feature regulation. Specifically, we first propose a spatial explicit
visual center scheme, where a lightweight MLP is used to capture
the globally long-range dependencies and a parallel learnable
visual center mechanism is used to capture the local corner
regions of the input images. Based on this, we then propose
a globally centralized regulation for the commonly-used feature
pyramid in a top-down fashion, where the explicit visual center
information obtained from the deepest intra-layer feature is used
to regulate frontal shallow features. Compared to the existing
feature pyramids, CFP not only has the ability to capture the
global long-range dependencies, but also efficiently obtain an all-
round yet discriminative feature representation. Experimental
results on the challenging MS-COCO validate that our proposed
CFP can achieve the consistent performance gains on the state-
of-the-art YOLOV5 and YOLOX object detection baselines. The
code has been released at: CFPNet.

Index Terms—Feature pyramid, visual center, object detection,
attention learning mechanism, long-range dependencies.

I. INTRODUCTION

Object detection is one of the most fundamental yet chal-
lenging research tasks in the community of computer vision,
which aims to predict a unique bounding box for each object
of the input image that contains not only the location but
also the category information [1]. In the past few years, this
task has been extensively developed and applied to a wide
range of potential applications, e.g., autonomous driving [2]
and computer-aided diagnosis [3].

The successful object detection methods are mainly based
on the Convolutional Neural Network (CNN) as the backbone
followed with a two-stage (e.g., Fast/Faster R-CNN [4], [5])
or single-stage (e.g., SSD [6] and YOLO [7]) framework.
However, due to the uncertainty object sizes, a single feature
scale cannot meet requirements of the high-accuracy recog-
nition performance. To this end, methods (e.g., SSD [6] and
FFP [8]) based on the in-network feature pyramid are proposed
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Fig. 1. Visualizations of image feature evolution for vision recognition tasks.
For the input images in (a), a CNN model in (b) only locates those most
discriminative regions; although the progressive model in (c) can see wider
under the help of the attention mechanism [20] or transformer [23], it usually
ignores the corner cues that are important for dense prediction tasks; our model
in (d) can not only see wider but also more well-rounded by attaching the
centralized constraints on features with the advanced long-range dependencies,
which is more suitable for dense prediction tasks. Best viewed in color.

and achieve satisfactory results effectively and efficiently. The
unified principle behind these methods is to assign region of
interest for each object of different size with the appropriate
contextual information and enable these objects to be recog-
nized in different feature layers.

Feature interactions among pixels or objects are impor-
tant [9]. We consider that effective feature interaction can
make image features see wider and obtain richer representa-
tions, so that the object detection model can learn an implicit
relation (i.e., the favorable co-occurrence features [10], [11])
between pixels/objects, which has been empirically proved to
be beneficial to the visual recognition tasks [12], [13], [14],
[15], [16], [17], [18]. For example, FPN [17] proposes a top-
down inter-layer feature interaction mechanism, which enables
shallow features to obtain the global contextual information
and semantic representations of deep features. NAS-FPN [13]
tries to learn the network structure of the feature pyramid
part via a network architecture search strategy, and obtains a
scalable feature representation. Besides the inter-layer interac-
tions, inspired by the non-local/self-attention mechanism [19],
[20], the finer intra-layer interaction methods for spatial feature
regulation are also applied to object detection task, e.g., non-
local features [21] and GCNet [22]. Based on the above two
interaction mechanisms, FPT [15] further proposes an inter-
layer cross-layer and intra-layer cross-space feature regulation
method, and has achieved remarkable performances.

Despite the initiatory success in object detection, the above
methods are based on the CNN backbone, which suffer from
the inherent limit receptive fields. As shown in Figure 1 (a),
the standard CNN backbone features can only locate those


https://github.com/QY1994-0919/CFPNet

UNDER SUBMISSION

most discriminative object regions (e.g., the “body of an
airplane” and the “motorcycle pedals”). To solve this prob-
lem, vision transformer-based object detection methods [24],
[23], [25], [26] have been recently proposed and flourished.
These methods first divide the input image into different
image patches, and then use the multi-head attention-based
feature interaction among patches to complete the purpose of
obtaining the global long-range dependencies. As expected,
the feature pyramid is also employed in a vision transformer,
e.g., PVT [26] and Swin Transformer [25]. Although these
methods can address the limited receptive fields and the local
contextual information in CNN, an obvious drawback is their
large computational complexity. For example, a Swin-B [25]
has almost 3x model FLOPs (i.e., 47.0 G vs 16.0 G) than
a performance-comparable CNN model RegNetY [27] with
the input size of 224 x 224. Besides, as shown in Figure 1
(b), since vision transformer-based methods are implemented
in an omnidirectional and unbiased learning pattern, which is
easy to ignore some corner regions (e.g., the “airplane engine”,
the “motorcycle wheel” and the “bat”) that are important for
dense prediction tasks. These drawbacks are more obvious on
the large-scale input images. To this end, we rise a question:
is it necessary to use transformer encodes on all layers? To
answer such a question, we start from an analysis of shallow
features. Researches of the advanced methods [28], [29], [30]
show that the shallow features mainly contain some general
object feature patterns, e.g., texture, colour and orientation,
which are often not global. In contrast, the deep features
reflect the object-specific information, which usually requires
global information [31], [32]. Therefore, we argue that the
transformer encoder is unnecessary in all layers.

In this work, we propose a Centralized Feature Pyramid
(CFP) network for object detection, which is based on a
globally explicit centralized regulation scheme. Specifically,
based on an visual feature pyramid extracted from the CNN
backbone, we first propose an explicit visual center scheme,
where a lightweight MLP architecture is used to capture the
long-range dependencies and a parallel learnable visual center
mechanism is used to aggregate the local key regions of the
input images. Considering the fact that the deepest features
usually contain the most abstract feature representations scarce
in the shallow features [33], based on the proposed regulation
scheme, we then propose a globally centralized regulation for
the extracted feature pyramid in a top-down manner, where
the spatial explicit visual center obtained from the deepest
features is used to regulate all the frontal shallow features
simultaneously. Compared to the existing feature pyramids,
as shown in Figure 1 (c), CFP not only has the ability to
capture the global long-range dependencies, but also efficiently
obtain an all-round yet discriminative feature representation.
To demonstrate the superiority, extensive experiments are
carried out on the challenging MS-COCO dataset [34]. Results
validate that our proposed CFP can achieve the consistent
performance gains on the state-of-the-art YOLOvS [35] and
YOLOX [36] object detection baselines.

Our contributions are summarized as the following: 1) We
proposed a spatial explicit visual center scheme, which con-
sists of a lightweight MLP for capturing the global long-range

dependencies and a learnable visual center for aggregating
the local key regions. 2) We proposed a globally centralized
regulation for the commonly-used feature pyramid in a top-
down manner. 3) CFP achieved the consistent performance
gains on the strong object detection baselines.

II. RELATED WORK
A. Feature Pyramid in Computer Vision

Feature pyramid is a fundamental neck network in modern
recognition systems that can be effectively and efficiently used
to detect objects with different scales. SSD [6] is one of
the first approaches that uses a pyramidal feature hierarchy
representation, which captures multi-scale feature information
through network of different spatial sizes, thus the model
recognition accuracy is improved. FPN [17] hierarchically
mainly relies on the bottom-up in-network feature pyramid,
which builds a top-down path with lateral connections from
multi-scale high-level semantic feature maps. Based on which,
PANet [16] further proposed an additional bottom-up pathway
based on FPN to share feature information between the inter-
layer features, such that the high-level features can also obtain
sufficient details in low-level features. Under the help of
the neural architecture search, NAS-FPN [13] uses spatial
search strategy to connect across layers via a feature pyramid
and obtains the extensible feature information. M2Det [37]
extracted multi-stage and multi-scale features by construct-
ing multi-stage feature pyramid to achieve cross-level and
cross-layer feature fusion. In general, 1) the feature pyramid
can deal with the problem of multi-scale change in object
recognition without increasing the computational overhead;
2) the extracted features can generate multi-scale feature
representations including some high resolution features. In this
work, we propose an intra-layer feature regulation from the
perspective of inter-layer feature interactions and intra-layer
feature regulations of feature pyramids, which makes up for
the shortcomings of current methods in this regard.

B. Visual Attention Learning

CNN [38] focuses more on the representative learning of lo-
cal regions. However, this local representation does not satisfy
the requirement for global context and long-term dependencies
of the modern recognition systems. To this end, the attention
learning mechanism [20] is proposed that focuses on deciding
where to project more attention in an image. For example,
non-local operation [19] uses the non-local neural network to
directly capture long-range dependencies, demonstrating the
significance of non-local modeling for tasks of video classifi-
cation, object detection and segmentation. However, the local
representation of the internal nature of CNNs is not resolved,
i.e., CNN features can only capture limited contextual informa-
tion. To address this problem, Transformer [20] which mainly
benefits from the multi-head attention mechanism has caused a
great sensation recently and achieved great success in the field
of computer vision, such as image recognition [24], [39], [23],
[40], [25]. For example, the representative VIT divides the
image into a sequence with position encoding, and then uses
the cascaded transformer block to extract the parameterized



UNDER SUBMISSION

Output

H>XW>C Cls.

H>XW>4 Reg. |,

|
. . |
lightweight [ (4], | ——  2>downsampling
MLP |
é | | ——  Conv-BN-SiLU
|
| | —  2>upsampling
|
le] | | ——  Data Flow
LVC |
_______ I Explicit Visual
EVC | | Center (EVC)
—

|
Head Network r%:::::_—:::::::_—:::_ =T —
I ]I A Top-Down Path
' |
| Feature Map
| : @ Concatenation
' |
| X 4 = 4 || |Cls. Classficiation Loss
|
|
> & & > s | :
Input Image : é‘b% é{b% %@% %@% .»;~’§° : Regression Loss
|
N BackboneNetwork b __________ o

Fig. 2. An illustration of the overall architecture, which mainly consists of four components: input image, a backbone network for feature extraction, the

centralized feature pyramid which is based on a commonly-used vision feature pyramid following [

], and the object detection head network which includes

a classification (i.e., Cls.) loss and a regression (i.e., Reg.) loss. C' denotes the class size of the used dataset. Our contribution lines in that we propose an
intra-layer feature regulation method in a feature pyramid, and a top-to-down global centralized regulation.

vector as visual representations. On this basis, many excellent
models [39], [41], [42] have been proposed through further
improvement, and have achieved good performance in various
tasks of computer vision. Nevertheless, the transformer-based
image recognition models still have disadvantages of being
computationally intensive and complex.

C. MLP in Computer Vision

In order to alleviate shortcomings of complex transformer
models [43], [44], [23], [45], recent works [46], [47], [48], [49]
show that replacing attention-based modules in a transformer
model with MLP still performs well. The reason for this
phenomenon is that both MLP (e.g., two fully-connected
layer network) and attention mechanism are global information
processing modules. On the one hand, the introduction of the
MLP-Mixer [46] into the vision alleviates changes to the data
layout. On the other hand, MLP-Mixer can better establish the
long dependence/global relationship and spatial relationship
of features through the interaction between spatial feature
information and channel feature information. Although MLP-
style models perform well in computer vision tasks, they are
still lacking in capturing fine-grained feature representations
and obtaining higher recognition accuracy in object detection.
Nevertheless, MLP is playing an increasingly important role in
the field of computer vision, and has the advantage of a simpler
network structure than transformer. In our work, we also use
MLP to capture the global contextual information and long-
term dependencies of the input images. Our contribution lies
in the centrality of the grasped information using the proposed
spatial explicit visual center scheme.

D. Object Detection

Object detection is a fundamental computer vision task,
which aimes to recognize objects or instances of interest
for the given image and provide a comprehensive scene
description including the object category and location. With
the unprecedented development of CNN [38] in the recent
years, plenty of object detection models achieve remarkable
progress. The existing methods can be divided into two types
of two-stage and single-stage. Two-stage object detectors [50],
[4], [5], [511, [52] usually first use a RPN to generate a
collection of region proposals. Then use a learning module to
extract region features of these region proposals and complete
the classification and regression process. However, storing and
repetitively extracting the features of each region proposal
is not only computationally expensive, but also makes it
impossible to capture the global feature representations. To
this end, the single-stage detectors [7], [6], [53], [54] directly
perform prediction and region classification by generating
bounding boxes. The existing single-stage methods have a
global concept in the design of feature extraction, and use
the backbone network to extract feature maps of the entire
image to predict each bounding box. In this paper, we also
choose the single-stage object detectors (i.e., YOLOVS [35]
and YOLOX [36]) as our baseline models. Our focus is to
enhance the representation of the feature pyramid used for
these detectors.

III. OUR APPROACH

In this section, we introduce the implementation details of
the proposed centralized feature pyramid (CFP). We first make
an overview architecture description for CFP in Section III-A.
Then, we show the implementation details of the explicit visual
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center in Section III-B. Finally, we show how to implement
the explicit visual center on an image feature pyramid and
propose our global centralized regulation in Section III-C.

A. Centralized Feature Pyramid (CFP)

Although the existing methods have been largely concen-
trated on the inter-layer feature interactions, they ignore the
intra-layer feature regulations, which have been empirically
proved beneficial to the vision recognition tasks. In our work,
inspired by the previous works on dense prediction tasks [55],
[48], [46], we propose a CFP for object detection, which is
based on the globally explicit centralized intra-layer feature
regulation. Compared to the existing feature pyramids, our
proposed CFP not only can capture the global long-range
dependencies, but also enable comprehensive and differenti-
ated feature representations. As illustrated in Figure 2, CFP
mainly consists of the following parts: the input image, a CNN
backbone is used to extract the vision feature pyramid, the
proposed Explicit Visual Center (EVC), the proposed Global
Centralized Regulation (GCR), and a decoupled head network
(which consists of a classification loss, a regression loss and a
segmentation loss) for object detection. In Figure 2, EVC and
GCR are implemented on the extracted feature pyramid.

Concretely, we first feed the input image into the backbone
network (i.e., the Modified CSP v5 [56]) to extract a five-level
one feature pyramid X, where the spatial size of each layer of
features X; (1 = 0,1,2,3,4) is 1/2, 1/4, 1/8, 1/16, 1/32 of
the input image, respectively. Based on this feature pyramid,
our CFP is implemented. A lightweight MLP architecture is
proposed to capture the global long-range dependencies of
X4, where the multi-head self-attention module of a standard
transformer encoder is replaced by a MLP layer. Compared
to the transformer encoder based on the multi-head attention
mechanism, our lightweight MLP architecture is not only
simple in structure but also has a lighter volume and higher
computational efficiency (cf. Section III-B). Besides, a learn-
able visual center mechanism, along with the lightweight MLP,
is used to aggregate the local corner regions of the input image.
We name the above parallel structure network as the spatial
EVC, which is implemented on the top layer (i.e., X4) of
the feature pyramid. Based on the proposed ECV, to enable
the shallow layer features of the feature pyramid to benefit
from the visual centralized information of the deepest feature
at the same time in an efficient pattern, we then propose a
GCR in a top-down fashion, where the explicit visual center
information obtained from the deepest intra-layer feature is
used to regulate all the frontal shallow features (i.e., X3 to
X5) simultaneously. Finally, we aggregate these features into
a decoupled head network for classification and regression.

B. Explicit Visual Center (EVC)

As illustrated in Figure 3, our proposed EVC mainly con-
sists of two blocks connected in parallel, where a lightweight
MLP is used to capture the global long-range dependencies
(i.e., the global information) of the top-level features Xj.
At the same time, to reserve the local corner regions (i.e.,
the local information), we propose a learnable vision center

mechanism is implemented on X, to aggregate the intra-layer
local regional features. The result feature maps of these two
blocks are concatenate together along the channel dimension
as the output of EVC for the downstream recognition. In our
implementation, between X4 and EVC, a Stem block is used
for features smoothing instead of implementing directly on
the original feature maps as in [35]. The Stem block consists
of a 7 X 7 convolution with the output channel size of 256,
followed by a batch normalization layer, and an activation
function layer. The above processes can be formulated as:

|

X = cat ( MLP(X;,) ; LVC(Xi,) ) , (1)

T local corner regions

long-range dependencies

where X is the output of EVC. cat(-) denotes the feature map
concatenation along the channel dimension. MLP(X;,) and

LVC(X;,) denotes the output features of the used lightweight
MLP and the learnable visual center mechanism, respectively.
Xin is the output of the Stem block, which is obtained by:

Xin = O’(BN(COHV7><7(X4))), (2)

where Convry7(-) denotes a 7 X 7 convolution with stride 1
and the channel size is set to 256 in our work following [17].
BN(:) denotes a batch normalization layer and o(-) denotes
the ReLLU activation function.

MLP. The used lightweight MLP mainly consists of two
residual modules: a depthwise convolution-based module [57]
and a channel MLP-based block, where the input of the MLP-
based module is the output of the depthwise convolution-
based [46] module. These two blocks are both followed by
a channel scaling operation [48] and DropPath operation [58]
to improve the feature generalization and robustness ability.
Specifically, for the depthwise convolution-based module, fea-
tures output from the Stem module Xj, are first fed into
a depthwise convolution layer, which have been processed
by a group normalization (i.e., feature maps are grouped
along the channel dimension). Compared to traditional spatial
convolution, depthwise convolution can increase the feature
representation ability while reducing the computational costs.
Then, channel scaling and droppath are implemented. After
that, a residual connection of Xj, is implemented. The above
processes can be formulated as:

Xin = DConv(GN(Xiy)) + Xin, (3)

where f(in is the output of the depthwise convolution-based
module. GN(-) is the group normalization and DConv(+) is a
depthwise convolution [57] with the kernel size of 1 x 1.
For the channel MLP-based module, features output from
the depthwise convolution-based module Xin are first fed to
the a group normalization, and then the channel MLP [46]
is implemented on these features. Compared to space MLP,
channel MLP can not only effectively reduce the computa-
tional complexity but also meet the requirements of general
vision tasks [36], [54]. After that, channel scaling, droppath,
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Fig. 3. An illustration of the proposed explicit visual center, where a lightweight MLP architecture is used to capture the long-range dependencies and a
parallel learnable visual center mechanism is used to aggregate the local corner regions of the input image. The integrated features contain advantages of
these two blocks, so that the detection model can learn an all-round yet discriminative feature representation.

and a residual connection of Xj, are implemented in sequence.
The above processes are expressed as:

MLP(Xi;) = CMLP(GN(Xi)) + Xin, (4)

where CMLP(+) is the channel MLP [46]. In our paper, for
the presentation convenience, we omit channel scaling and
droppath in Eq. 3 and Eq. 4.

LVC. LVC is an encoder with an inherent dictionary
and has two components: 1) an inherent codebook: B =
{b1,ba,...,bg}, where N = H x W is the total spatial
number of the input features, where H and W denotes the
feature map spatial size in height and width, respectively;
2) a set of scaling factors S = {s1,82,...,8x} for the
learnable visual centers. Specifically, features from the Stem
block Xj, are first encoded by a combination of a set of
convolution layers (which consist of a 1 x 1 convolution, a
3 X 3 convolution, and a 1 x 1 convolution). Then, the encoded
features are processed by a CBR block, which consists of a
3 x 3 convolution with a BN layer and a ReLU activation
function. Through the above steps, the encoded features X, are
entered into the codebook. To this end, we use a set of scaling
factor s to sequentially make X; and by map the corresponding
position information. The information of the whole image with

respect to the k-th codeword can be calculated by:

N —sp % —bg ||

(&
= Vi - b ) 5
LRI e TR

i=1

where X; is ¢-th pixel point, by is k-th learnable visual code-
word, and sy is k-th scaling factor. X; — by is the information
about each pixel position relative to a codeword. K is the total
number of visual centers. After that, we use ¢ to fuse all ey,
where ¢ contains BN layer with ReLU and mean layer. Based
on which, the full information of the whole image with respect
to the K codewords is calculated as follows.

K
e= olex). 6)
k=1

After obtaining the output of the codebook, we further feed
e into a fully connection layer and a 1 x 1 convolution layer
to predict features that highlight key classes. After that, we
use the channel-wise multiplication between the input features
from Stem block Xj, and the scaling factor coefficient 0(-).
The above processes are expressed as:

Z = Xi; @ (6(Convyx1(e))), 7

where Convyy; denotes the 1 x 1 convolution, and §(-) is the
sigmoid function. ® is channel-wise multiplication. Finally, we
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perform a channel-wise addition between features X;, output
from the Stem block and the local corner region features Z,
which is formulated as:

LVC(Xiy) =Xin ® Z, (8

where @ is the channel-wise addition.

C. Global Centralized Regulation (GCR)

EVC is a generalized intra-layer feature regulation method
that can not only extract global long-range dependencies but
also preserve the local corner regional information of the input
image as much as possible, which is very important for dense
prediction tasks. However, using EVC at every level of the fea-
ture pyramid would result in a large computational overheads.
To improve the computational efficiency of intra-layer feature
regulation, we further propose a GCR for a feature pyramid
in a top-down manner. Specifically, as illustrated in Figure 2,
considering the fact that the deepest features usually contain
the most abstract feature representations scarce in the shallow
features [33], [59], our spatial EVC is first implemented on the
top layer (i.e., X4) of the feature pyramid. Then, the obtained
features X which includes the spatial explicit visual center is
used to regulate all the frontal shallow features (i.e., X3 to Xs)
simultaneously. In our implementation, on each corresponding
low-level features, the features obtained in the deep layer are
upsampled to the same spatial scale as the low-level features
and then are concatenated along the channel dimension. Based
on which, the concatenated features are downsampled by a
1 x 1 convolution into the channel size of 256 as [17]. In this
way, we are able to explicitly increase the spatial weight of the
global representations at each layer of the feature pyramid in
the top-down path, such that our CFP can effectively achieve
an all-round yet discriminative feature representation.

IV. EXPERIMENTS
A. Dataset and Evaluation Metrics

Dataset. In this work, Microsoft Common Objects in Context
(MS-COCO) [34] is used to validate the superiority of our
proposed CFP. MS-COCO contains 80 classes of the com-
mon scene objects, where the training set, val set and ftest
set contains 118k, 5k and 20k images, respectively. In our
experiments, for a fair comparison, all the training images
are resized into a fix size of 640 x 640 as in [17]. For data
augmentation, we adopt the commonly used Mosaic [54] and
MixUp [60] in our experiments. Mosaic can not only enrich
the image data, but also indirectly increase our batch size.
MixUp can play a role in increasing the model generalization
ability. In particular, following [36], our model turns the data
augmentation strategy off at the last 15 epochs in training.

Evaluation metrics. We mainly follow the commonly used
object detection evaluation metric — Average Precision (AP) in
our experiments, which including APsy, AP7s, APs, APy and
APL. Besides, to quantitative the model efficiency, GFLOPs,
Frame Per Second (FPS), Latency and parameters (Params.)
are also used. In particular, following [36], Latency and FPS
are measured without post-processing for the fair comparison.

B. Implementation Details

Baselines. To validate the generality of CFP, we use two
state-of-the-art baseline models in our experiments, which
are YOLOVS [35] and YOLOX [36]. In our experiments, we
use the end-to-end training strategy and employ their default
training and inference settings unless otherwise stated.

e YOLOVS [35]. The backbone is a modified cross stage
partial network v5 [56] and DarkNet53 [53], where
the modified cross stage partial network v5 is used in
the ablation study and the DarkNet53 is used in result
comparisons with the state-of-the-art. The neck network
is FPN [17]. The object detection head is the coupled
head network, which contains a classification branch and
a regression branch. In YOLOVS, according to the scaling
of network depth and width, three different scale net-
works are generated, they are YOLOv5-Small (YOLOVS5-
S), YOLOv5-Media (YOLOvV5-M), and YOLOvS5-Large
(YOLOv5-L).

¢ YOLOX [36]. Compared to YOLOVS, the whole network
structure of YOLOX remains unchanged except for the
coupled head network. In YOLOVS, object detection head
is the decoupled head network.

Backbone. In our experiments, two backbones are used.

o DarkNet53 [53]. DarkNet53 mainly consists of 53 convo-
lutional layers (basically 1 x 1 with 3 x 3 convolutions),
which is mainly used for the performance comparisons
with state-of-the-art methods in Table VII.

o Modified CSPNet v5 [35]. For a fair comparison, we
choose YOLOVS (i.e., the Modified CSPNet v5) as our
backbone network. The output feature maps is the ones
from stageS, which consists of three convolution (Conv,
BN and SiLU [61]) operations and a spatial pyramid
pooling [62] layer (5 x 5, 9 x 9 and 13 x 13).

Comparison methods. We consider the use of MLP instead of
attention-based, which not only performs well but is computa-
tionally less expensive. Therefore, we design a series of MLPs
and attention-based variants. Through the ablation study, we
choose an optimal variant for our LVC mechanism as well as
CFP approach, called lightweight MLP.

Figure 4 (a) shows the PoolFormer structure [48], which
consists of a Pooling operation sub-block and a two-layered
MLP sub-block. Considering that the Pooling operation cor-
rupts the detailed features, we choose some convolutions that
are structurally lightweight and guarantee accuracy at the
same time. Therefore, we designate CPSLayer [56] as well
as depthwise convolution as token mixers. They are called
CSPM and MLP (Ours) in (c) and (e) of Figure 4 respectively.
Compared with MLP variants, the structures (b), (d) and (f)
are corresponding attention-based variants, respectively. It is
worth noting that we choose the channel MLP in the MLP
variants. Then, we use convolutional position encoding to
prevent absolute position encoding from causing translational
invariance of the module.

Training settings. We first train our CFP on MS-COCO using
pre-trained weights from the YOLOX or YOLOvS backbone,
where all other training parameters are similar in all models.
Considering the local hardware condition, our model is trained
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Fig. 4. MLP and attention-based variants structure diagram. (a) is the PoolFormer structure in [48]. (c) and (e) imitate PoolFormer structure and replace

Pooling layer with CPSLayer [

] and Depthwise Convolution as token mixers respectively. Moreover, (b), (d) and (f) structures replace the channel MLP

module with an attention-based module in transformer. Norm denotes the normalization. & represents channel-wise addition operation and ® represents

channel-wise multiplication operation. P.E. represents positional encoding.

for a total of 150 epochs, including 5 epochs for learning
rate warmup as in [63]. We use 2 GeForce RTX 3090 GPUs
with the Batch Size of 16. Our training settings remain largely
consistent from the baseline to final model. The input image
training size is 640 x 640. The learning rate is set to Ir x
BatchSize / 64 (i.e., the linear scaling strategy [64]), where the
initial learning rate is set to Ir = 0.01 and the cosine Ir schedule
is used. The weight decay is set to 0.0005. The optimizer for
the model training process selects stochastic gradient descent,
where the momentum is set to 0.9. Besides, following [17],
we evaluate the AP every 10 training epochs and report the
best one on the MS-COCO val set.

Inference settings. For the inference of our model, the original
image is scaled to the object size (640 x 640) and the rest of
the image is filled with gray. Then, we feed the image into
the trained model for detection. In the inference that FPS and
Latency are all measured with FP16-precision and batch = 1
on a single GeForce RTX 3090. However, keep in mind that
the inference speed of the models is often uncontrolled, as
speed varies with software and hardware.

C. Ablation Study

Our ablation study aims to investigate the effectiveness of
LVC, MLP, EVC, and CFP in object detection. To this end, we
perform a series of experiments on the MS-COCO val set [34].
From the data in Table I, it can be seen that we analyze the
effects of LVC, MLP, and EVC on the average precision, the
amount of parameters, computation volume, and Latency using
YOLOVS-L and YOLOX-L as the baselines, respectively. A
detailed analysis of our proposed MLP variants and attention-
based variants in terms of precision and Latency is presented
in Table II, using YOLOX-L as the baseline. Table III shows
the effect of the number of visual centers K on the LVC at
the YOLOX-L baseline. From the data in Table IV, we can
intuitively see the effect of our CFP method on the model with
the number of repetitions R at the YOLOX-L baseline.
Effectiveness on different baselines. As shown in Table I,
we perform ablation studies on the MS-COCO val set using
YOLOVS-L and YOLOX-L as baselines for the proposed MLP,

TABLE 1
RESULTS OF ABLATION STUDY WITH YOLOVS5 [35] AND YOLOX-L [36].
”1” DENOTES THAT THIS IS OUR RE-IMPLEMENTED RESULT.

Methods‘LVC MLP‘mAP (%) Prams. (M) GFLOPs (G) Latency (ms)

YOLOVS-L [35]11| X X | 4520 47.10 115.60 9.34
CYOLOVSL [35]] v X |4620,, 4820 1 11840 1 1025
YOLOV5-L [35]| X v |4580,06 48.90 120.60 10.03
YOLOVS-L [35]| v v |46.60,,4  63.90 168.00 10.68
YOLOX-L [36]t] X X | 47.80 54.21 155.65 11.01
C YOLOX-L[36]| v X |49.10,,; 5531 | 15830  13.09
YOLOX-L [36]] X v |49.10,15 5657 163.22 12.05
YOLOX-L [36]| v v |4920,,, 56.83 164.05 13.36

LVC, and EVC, respectively. As shown in Table I, when we
only use LVC mechanism to aggregate local corner region
features, and the parameters, computation volume and Latency
are all within the acceptable growth range, the mAP of our
YOLOVS-L and YOLOX-L models are improved by 1.0% and
1.3%, respectively. Furthermore, when we capture the global
long-range dependencies using only the lightweight MLP
structure, the mAP of the YOLOvV5-L and YOLOX-L models
improve by 0.6% and 1.3%, respectively. Most importantly,
when we use both LVC and MLP (the EVC scheme) on the
YOLOV5-L and YOLOX-L baselines, the mAP of both models
are improved by 1.4%. Further analysis shows that when
EVC scheme is applied to YOLOVS5-L baseline and YOLOX-
L baseline respectively, mAP of YOLOX-L model can be
improved to 49.2%, and its parameter number and computation
volume are lower than those of YOLOv5-L model. The results
show that the EVC scheme is more effective in YOLOX-L
baseline, and the overhead is slightly smaller than that of
YOLOVS-L baseline. YOLOX-L is used as the baseline in
subsequent ablation experiments.

Comparisons with MLP variants. Table II shows the detec-
tion performance of MLP and attention-based variants based
on YOLOX-L baseline on the MS-COCO val set. We first
analyze the comparison results of MLP variants. We can
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TABLE II
RESULT COMPARISONS OF OUR LIGHTWEIGHT MLP(OURS)yorox-. WITH THE MLP VARIANTS AND THE SELF-ATTENTION VARIANTS ON THE

MS-COCO val SET [

1. ”1” 1S OUR RE-IMPLEMENTATION RESULT.

Methods mAP (%) APso (%) AP75 (%) APgs (%) AP (%) APy, (%) Latency (ms)

YOLOX-L [36]f 47.80 65.80 51.60 29.90 52.80 62.40 11.01

* PoolFormeryoroxs [“51f | 47.80,00 6570 5170 2990 5290 6240 | 179
PoolAyorLox-L 47.90,0.1 65.90 51.80 30.10 52.70 62.50 12.03
CSPMyoLox-L 47.70.9.1 65.70 51.50 29.50 52.50 62.80 11.75
CSPAyoLOX-L 48.00,0 66.00 52.10 30.50 53.0 62.60 12.11
DWAvyoLox-L 49.2041 4 67.70 53.20 31.60 54.00 63.90 14.89

""""" MLPyoox. (Ours) | 49.10,,5 6750 5330 3120 5370 6390 | 1205

observe that the PoolFormer structure obtains the same mAP TABLE IIT

(i.e., 47.80%) as YOLOX-L model. The performance of CSPM
is even worse compared to the YOLOX-L model, which not
only reduces the average precision by 0.1%, but also increases
the Latency by 0.74ms. But our proposed lightweight MLP
structure obtains the highest mAP (i.e., 49.10%) in the MLP
variants, which is 1.3% better than the mAP of YOLOX-L.
This also demonstrates that our choice of depthwise con-
volution as the token mixer in the MLP variant performs
better. Turning to the attention-based variants, the performance
of PoolA, CSPA and DWA are all improved compared to
YOLOX-L, and the mAP of DWA can reach 49.20%. But
in fact, we compare the two best performing structures (MLP
and DWA) find that the Latency of DWA increases by 2.84ms
in the same hardware environment than MLP (Ours). From the
comprehensive analysis of the data in Table II, it can be found
that our lightweight MLP is not only better but also faster in
capturing long-range dependencies.

Effect of K. As shown in Table III, we analyze the effect of
the number of visual centers K on the performance of LVC.
We choose YOLOX-L as the baseline, and with increasing
K, we can observe that its performance shows an increasing
trend. At the same time, the parameter number, computation
volume and the Latency of the model also tend to increase
gradually. Notably, when K = 64, the mAP of the model can
reach 49.10% and when K = 128, the mAP of the model
can reach 49.20%. Although the performance of the model
improves by 0.1% as K increases, its extra computational cost
increases by 10.01G, and the corresponding inference time
increases by 3.21ms. The reason for this may be that too much
visual centers bring more redundant semantic information. Not
only the performance is not significantly improved, but also
the computational effort is increased. So we choose K = 64.

Effect of R. From Table IV, we analyze the effect of the
number of repetitions R of CFP on the performance. We still
choose the YOLOX-L baseline, and as R increases, we can
observe a trend of increasing and then decreasing and then
stabilizing the performance compared to the YOLOX-L model.
Meanwhile, the number of parameters, computation volume,
and the Latency all show a gradual increase. In particular,
when R = 1, CFPyoLox.1, achieves the best performance mAP
of 49.40%. When R = 2, the performance is instead reduced by
0.2% compared to R = 1. The reason may be that this repeated

EFFECT OF THE NUMBER OF VISUAL CENTERS K ON LVCyorox.L. “-”
DENOTES THAT THERE IS NO SUCH A SETTING. ”{” IS OUR
RE-IMPLEMENTATION RESULT.

Methods‘ K ‘mAP (%) Params. (M) GFLOPs (G) Latency (ms)

YOLOX-L [36]f]| - 47.80 54.21 155.65 11.01
LVCyorox.L| 16 [47.90,9 54.21 155.65 10.99
LVCyorox.L| 32 | 48.00,2 55.28 158.29 12.24
LVCyorLox.L| 64 | 49.10, 3 55.31 158.30 13.09
LVCyoLox.L.|128|49.20, 4 57.64 168.31 16.30

TABLE IV
RESULT COMPARISONS OF THE NUMBER OF REPETITIONS OF THE
PROPOSED CFP IN THE YOLOX-L BASELINE. “-” DENOTES THAT THERE

IS NO SUCH A SETTING. 1" IS OUR RE-IMPLEMENTATION RESULT. R
DENOTES THE NUMBER OF REPETITIONS.

Methods‘R‘mAP (%) Params. (M) GFLOPs (G) Latency (ms)

YOLOX-L [36]t] - | 47.80 54.21 155.65 11.01
""" CFPyorox.|l|4940.,s 7114 20907 1545
CFPyoLox.t|214920,14  72.09 211.78 15.56
CFPyoLox.|3149.20,,4 7456 234.28 16.37

extraction of features does not capture useful information
except for increasing the computational cost. Therefore, based
on the above observations, we choose R = 1.

D. Efficiency Analysis

In this section, we show the efficiency analysis. First, we
analyze the performance of the MLP variants and attention-
based variants from a multi-metric perspective. In Figure 5,
all models take YOLOX-L as baseline and are trained on
the MS-COCO emphval set with the same data augmentation
settings. Meanwhile, to demonstrate the effectiveness of the
MLP structure, as shown in Table V, we compare it with the
state-of-the-art transformer methods and the MLP methods
at this stage. As can be observed from Figure 5, we can
intuitively see that the MLP (Ours) structure is significantly
better than the other structures in terms of mAP, and it is lower
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TABLE V
RESULT COMPARISONS OF OUR LIGHTWEIGHT MLP WITH TRANSFORMER VARIANTS AND MLP VARIANT METHODS. MODEL EFFICIENCY ANALYSIS. “-”
DENOTES THAT THERE IS NO SUCH A SETTING. ”{” IS OUR RE-IMPLEMENTATION RESULT.

Methods Backbone mAP (%) Params. (M) GFLOPs (G)

MetaFormer [48] PoolFormer-S12 [48] 37.30 31.60 62.75

MetaFormer [48] PoolFormer-S24 [48] 40.10 41.00 66.38

MetaFormer [48] PoolFormer-S36 [48] 41.00 50.50 67.89

Mask R-CNN [65] AS-MLP-T [65] 46.00 48.00 117.45

Mask R-CNN [65] AS-MLP-S [65] 47.80 69.00 176.20
""""""""""""""" DETR 3] | ResNet-S0[17] | 4200 4100 800

Deformable DETR [40] ResNet-50 [17] 43.80 40.00 173.00

REGO-Deformable DETR [66] ResNetXt-101 [67] 49.10 119.00 434.00

YOLOS [68] DeiT-base [39] 42.00 127.00 567.00

ViDT (w.o. Neck) [69] Swin-base [25] 43.20 91.00 203.40
""""""""" MLPyorovsi (Ours) |  Modified CSPv5 [35] | 4580 4890 12060

MLPyorox-L (Ours) Modified CSP v5 [35] 49.10 56.57 163.22
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Fig. 5. Multi-metrics comparison results between MLP variants and attention-
based variants based on the MS-COCO val set.

than the other structures in terms of number of parameters,
computation volume, and the inference time. It can be shown
that the MLP structure can guarantee a lower number of
parameters and computation volume under the condition of
obtaining a better precision.

In Table V, we give the comparative results of the MLP and
transformer methods that are outstanding performers in object
detection tasks at this stage. IN the first half of Table V, our
MLPyoLox.L method not only occupies less memory but also
has an average precision of 1.3% higher compared to Mask
R-CNN (backbone as AS-MLP-S [65]). In the middle part
of Table V, we can find that our MLPyorox.1 can improve
the mAP by up to 7.1% compared to the transformer method
(DETR [23]) without extra computational cost. With the same
mAP, the number of parameters of MLP is reduced by 62.43M
compared to REGO-Deformable DETR [66]. Therefore, we
can find that MLP not only has high precision but also takes
up less memory compared to the transformer methods. All in
all, our MLP has outstanding performance in capturing feature
long-range dependencies.

E. Comparisons with State-of-the-art Methods.

As shown in Table VI, we validate the proposed CFP
method on the MS-COCO val set with YOLOVS (Small, Media
and Large) and YOLOX (Small, Media and Large) as base-
lines. In addition, the data in table VII show the comparison
results of our CFP method compared to the advanced single-
stage and two-stage detectors. Finally, we show some visual
comparison plots in Figure 6.

Comparison with YOLOvS and YOLOX baseline. As
shown in Table VI, when YOLOVS5 is chosen as the baseline,
the mAP of our CFP method is enhanced by 0.5%, 0.5%,
and 1.4% on the Small, Media, and Large size models,
respectively. When YOLOX [36] is used as the baseline, the
mAP improves by 7.0%, 0.8%, and 1.6% on the backbone
networks of different sizes. It is worth noting that the main
reason why we choose YOLOvS (anchor mechanism) and
YOLOX (anchor-free mechanism) as the baseline is that
the reciprocity of these two models in terms of network
structure can fully demonstrate the effectiveness of our CPF
approach. Most importantly, our CFP method do not perform
poorly due to the shortcomings of the YOLOvV5 model, which
achieve a maximum mAP of 46.60%. Meanwhile, our mAP
reaches 49.40% at YOLOX baseline. Moreover, CFPyor0ox
on the small backbone network is improved by 7.0% over
YOLOX [36]. The main reason for this is that the LVC in
our CFP can enhance the feature representations of the local
corner regions through visual centers at the pixel-level.

Result comparisons on speed and accuracy. We perform a
series of comparisons on the MS-COCO val set with single-
stage as well as two-stage detectors, and the results are
shown in Table VII. We can first see the two-stage object
detection models, including the Faster R-CNN series with
different backbone networks, Mask R-CNN, and D2Det. Our
CFPyoLox.. model has significant advantages in terms of
precision, as well as inference speed and time. Immediately
after, we divide the single-stage detection methods into three
parts in chronological order and then analyze them. There is
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TABLE VI
RESULT COMPARISONS WITH YOLOVS5 AND YOLOX BASELINES. ”1” IS OUR RE-IMPLEMENTATION RESULT.

Methods Backbone mAP (%) AP5q (%) AP75 (%) APs (%) AP (%) AP, (%)
YOLOVS [35]F Small [35] 35.50 55.30 47.10 - - -
YOLOVS [35]F Media [35] 42.70 62.30 48.00 - - -
YOLOVS5 [35]F Large [35] 45.20 64.10 49.20 - - -
© CFPyorows 391 | Small [35] | 36005 5620 4780 28 490 s160
CFPyorLovs [35] Media [35] 4320, 62.90 48.50 29.10 49.40 53.30
CFPyorovs [35] Large [35] 46.60. | 4 64.90 50.00 30.40 51.70 59.50
YOLOX [36]t Small [36] 34.10 52.00 36.90 18.80 38.10 44.40
YOLOX [36]t Media [36] 45.60 64.30 48.90 28.00 50.20 59.70
YOLOX [36]t Large [36] 47.80 65.80 51.60 29.90 52.80 62.40
""" CFPyorox [30] | Small [36] | 4110, 6000 4450 2420 4540 5450
CFPyoLox [36] Media [36] 46.40, 5 65.10 50.30 29.40 51.20 60.50
CFPyorox [36] Large [36] 49.40,, ¢ 67.90 53.40 31.50 54.80 64.20

(@) Inputs (b) Baseline (YOLOX-L)

(¢) EVCyoLox.L (Ours)

(d) CFPyoLox.L (Ours)

Fig. 6. Qualitative results on the test set of MS-COCO 2017 [34]. We show the results of object detection from baseline and our approaches for comparison.

no doubt that the proposed CFPygyox.1 method improves the
mAP by up to 27.80% compared to YOLOv3-ultralytics and
its previous detectors. With nearly the same average precision,
the CFPyoLovs.m inferred 1.5 times faster compared to the
EfficientDet-D2 detector. And comparing CFPygrox. with
EfficientDet-D3, not only the average accuracy is improved
by 1.9%, but also the inference speed is 1.8 times higher.
In addition, in the comparison with YOLOv4 series, it can
be found that the mAP of CFPyqrovs.1, is improved by 2.7%
compared to YOLOv4-CSP. Besides, we can see all scaled
YOLOVS models, including YOLOvV5-S, YOLOv5-M, and
YOLOVS-L. The average precision of its best YOLOvS-L
model is 1.4% lower than the CFPyqrovs.L. In the same way,
our CFP method obtains a maximum average accuracy of

49.40%, which is 1.6% higher than YOLOX-L.

Qualitative Results on MS-COCO 2017 fest set. In addition,
we also show in Figure 6 some visualization results of baseline
(YOLOX-L), EVCYOLOX—L and CFPYOLOX—L on MS-COCOCO
test set. It is worth noting that we use white, red and orange
boxes to mark where the detection task failures respectively.
White boxes indicate misses due to occlusion, light influence,
or small object size. Red boxes indicate detection errors due
to insufficient contextual semantic relationships, e.g., causing
one object to be detected as two objects. The yellow boxes
indicate an error in the object classification.

As can be seen in the first line of the figure, the detection
result of YOLOX-L in the part marked in the white box
is not ideal due to the distance factor of “zebra”. And the
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TABLE VII
COMPARISON OF THE SPEED AND ACCURACY OF DIFFERENT OBJECT DETECTORS ON MS-COCO val SET. WE SELECT ALL THE MODELS TRAINED ON
150 EPOCHS FOR FAIR COMPARISON. . ”{” IS OUR RE-IMPLEMENTATION RESULT.

Methods| Publication Backbone|FPS (F/s)| mAP (%) APso (%) APrs (%) APs (%) APy (%) APL, (%)
Faster R-CNN+++ [63]| CVPR 2016 ResNet-101-C4 [67]] - 3490 5570 3740 1560 3870 5090
Faster R-CNN w FPN [17]| CVPR 2017 | ResNet-101-FPN [67]| - 3620 5910 3900 1820 3900 4820
Mask R-CNN [52]| ICCV 2017 ResNet-50 [17]] - 38.20 - - 2190 4090 4950
D2Det [70]| CVPR 2020 |ResNetl0l-deform v2 [70]| - | 4740 6590 5170 2720 5040  61.30
S SSD513 [6]| ECCV 2016 | ResNet-101-SSD [6]| - | 2160 4400 1920 500 2240 3550
YOLOV2 [71]| CVPR 2017 DarkNet-19 [71]| - 2160 4400 1920 500 2240 3550
DSSD513 [72]| arXiv 2017 | ResNet-101-DSSD [72]| - 3120 5040 3330 1020 3450 49.80
YOLOV3-ultralytics [53]| arXiv 2018 DarkNet-53 [53]| 93.60 | 3300 5790 3440 1830 3540 4190
~ EfficientDet-DO [73] CVPR 2020 | EfficientNet-BO [74]| 97.00 | 3460 5300 3710 1240 3900 5270
EfficientDet-D1 [73]| CVPR 2020 EfficientNet-BI [74]| 74.00 | 40.50 5010 4370 1830 4500  57.50
EfficientDet-D2 [73]| CVPR 2020 EfficientNet-B2 [74]| 57.00 | 4300 6230 4620 2250 4800  58.40
EfficientDet-D3 [73]| CVPR 2020 EfficientNet-B2 [74]| 36.00 | 47.50 6620 5150 2790 5140  62.00
- YOLOV4 [54]f| arXiv 2020 | CSPDarkNet-53 [31]| 60.60 | 4230 6470 4620 2590 4540 5220
YOLOVA-CSP [75]f| CVPR 2021 Modified CSP [75]] 7190 | 4670 6530 5020 2720 4990 5870
""""""" YOLOVS-S [35]f|GitHub 2021|  Modified CSP v5 [35]| 9040 | 3550  ss30 4710 - - -
YOLOVS-M [35]4|GitHub 2021|  Modified CSP v5 [35]| 8920 | 4270 6230  48.00 - - -
YOLOVS-L [35]t|GitHub 2021|  Modified CSP v5 [35]| 7190 | 4520 6410  49.20 - - -
© YOLOX-DarkNets3 [36]f| arXiv 2021 | DarkNet-53 [53]| 8920 | 4630 6460 4910 2840 5080 6070
YOLOX-S [36]t| arXiv 2021 | Modified CSP v5 [35]| 89.90 | 3410 5200 3690 1880 3810  44.40
YOLOX-M [36]f| arXiv 2021 |  Modified CSP v5 [35]| 78.70 | 4560 6430 4890 2800 5020  59.70
YOLOX-L [36]f| arXiv 2021 | Modified CSP v5 [35]| 68.00 | 47.80 6580 5160 2990 5280 6240
o CFPyorows [351]  Nome | DarkNet-53 [53]| 8650 | 4640 6370 4870  27.80 4920 5840
CFPyoLovss [351]  None Modified CSP v5 [35]| 8970 | 3600 5620  47.80 2280 4290 5160
CFPyoLovsm [35]|  None Modified CSP v5 [35]| 8590 | 4320 6290 4850 2910 4940 5330
CFPyoLovs.L [351|  None Modified CSP v5 [35]| 69.70 | 46.60 6490  50.00 3040 5170 5950
"""""""" CFPyorox [360]|  Nome | DarkNet:s3 [53]| 8530 | 4700 6690 5290 3170 5310  61.60
CFPyoLox.s [30]|  None Modified CSP v5 [35]| 87.10 | 4110 60.00 4450 2420 4540 5450
CFPyoLoxu [361]  None Modified CSP v5 [35]| 7640 | 4640 6510 5030 2940 5120 6050
CFPyoLox.L [361]  None Modified CSP v5 [35]| 6630 | 49.40  67.80  53.60 3240 5430  64.00

EVCyoLox.L. can partially detect the “zebra” at a distance.
Therefore, it is intuitively proved that EVC is very effective for
small object detection in some intensive detection tasks. In the
second line of the figure, YOLOX-L does not fully detect the
“Cups” in the cabinet due to factors such as occlusion and il-
lumination. The EVCyor0x.1. model alleviates this problem by
using MLP structures to capture the long-range dependencies
of the features in the object. Finally, the CFPygrox.1 model
uses the GCR-assisted EVC scheme and gets better results. In
the third line of the figure, the CFPyoLox.L model performs
better in complex scenarios. Based on the EVC scheme, GCR
is used to adjust intra-layer features for top-downm, and
CFPyoLox.L can solve the problem of classification better.

V. CONCLUSIONS AND FUTURE WORK

In this work, we proposed a CFP for object detection, which
was based on a globally explicit centralized feature regulation.
We first proposed a spatial explicit visual center scheme,

where a lightweight MLP was used to capture the globally
long-range dependencies and a parallel learnable visual center
was used to capture the local corner regions of the input
images. Based on the proposed EVC, we then proposed a
GCR for a feature pyramid in a top-down manner, where the
explicit visual center information obtained from the deepest
intra-layer feature was used to regulate all frontal shallow
features. Compared to the existing methods, CFP not only has
the ability to capture the global long-range dependencies, but
also efficiently obtain an all-round yet discriminative feature
representation. Experimental results on MS-COCO dataset
verified that our CFP can achieve the consistent performance
gains on the state-of-the-art object detection baselines. CFP is
a generalized approach that can not only extract global long-
range dependencies of the intra-layer features but also preserve
the local corner regional information as much as possible,
which is very important for dense prediction tasks. Therefore,
in the future, we will start to develop some advanced intra-
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layer feature regulate methods to further improve the feature
representation ability. Besides, we will try to apply EVC
and GCR to other feature pyramid-based computer vision
tasks, e.g., semantic segmentation, object localization, instance
segmentation and person re-identification.
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