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Abstract—Existing deep learning-based shadow removal meth-
ods still produce images with shadow remnants. These shadow
remnants typically exist in homogeneous regions with low-
intensity values, making them untraceable in the existing image-
to-image mapping paradigm. We observe that shadows mainly
degrade images at the image-structure level (in which humans
perceive object shapes and continuous colors). Hence, in this
paper, we propose to remove shadows at the image structure level.
Based on this idea, we propose a novel structure-informed shadow
removal network (StructNet) to leverage the image-structure
information to address the shadow remnant problem. Specifically,
StructNet first reconstructs the structure information of the input
image without shadows and then uses the restored shadow-
free structure prior to guiding the image-level shadow removal.
StructNet contains two main novel modules: (1) a mask-guided
shadow-free extraction (MSFE) module to extract image structural
features in a non-shadow-to-shadow directional manner, and
(2) a multi-scale feature & residual aggregation (MFRA) module
to leverage the shadow-free structure information to regularize
feature consistency. In addition, we also propose to extend
StructNet to exploit multi-level structure information (MStructNet),
to further boost the shadow removal performance with minimum
computational overheads. Extensive experiments on three shadow
removal benchmarks demonstrate that our method outperforms
existing shadow removal methods, and our StructNet can be
integrated with existing methods to improve them further.

Index Terms—Single-image shadow removal Image structure
Structure-level shadow removal.

I. INTRODUCTION

HADOWS exist everywhere. They appear on surfaces

where light cannot reach due to occlusions. Faithfully
recovering the original color and textures of shadow regions
helps facilitate many other tasks, e.g., light source analysis [[1]],
face recognition [2], object detection [3]|, and novel image
creation [4]. Hence, shadow removal is a long-standing prob-
lem in computer vision and graphics, with many methods
proposed.
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Fig. 1. (a) State-of-the-art shadow removal methods (e.g., AEF [8]) typically
learn a direct shadow-to-shadow-free mapping and may often produce shadow
remnants with color artifacts. (b) We propose to incorporate image-structure
information into the shadow removal process. We visualize the features of
approaches (a) and (b) in (c) and (d), respectively, which show that features
of (d) are structured according to region homogeneity. (¢) Results of original
AEF and its structure-enhanced counterpart, where red arrows indicate the
region with shadow remnants exist, and RMSE metric are shown for reference.

Conventional shadow removal methods are typically based
on modeling varied intensity and illumination [6]], or
involving user interaction [[7]. They usually fail when the prior
assumptions are not satisfied or the scenes are intricate.

Deep learning-based shadow removal methods [8]-[12]
achieve impressive performances in recent years due to the
high generalization capability of advanced neural networks.
These methods typically formulate the shadow removal prob-
lem as a shadow-to-shadow-free images mapping. Qu ez al. [9]
first use CNNs to extract shadow-related information (i.e., lo-
cation, appearance, and semantic information) and then predict
the shadow matte for shadow removal. Fu et al. use CNNs
to predict exposure parameters and then remove shadows by
fusing multiple shadow exposures. However, these state-of-
the-art methods may still produce unsatisfactory results with
shadow remnants and color artifacts. In Fig. EKa), we can
see yellowish shadow remnants in the result from AEF [g].
These remnants are usually internally homogeneous and of low
intensity values, making them hard to detect by the existing
image-level shadow removal paradigm represented by [8].

In this work, we propose to address the shadow rem-
nant problem by incorporating the image-structure informa-
tion (which consists of low-frequency image components
that represent the object colors and shapes), as shown in
Fig.[T[b)). While the structure layer of an image is the primary
information perceived by the human vision system [13]], [14],
it separates the observed objects into multiple homogeneous
regions with similar colors and intensities . Hence, it
should be much easier to locate and much cleaner to remove
shadows in the image-structure layer, due to the absence of
high-frequency texture details. With the recovered shadow-free
image-structure layer as guidance, it may then be possible to
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restore object details in shadow regions.

To verify our idea, we use the naive UNet [16] to first
perform image-structure shadow removal, the output of which
is then used to guide the image shadow removal process
(Fig. [T[b)). With this model, we show that structure-level
shadow removal can help boost the performances of a state-
of-the-art shadow removal method [8] (Fig. [[(a) vs (b) and
Fig.[I{e) column 2 vs 3). We visualize the feature maps of orig-
inal AEF in Fig.[T(b) and the structure-enhanced counterpart in
Fig.[I[c) and Fig.[T(d), respectively. We can see that features in
(d) are structured based on region homogeneity, which helps
alleviate the color artifacts of Fig. Eka). However, we also
note that the standard convolution used in the naive model (as
well as in almost all existing methods) adopts spatially-shared
weights to process both shadow and non-shadow regions, and
neglects their distinct patterns, resulting in color shifts.

Based on the above analysis, we propose the structure-
informed shadow removal network (StructNet), which consists
of the structure-level shadow removal step in stage-1 and
the image-level shadow removal step in stage-2. We propose
two novel modules to facilitate the shadow removal in the
structure-level: mask-guided shadow-free extraction (MSFE)
and multi-scale feature & residual aggregation (MFRA) mod-
ules. The MSFE module aims to model non-shadow-to-shadow
structure information conditioned on the non-shadow regions,
while the MFRA module focuses on incorporating the ex-
tracted shadow-free structure information into the shadow
removal process with feature consistency regularization. They
can dynamically extract shadow-free structure information and
propagates them into shadow regions for shadow removal.
We conduct extensive experiments on three benchmarks to
evaluate our method and show that StructNet outperforms
state-of-the-art shadow removal methods. StructNet can also
be incorporated into existing fully-supervised shadow removal
methods to help enhance their performances. Finally, we pro-
pose to conduct the shadow removal task at multiple structure
levels with a single architecture (named MStructNet), which
is not only efficient but also outperforms state-of-the-art
methods. In summary, we make the following efforts:

e« We construct a naive model (i.e., the vanilla UNet) for
structure-level shadow removal and conduct extensive
empirical studies on it. We show that removing shadows
at the structure level is more effective than that at the
image level, and the restored shadow-free structures can
improve the quality of the output images.

o We propose the structure-informed shadow removal net-
work (StructNet), which contains two novel modules for
structure-level shadow removal: mask-guided shadow-
free extraction (MSFE) module and multi-scale feature
& residual aggregation (MFRA) module. MSFE learns
directional shadow-free structure information from non-
shadow to shadow regions, while MFRA regularizes fea-
ture consistency by dynamically fusing the output from
MSEFE with whole image features.

o« We further propose a self-contained shadow removal
method, multi-level StructNet (MStructNet), which uti-
lizes multi-level shadow structures at the feature level
with low parameters for high-quality shadow removal.

o Extensive evaluations and ablation studies on three pub-
lic datasets show that the proposed StructNet can help
enhance the performances of existing SOTA methods ,
and MStructNet achieves high-quality image restoration,
outperforming SOTA shadow removal methods.

II. RELATED WORK

A. Shadow Removal

Traditional-based shadow removal methods [17]-[23]
mainly rely on image statistical priors (e.g., gradients and
colors). Finlayson et al. [[19], [24] solve shadow detection
and removal via gradient consistency of illumination invari-
ation. Shor and Lischinki [25] propose an illumination-based
model in which a pixel-wise relationship between shadow and
shadow-free pixel intensities is modeled. Guo et al. [6] propose
a relative illumination model based on paired data modeling.
However, conventional methods often fail when their hand-
crafted features do not represent real-world scenes.

Deep learning-based techniques, renowned for their ad-
vanced modeling capabilities, have found extensive applica-
tions in various vision tasks such as detection [26], seg-
mentation [27], [28]], and generation [29], [30]. With the
availability of large-scale datasets in shadow removal [9]], [11]],
numerous approaches [8], [10], [11fl, [31]-[36] have been
proposed. Typically, these methods model shadow removal
as an image-to-image mapping process from shadow image
to shadow-free image. DeShadowNet [9] first proposes to
use multi-branch CNNs to extract multi-level contexts for
shadow removal. The follow-ups focused on modeling the
shadow formation model [37]], [38]], and designing different
network architectures and exploiting distinctive properties
(e.g., contexts [10], exposures [8[], residuals [32], and illu-
minations [39]]). Unpaired/unsupervised methods [12], [40]-
[44] have also been proposed to alleviate the labeling cost
of paired data through generative adversarial training and
pseudo labels generation. Nonetheless, these methods may still
produce shadow remnants and color artifacts. In this paper,
we propose to model the image structure layer to handle the
shadow remnant problem. Naoto [45]] ef al. further propose to
generate a synthetic shadow dataset for shadow removal.

B. Image-structure in Vision Tasks

The image-structure information [13]], [[14] has been studied
in several vision tasks. Ren et al. [46] propose to leverage the
image-structure information to guide their inpainting method
to generate image content in a low-to-high frequency manner.
Gui et al. [47] propose to leverage the intermediate image-
structure layers to constrain the smoothness of consecutive
frames for video interpolation. For cartoonization, Wang et al.
[48]] propose to process the image-structure layer separately
from the texture layer to maintain harmonious colors.

In this paper, we leverage the image-structure information to
locate and track the shadow remnants in homogeneous regions
to remove shadows and preserve color consistency.
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Fig. 2. Shadow removal results at different structure levels. The 1st row
shows the original shadow image (a) and its structures (b)-(e) extracted by
at four different structure levels (i.e., I € {0.005,0.015,0.045,0.1}). The
2nd row shows the shadow removal results by feeding the shadow structures
in the 1st row to respective vanilla UNets. Image (f) represents the result
of the image-level shadow removal, while images (g)-(j) are the results of
structure-level shadow removal with { > 0.0. The 3rd row shows restoration
results of our naive two-stage shadow removal network by feeding the restored
shadow-free structures (i.e., the images at 2nd row) into the second vanilla
UNets.

III. STRUCTURE-LEVEL SHADOW REMOVAL

In this section, we introduce our structure-level shadow re-
moval approach. We first formulate the structure-level shadow
removal problem in Sec. [[lI-A]and then investigate the applica-
tion of structure information in shadow removal in Sec.

A. Formulation of Structure-Level Shadow Removal

In structure-level shadow removal, we first use a struc-
ture extraction method ¢(-) to map the shadow image I €
RHA>WX3 0 its structure image/layer, in which image inherent
colors and main outlines are preserved while detailed textures
are removed (see Fig. [[(b) and Fig. [2), as

S = (P(Ivl)’ (D

where [ > 0.0 is a hyper-parameter determining the structure
level, and S; € R¥*WX3 js the structure image at the Ith
structure level. A higher [ will remove more detailed textures
(see the first row of Fig. [2). We follow the setups in [8],
to formulate the [th structure-level shadow removal:

St = ¢i(S1, M), )

where ¢;(-) is the shadow removal model corresponding to
S;, and M € REXW s a binary mask that indicates shadow
and non-shadow pixels with 1 and 0, respectively. Note that
the shadow mask is an input to the shadow removal task. The
output S, is the restored structure layer at the Ith structure
level, i.e., the result of structure-level shadow removal.

B. Empirical Studies

To study how the structure information affects shadow
removal results, we employ the structure extraction model
proposed by Xu et al. as (-). We design a variant
of vanilla UNet [16]], which consists of an encoder with
5 convolution layers and a decoder with 5 de-convolution
layers, as ¢;(-). Each layer in our ¢;(-) is followed by an
Instance Norm function and a Leaky-ReLU (for
the encoder) or ReLU (for the decoder) function. We set the
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Fig. 3. Comparison of the image-level (i.e., I = 0.0) and four structure-level
shadow removal process with I € {0.005,0.015,0.045,0.1} on two public
datasets (i.e., ISTD+ and SRD [9]). We employ the root mean square
error (RMSE) in the LAB color space as the evaluation metric to assess the
shadow-removal performances in the shadow regions, non-shadow regions,
and the whole (i.e., All) image, respectively.

kernel size, padding, and stride of each layer to 4, 2, and
1, respectively. Based on the above network configurations,
we aim to answer the following three questions: @ how does
the capability of shadow removal vary at different structure
levels? @ whether the structure-level shadow removal results
(i.e., corrected structure) could guide the image-level shadow
removal? ® whether existing model architectures are suitable
for structure-level shadow removal?

1) Shadow Removal at Different Structure Levels: Since
the shadow removal results may vary at different structure
levels (Ith), we train and test ¢;(-) at five structure levels
[ € {0.0,0.005,0.015,0.045,0.1} ﬁ Note that [ = 0.0 is
equivalent to image-level shadow removal, ie., Eq.[]] with
[ = 0.0 as an identity function. To avoid the possible influence
of elaborately designed loss functions, we only optimize the
prediction S; = ¢;(¢(I,1), M) via the mean absolute error
L1(S;,8;) = ||S; — S¢|l1, where S; = o(I*,1) is the ground
truth structure generated from the shadow-free image I*. On
the validation set, we calculate the root mean square error
(RMSE) between Sl and Sj after converting them into the
LAB color space. The smaller, the better.

We conduct evaluations on two widely used datasets, ISTD+
and SRD [9]. Based on the results shown in Fig. [3]
we observe that @ the RMSE on shadow regions decreases
continuously as [ increases. This suggests that it is easier to
obtain high quality shadow removal results at the structure
level (i.e., [ > 0) than at the image level (ie., | = 0).
Such a phenomenon is also reflected in visual results shown
in Fig. 2] in which there are obvious artifacts in the image-
level shadow removal result (Fig. Ekf)), but such artifacts are
greatly reduced at the structure-level shadow removal results
(Fig. 2l)-(j)). ® The RMSE curves in the non-shadow regions
descend at the beginning then become flat when [ increases to
reach a certain level. The RMSE curves of the whole images
have similar shapes to those of non-shadow regions. For non-
shadow regions of the ISTD+ dataset, [ = 0.1 has even worse
RMSE than that of [ = 0.045 (Fig. 3] left).

These experiments show that a higher structure level [ gener-
ally facilitates shadow removal by making the shadow removal

IThe range of structure levels are determined by the structure extraction
method. When the level is larger than 0.1, the image will degrade to a pure
color map.
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Fig. 4.  Visualization and quantitative comparison of vanilla UNet and
StructNet for structure-level shadow removal. (a) is the input shadow structure
image, which is fed to the vanilla UNet and StructNet to obtain (b) and (d),
respectively. Images (c) and (e) show the randomly sampled three feature
channels produced by the 2nd convolutional layer of the two networks. In
addition, we also extract the features from the 2nd convolution layer of the
vanilla UNet and StructNet of all images in the ISTD+ test set. For each
image, we calculate the absolute difference between the shadow and non-
shadow regions in each feature channel and obtain the average difference
across all channels. Image (f) shows the average feature differences of all
images using the vanilla UNet (green points) and StructNet (blue points).

TABLE I
COMPARISON BETWEEN DIRECT SINGLE-STAGE IMAGE-LEVEL SHADOW
REMOVAL AND FIVE VARIANTS (I = 0.0 IS REGARDED AS A SPECIAL
VARIANT.) OF TWO-STAGE STRUCTURE-LEVEL SHADOW REMOVAL. ALL
EXPERIMENTS ARE CONDUCTED ON THE ISTD+ DATASET WITH THE
VANILLA UNET AND Lj LOSS FUNCTION.

Structure level [

for the first stage Shadow | Non-shadow | All |

\ 0.0 | 628 2.99 353

Two-stage 0.005 5.98 2.55 311
shadow rerﬁova] 0.015 5.89 2.49 3.05
0.045 6.17 257 3.16

0.1 6.15 2.56 3.15

Direct Single-stage 633 278 3136

Image-level shadow removal

network focus more on color and structure information instead
of texture information. However, if [ is too large, it may lead
to shadow spreading, i.e., similar shadow visual patterns may
appear in neighboring non-shadow regions (see Fig. 2fe)),
which in turn causes a higher error in the non-shadow regions.

2) Shadow Removal with Structure-level Guidance: We
investigate if structure-level shadow removal is beneficial
to image-level shadow removal and formulate a two-stage
pipeline of which the first stage combines Eq.[T] and [2] for
structure-level shadow removal. The second stage uses a new
model ;(-), which takes the corrected structure/layer S, as
ancillary input for image-level shadow removal, as:

I, = ¢u(1,S;, M), 3)

where I, denotes the image-level shadow removal results
guided by S Theoretically, ¢; can be an arbitrary image-
level shadow removal method (e.g., ST-CGAN [11] or AEF
[8]). For simplicity, we simply assume /; to have the same
architecture as ¢;. When training the pipeline corresponding
to [ € {0.0,0.005,0.015,0.045,0.1}, we fix ¢; optimized in
Sec.[II-BT] and learn v;. We apply the same L; loss function
and RMSE metric as in Sec.[MIZBTl Table [l shows the results
(on the ISTD+ dataset) of the two-stage shadow removal
pipeline with different [ and a single-stage image-level shadow
removal model. Note that the pipeline with [ = 0.0 can be
regarded as a stack of two vanilla UNet models for image-
level shadow removal. We observe that @ two-stage image-

level (i.e., I = 0.0) shadow removal does not yield better
performance, compared to single-stage image-level shadow
removal, and shadow remnants cannot be eliminated by simply
adding more CNN parameters as shown in Fig. a,f,k); A two-
stage shadow removal with [ > 0.0 achieves lower RMSE than
that of image-level shadow removal (either two-stage shadow
removal with [ = 0.0 or direct single-stage shadow removal),
which shows that the restored shadow-free structures can help
image-level shadow removal. We also observe from the results
in Fig. 2] that the artifacts in Fig. 2J(f) (i.e., the result of single-
stage image-level shadow removal) are alleviated by the two-
stage shadow removal with [ > 0.0, as shown in Fig. {1-0)).
3) Limitations of using the Vanilla UNet: In Sec.
we have demonstrated that the structure-level shadow removal
results can benefit image-level shadow removal to some de-
gree. Here, we would like to know if the vanilla UNet is
good enough for this two-stage shadow removal (i.e., first
at structure-level and then at image-level). We observe that
the standard convolution operations used in the vanilla UNet
process shadow and non-shadow regions uniformly, and ignore
the distinctions between them (e.g., color-bias). In other words,
the standard convolution used in the vanilla UNet attempts to
map shadow and non-shadow regions that have very different
appearances to the same pattern, which makes the learning of
the convolution weights challenging. As a result, the vanilla
UNet may produce obvious color shifts between shadow and
non-shadow regions in the output image, as shown in Fig. @{b).
To support the above analysis, we visualize three randomly
selected feature channels of the 2nd convolution layer E| in the
vanilla UNet in Fig. @{c). We can see that the features of the
shadow and non-shadow regions show obvious divergences, al-
though we expect them to be consistent in order to recover the
colors of the shadow regions. We further conduct a quantitative
analysis on the test set of ISTD+. For each sample, we first
extract the features output by the 2nd convolution layer of the
vanilla UNet. We then compute the means of it feature maps
in the shadow and non-shadow regions separately and show
the absolute difference between the two with a single point in
Fig. Bf). We can see that there are huge differences between
shadow and non-shadow regions in the feature space. Such
feature differences are caused by the uniform processing of
standard convolutions used in the vanilla UNet. As a result, the
vanilla UNet produces results with color shift. This motivates
us to design a novel solution to overcome the problems of
applying the vanilla UNet to structure-level shadow removal.

IV. STRUCTNET

In this section, we propose a novel two-stage model, named
structure-informed shadow removal network (StructNet), to
better utilize the structure-level shadow removal results (i.e.,
the corrected structure image/layer) to guide the image-level
shadow removal step. StructNet contains two novel designs:
a mask-guided shadow-free extraction (MSFE) module in
Sec. [[V-A] and a multi-scale feature & residual aggregation

The difference between shadow and non-shadow regions in deeper layers
is minimal and indistinguishable. Thus, we choose the 2nd conv.
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Fig. 5. Pipeline of the proposed StructNet. (a) shows the structure-level shadow removal. (b) shows the image-level shadow removal with the assistance
of predicted shadow-free structure from (a). (c) and (d) represent the mask-guided shadow-free extraction (MSFE) and the multi-scale feature & residual

aggregation (MFRA) modules, respectively, in the architecture.

(MFRA) module in Sec. The configuration details of
StructNet are then described in Sec. [V-C|

As outlined in Sec. the standard convolution oper-
ations in vanilla UNet treat shadow and non-shadow regions
uniformly, ignoring the differences between the two regions.
Specifically, there is a noticeable feature shifting within the
shadow region relative to the non-shadow region. The standard
convolution in vanilla UNet seeks to map shadow and non-
shadow regions, which exhibit highly dissimilar appearances,
to an identical pattern, which is challenging. For instance,
the features from the trained vanilla UNet manifest distinct
appearances, as demonstrated in Fig. ] (c). This discrepancy
leads the vanilla UNet to generate evident color shifts be-
tween shadow and non-shadow regions in the output image,
as depicted in Fig. 4| (b). To rectify the shortcomings of
the standard convolution, we propose to make it shadow-
aware. We introduce the addition of a directional bridge to
the conventional convolution operations, which is guided by
the non-shadow regions. This innovative approach promotes
homogeneity between the shadow and non-shadow features,
thus addressing the issues inherent in the previous method.
Specifically, given the input features an e RIWaxCi at
the jth layer, we propose to process the features as:

X7, = Fusion(XJ « W7 BY), (4)

where X7, € RPou*WauxCou are the output features, W7 are
the learnable weights, and B/ € RHawxWaxCau ig a learned
feature shifting tensor aiming to reduce the feature difference
between the non-shadow and shadow regions. Fusion(-) is a
function to fuse the shifting information in B’ and the features
X? x W effectively, thus regularizing the output features to
be consistent between the shadow and non-shadow regions.
B’ is computed by Bridge(-), as:

B’ = Bridge(X’

n’

B/~ M), (5)

where M, € R*Wa is a binary map that indicates the
shadow regions with 1’s and non-shadow regions with 0’s.
B/~ is the shifting tensor of the previous layer, and Bridge(-)
is trained to extract feature shifting of the non-shadow region
shadow regions at the jth layer. Note that such a solution has

two benefits: @ The advantages of the standard convolution
are preserved via Eq. (@), which can extract perception across
the whole image; ® The potential shifting between shadow
and non-shadow regions is supplemented via Eq. ().

With the above formulation, we propose the structure-
informed shadow removal network (StructNet), as shown in
Fig. 5] StructNet consists of two stages. The first stage
performs structure-level shadow removal, while the second
stage conducts image-level shadow removal guided by the
results from the first stage. In the first stage, we propose the
two novel modules, i.e., MSFE and MFRA, to extensively
exploit the structure information. The second stage can be any
existing supervised shadow removal method.

A. The MSFE Module

Inspired by the segmentation-aware convolution [52], we
propose to embed the shadow mask in the convolution opera-
tion explicitly and formulate Bridge(-) as:

B/[p] =ap Y B '[q)(1 - M, [a)Wila—pl, (6)
qEN,

where W, € R’ xCixCu are the weights of a convo-
lution layer, p and q are the coordinates of elements in Xijn,
M/, B/, or W} The set \,, contains neighboring elements
of p, and its size is equal to the kernel size of W3 (i.e., K?).

The normalization term cv, is defined as ——L1———. The
P quNp M'ijn ]

mask (i.e., Mljn) is obtained by convoluting the mask from
the previous layer (i.e., Mijn_l) with a constant weight (i.e.,
W whose elements are one) through M7 = M/ ' « W1,
Intuitively, with Eq.@ the output B7 only rely on the non-
shadow regions due to the restriction of the mask M/ and can
fill the gap across shadow and non-shadow regions.

As shown in Fig. [6] due to the low color intensity of the
shadow regions, X7 W/ presents clearer shadow regions and
focuses on brighter colors in the non-shadow regions. Instead,
B’/ can favorably attend to the shadow regions as the shadow
mask introduces the positional information. In addition, we
also show in column 4 the visualization of the features after
adding the standard convolution and shift information (i.e.,
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Fig. 6. Feature visualization of the global perception (len * W), the offset (B7), direct addition of Xl]n * W7 and B7, and output features (Xj

the former two with MFRA.

an * WJ + BY). The results show that the direct addition of
the two fails to achieve feature consistency. This is caused by
the fact that each pixel strictly depends on the same position
but ignores the convolutional perception and the non-shadow
context of the shifting bridge. Finally, integrating the global

perception X7 « W7 and the offset B, the result X7, exhibits
consistent homogeneity across the shadow and non-shadow
regions. In addition, instead of training the weight W3 for
all examples, we propose to make it dynamically modulated
according to different input features, i.e., W, = n(X/ ), where
n(-) is a sub-network having two convolution layers.

Our MSFE is different from the partial convolution in
two aspects: @ The convolution weights of the proposed bridge
function are conditional on the input whole scene features,
while those of the partial convolution is fixed after training;
® The operations with Eq.[d and Eq.[5] are a combination of
standard and dynamic partial convolution. The former aims to
extract the perception of the whole image, while the latter is to
bridge the shifting between shadow and non-shadow regions.

B. The MFRA Module

With the extracted convolutional perception (i.e., an * W)
and the shifting B, how to fuse them becomes another critical
question. Normally, as the network deepens, the shifting
features obtained from the non-shadow regions are gradu-
ally strengthened, but the extent of this shifting attention
is different at different stages in the encoder, e.g., from
shallow to deep stages, the shifting gradually spreads from
the shadow boundary regions to the whole shadow region.
The naive element-wise additive fusion ignores the feature
differences between shadow and non-shadow regions in B’
and X * W7 at different stages and fails to recover spatial
feature homogeneity (see Fig. |6| X7, * W7 +BY)). Therefore, to
allow each stage to account for the features of different scales
fully, we adopt a multi-scale fusion strategy. Specifically, given
the convolutional perception (i.e., X! * W7) and the shifting
B/ in Eq.@ we first conduct multiple atrous convolutions with
different dilation rates to obtain multi-scale features, i.e.,

XJ = o([X], + W/, B7] x DJ), 7

X,J“ « W/ B/ )(ijn « W/ + B/ x/

) by fusing

out

where o(-) is the ReLU function, DJ is the weight of an
atrous convolution with dilation rate s. Here, we consider
s € § = {1,24,12,6} and get the first three features
{XI|s € {1,24,12}} via Eq.Iﬂ For the last and smallest
scale features (i.g., s = 6), we do not extract from an like
Eq.[7} but feed X7, to a dilation convolution to obtain X}, (see
Fig.[5(d)). The size of the weights of all DJ is 3x3x CY, x C2,,
with strides {1,1,2,2}. This implementation can alleviate
heavy information loss caused by down-sampling the input
features two times directly and reduce the computation cost.
Then, the key problem is how to combine the four sets
of features. Since different scales have different regions of
interest and different stages require different scale features,
we further propose dynamic weight fusion so that different
stages can adaptively assign different weights to different scale
features. To this end, we propose to estimate the combination
parameters dynamically according to the inputs, i.e.,

S
X =Y wl 0 X, with
{wils € 8} = ([X], x W/, B)), ®)

where w’ € RHinxWiaxCi assigns weights for each element in
XJ. Note that the elements at the same positions but different
channels share the same weights. ®(-) is a subnetwork con-
taining two convolution layers and a softmax layer. A ReLU
layer follows each convolution.

Previous works, such as , have explored the fusion of
multi-level features for shadow removal. Our multi-scale fea-
ture & residual aggregation (MFRA) approach differentiates
itself from in the following vital aspects: @ Diverse
Objectives: DHAN aims primarily to learn shadows while
retaining low-level details within the input image. This is
achieved by aggregating multi-level features through dilated
convolutions and the spatial pooling pyramid (SPP). Our
MFRA module, however, is crafted to encourage homogeneity
between shadow and non-shadow regions within the features.
® Distinct Technical Approaches: DHAN commences by
extracting multi-level features and merging them, neglecting to
ensure consistency between shadow and non-shadow regions
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at the feature level. In contrast, our MFRA is embedded
within each stage of the encoder, promoting homogeneity at
every step by fusing features X! * W/ with feature shifts
B’. Additionally, DHAN utilizes SPP coupled with average
pooling to aggregate features across different scales, a method
that can inadvertently discard essential details. MFRA, on the
other hand, operates at each stage without involving pooling
operations in the fusion process. It also diverges from DHAN’s
uniform merging of multi-level features by employing dy-
namic fusion weights (see Eq. (8)) predicted from the input
features, allowing for a more adaptable fusion process to
various inputs. A detailed comparison of our MFRA module
with the SPP used by DHAN is provided in Sec.

C. Configuration Details

In this subsection, we detail the configuration of the first
stage of StructNet, which contains three branches.

The first branch aims to extract the whole scene features
and estimate the shadow-free structure prediction. It takes the
shadow structure (i.e., S;), the shadow mask (i.e., M), and the
shifting predicted by the second branch as inputs. It consists
of one encoder, one decoder, and the proposed MFRA module,
where the first two parts share the same settings with the
vanilla UNet in Sec. In terms of the fusion function
(i.e., MFRA), we set the kernel size of all convolutional
layers to 3, and the number of kernels/filters (i.e., C?,,) is
{64, 128,256,512, 512} except for the second layer of weight
generation (i.e., ®(+)) where the number of kernels is equal to
the number of parallel branches (i.e., 4).

The second branch is to estimate the shifting (i.e., B). It
takes the shifting from the previous layer (e.g., B/™1), the
shadow mask from the third branch (i.e., M), and the jth
features from the first branch (i.e., X7) as inputs. It includes
five convolutional layers, each corresponding to one of the
encoder layers in the first branch and having the same strides
and feature dimensions. The kernel size K7 of each layer is
{7,5,3,3,3}, and each layer is followed by a Batch-Norm
and a ReLU function. For the 7)(-), we set the kernel size and
stride of the two layers as { K7, 1} and {2,1}, respectively.

The third branch takes the shadow mask M as input and
generates distinct binary masks for each layer along the
encoder. We fix the constant convolutional kernels W of size
K7 and with stride 2.

In addition, as shown in Table|l} the maximum performance
gain is delivered when the structure level is 0.015. Thus, unless
otherwise stated, we set [ = 0.015 in the proposed StructNet.

V. MULTI-LEVEL STRUCTNETS (MSTRUCTNET)

Although our StructNet presented in Sec. is able to
restore the shadow structure effectively and performs better
than the vanilla UNet, benefiting the image-level shadow
removal step significantly, such a two-stage solution leads to
large computational overheads due to the naive combination
of two networks. To address this problem, we further propose
a self-contained shadow removal method that utilizes multi-
level structures at the feature level with only a small increase
in the parameter numbers. Specifically, we omit the step

Fig. 7. Pipeline of the multi-level StructNet (MStructNet). (a) presents the
whole pipeline, while (b) shows the detail of the blue blocks in (a).

for predicting the shadow-free structure image through the
first stage of StructNet but use the non-shadow structure
information directly. We refer to this method as MStructNet,
and show the pipeline in Fig.

A. Pipeline

Given a shadow image I, we extract structures via Eq.[T]and
consider four levels, i.e., I € £ = {0.005,0.015,0.045,0.1},
to obtain four levels of structure, {S;|l € L}. MStructNet
takes the original shadow image, shadow mask, and all levels
of structure images/layers as inputs to predict the shadow-
free image directly. The whole pipeline contains three com-
ponents, i.e., structure-aware encoder, fusion-oriented encoder,
and decoder. The structure-aware encoder contains |£| blocks
to address |L| structures. Each block follows the design
in StructNet to ensure that the shadow elements harmonize
with the shadow-free elements. The fusion-oriented encoder
consists of standard convolutions and is to further extract
deep feature embedding from the structure-aware features. The
decoder is to map the feature embedding to the shadow-free
image. We show the whole pipeline in Fig. [7(a). As the main
difference between this pipeline and the vanilla UNet lies in
the structure-aware encoder as shown in Fig. b), we discuss
the design of this encoder in detail below.

In terms of the [th block in the structure-aware encoder,
we have the original shadow image I, the [th structure S;,
and shadow mask M as inputs. We feed them to the block
having two convolutional layers equipped with the proposed
MSFE and MFRA modules (see Fig. [7(b)), which produce two
features denoted as X; and X12 corresponding to the outputs
of the first and second convolution layers, respectively. For
the four levels of structures (i.e., {S;|l € L£}), we obtain eight
output features, i.e., {X] };cc and {X?},c.. We combine the
four sets of features in {X] },c. or {X?},c. via an addition.
The combined features are fed to the fusion-oriented encoder
and decoder to estimate the shadow-free image I

B. Configuration Details

Same as the first stage of StructNet in Sec. each block
[ in the structure-aware encoder in MStructNet also has three
branches. Take the [th block as an example, the inputs to
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the first branch include shadow image I, shadow structure
S; with level [ and shadow mask M. The three inputs are
concatenated along the channel axis and further fed to the
standard convolution to perceive the global scene. The inputs
to the second branch are shadow structure S; and shadow
mask M. Then, with the global perceptual features of the
first branch as the guiding weights, the shifting features can
be obtained by Eq.[6} The third branch updates the shadow
mask M7 in the same way as in Sec. Regarding the
fusion-oriented encoder and the decoder, they contain only
standard convolutional layers, instance-norm and activation
function (e.g., Leaky-ReLU or ReLU), and all the settings are
the same as those in the vanilla UNet in Sec. [I[-Bl

VI. EXPERIMENT
A. Loss Functions

We train StructNet and MStructNet using L, and the
perceptual loss. Given a restored image I and its ground truth
I*, we have:

LL,T*) = MLy (L, 1) + Mg Lpere (I, T), )

where the \; and \q are the coefficients. The L; (i, I*) is the
primary loss item to supervise the training process, and we
set the A\; = 1 by default. Regarding the Lperc(i7 I*) loss, we
follow Zhang et al. [54] to set the Ao = 0.1. Ll(i,I*) is
the L;-norm distance to ensure pixel-level visual consistency.
Lpere is the perceptual loss [55], which aims to ensure the
restored image has the same perception as the ground truth:

3
Lpere(L,TY) = > [[VGG16,(I) — VGG16,(I%)1,  (10)
i=1

where VGG16;(-) represents the activation map of the ith max-
pooling layer in the VGG16 [56] pretrained on ImageNet [57].

We employ L(I, I*) to end-to-end train MStructNet directly.
For StructNet, we use the same loss but with < gl,Sf >
to train the first stage, ie., L(Sl, S;). After that, we fix the
parameters of the first-stage network and use L(i, I*) to train
the second-stage network.

B. Datasets and Metrics

Datasets. We conduct our experiments on three shadow
removal benchmark datasets, i.e., SRD [9], ISTD [11] and
ISTD+ [38]], to evaluate the effectiveness of the proposed
methods. SRD [9] is the first large-scale shadow removal
dataset, consisting of 3,088 paired shadow and shadow-free
images, of which 2,680 are for training and 408 for testing.
Since shadow masks are not available in SRD, we follow AEF
[8] to utilize Otsu’s algorithm to extract the shadow masks
from the difference between the shadow and shadow-free
images. We adopt the extracted masks for training and testing
and use the available masks from DHAN [31] for metric
evaluation. The ISTD dataset [11]] contains 1,870 triplets (i.e.,
shadow image, shadow mask, and shadow-free image) for
shadow removal, with 1,330 for training and 540 for testing.
Le et al. [37] later corrected the color consistency in ISTD to
form the ISTD+ dataset. For both ISTD and ISTD+, we follow

AEF [8] to use the ground-truth shadow masks for training and
extracted masks from Otsu’s algorithm for testing.

Evaluation Metrics. We follow methods [&]], [[10]] to com-
pute the root mean square error (RMSE) between the shadow-
removed image and ground-truth shadow-free image in the
LAB color space, which is also named image-level RMSE.
When evaluating structure-level shadow removal, we compute
RMSE between the predicted and ground truth structures
as described in Sec. which is denoted as structure-
level RMSE. We also report the peak signal-to-noise ratio
(PSNR) and structural similarity index (SSIM). In addition,
we also adopt Learned Perceptual Image Patch Similarity
(LPIPS) [54] to evaluate the perceptual quality of the shadow-
free prediction. The lower the LPIPS, the higher the perceived
quality. Note that all metrics are computed in the shadow
region (S.), non-shadow regions (N. S.), and the whole image
(All), respectively.

C. Method Settings

Baseline methods enhanced by StructNet. Our StructNet
proposed in Sec. is able to enhance existing shadow
removal methods by first conducting structure-level shadow re-
moval, and then using the restored shadow-free structure as an
auxiliary prior for the baseline method to predict the shadow-
free image in the second stage. We regard four baseline
methods (i.e., the vanilla UNet in Sec.[[ll, STCGAN [11]], AEF
[8] and SADC [58]]) as the second-stage networks in StructNet,
resulting in four variants. We chose these methods due to
their distinct frameworks, highlighting StructNet’s exceptional
extensibility and flexibility. Note that the four versions share
the same structure-level shadow removal network. We fix the
first-stage network and retrain only the second-stage networks.

To further validate the advantages of the structure-informed
shadow removal networks, we compare the StructNet vari-
ants and MStructNet with two traditional methods: Guo et
al. [6], Gong et al. [7], and eighteen deep learning-based
methods: DeshadwoNet [9]], STCGAN [11], DSC [10], MS-
GAN [40], AR-GAN [59], SP+M-Net [37], CLA [32], RIS
[33]], Param+M-+D-Net [12]], DHAN [31]], G2R [41]], AEF [8],
DC-GAN [42], SP+M+I-Net [38], BMNet [34], SADC [58],
EMD-Net [39], and SGNet [35]].

D. Comparisons to the state-of-the-arts.

1) Validation Results: We evaluate four StructNet variants
(i.e., StructNet-UNet/-STCGAN/-AEF/-SADC) on ISTD+ and
ISTD by comparing them with their original versions and show
the results in Table [lIl We can see that the proposed StructNet
improves all four baselines with a significant margin on RSME
in the shadow regions over the two datasets. In particular,
the RMSE of STCGAN decreases from 9.39 to 6.25 (an
improvement of 33.4%) on ISTD+ and from 10.11 to 7.52 (an
improvement of 25.6%) on ISTD. The other three structure-
enhanced methods also show clear performance boosts. As
StructNet-UNet obtains the best results across all counterparts,
for convenience, we refer to it as StructNet in all experiments.
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TABLE I
VALIDATION RESULTS OF STRUCTNET-EQUIPPED SHADOW REMOVAL METHODS ON ISTD AND ISTD+ DATASETS. WE EMBED FOUR EXISTING MODELS,
i.e., VANILLA UNET, STCGAN [I1]}, AEF [[8] AND SADC [58]|, IN OUR STRUCTNET FRAMEWORK AS FOUR VARIANTS, AND COMPARE THEM WITH THE
ORIGINAL METHODS.

RMSE |, PSNR 1 SSIM 1

Datasets Methods S. NS Al s. N.S. All s. N.S. All
vanilla UNet 589 249 305 | 3786 3815 3434 | 0990 0985 0970
StructNet-UNet 531 250 297 | 3843 3733 3431 | 0990 0979  0.963

STCGANH 9.39 4.25 5.09 35.09 33.92 30.36 0.983 0.961 0.937
ISTD+ StructNet-STCGAN 6.25 3.58 4.02 37.44 34.52 32.00 0.988 0.968 0.949

AEF [8 6.55 3.77 423 36.04 31.16 29.44 0.978 0.892 0.861
StructNet-AEF 6.35 3.75 4.17 36.08 31.18 29.52 0.978 0.892 0.861
SADC [58 6.21 3.05 3.57 37.18 37.69 33.88 0.991 0.982 0.968
StructNet-SADC 5.82 2.83 3.32 37.92 37.72 34.26 0.991 0.983 0.969
vanilla UNet 7.29 4.73 5.09 35.69 31.70 29.74 0.987 0.970 0.951
StructNet-UNet 6.33 4.71 4.98 36.60 31.57 29.94 0.988 0.970 0.952

STCGANg_lrlg ld.ll 5.76 6.47 33.93 30.18 27.90 0.981 0.959 0.932
ISTD StructNet-STCGAN 7.52 5.64 5.95 35.46 30.52 28.75 0.985 0.961 0.939

AEF [8] 7.98 5.54 5.94 34.39 28.61 27.11 0.974 0.880 0.844
StructNet-AEF 7.49 5.67 5.97 34.72 28.09 26.86 0.975 0.880 0.844
SADC [58 7.19 5.06 5.41 3552 31.97 29.85 0.989 0.976 0.961
StructNet-SADC 6.83 4.69 5.04 36.40 32.27 30.32 0.989 0.978 0.963

Input Shadow  Shadow Mask G2R [41]) DC-GAN [42] AEF [3] MStructNet

Fig. 8. Qualitative comparison on the ISTD test set. Please zoom in to see the details. Refer to the Supplemental for more visual comparisons.

2) Comparisons on benchmarks: We compare StructNet similar results in the shadow regions (6.34 vs. 6.33), resulting
(i.e., StructNet-UNet) and MStructNet with state-of-the-art in a better overall performance (4.68 vs. 4.98) in “All” on
methods in three benchamrks, i.e., ISTD, ISTD+ and SRD, the ISTD dataset. On the SRD dataset (see Table M), our
and the results are shown in Table [[I, Table [V] and Ta- StructNet and MStructNet obtain the lowest RMSE results
ble [VIl Obviously, the results demonstrate that the proposed in the shadow region, and the best LPIPS perceptual quality
StructNet and MStructNet outperform all baseline methods in  assessments.
the shadow regions, showing the advantages of our structure-
informed approach. Notably, StructNet obtains 6.33 in the
shadow regions on the ISTD dataset, with an improvement of
16.7% and 21.6% over the BMNet and EMNet. In terms of the
perceptual metric, LPIPS, StructNet also outperforms existing

Efficiency Comparisons. In Table [V] we elucidate the
efficiency comparisons, encompassing model parameters,
floating-point operations (FLOPs), and inference time. Struct-
Net, distinguished by its two-stage shadow removal process,

exhibits slightly more parameters relative to other methods,

ﬁethOd;_lljy a largf/lglargi;in boltll? ISTDhan(T ISTD';(ﬁtSaEet_S‘ such as DHAN and G2R [41]. Although BMNet
canwiule, our tructNet achieves the lowest mn operates with fewer parameters, its high-resolution processing

shadow regions and the 'lowest LPIPS among comp etlr.lg substantially elongates the computational time, rendering it
shadow removal methods n the ISTD, ISTD+, as shown in nearly ten times slower than our method. In a striking contrast,
Tablem Tablem In part.lcular, MStructNet has 13.1% lower StructNet surpasses SP+M+I-Net I@], being 20 times swifter
RMSE in the shadow region and 31.6% lower LF.’IPS on the and requiring only one-fourth the FLOPs. Emphasizing the
ISTD+ dataset compared to BMNet. In comparison to our nuanced design of the first-stage network, StructNet intricately

StructNet, MStructNet achieves better performance, with a embeds MSFE and MFRA modules within each encoder

lower RMSE in the non-shadow regions (4.35 vs. 4.71) and layer. This leads to the increasing complexity and results
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TABLE III

QUANTITATIVE COMPARISON WITH THE SOTA METHODS ON THE ISTD
DATASET. ‘-’ INDICATES VALUES THAT ARE NOT AVAILABLE. THE BEST
RESULTS ARE HIGHLIGHTED IN BOLD.

, RMSE | PSNR + SSIM 1
Methods S. NS.All| S. NS. Al | s. Ns. an [FPIPSE
Guo et al. 6] [18.657.76 9.26[27.76 26.44 23.08|0.964 0.975 0919 -
STCGAN [[1][10.11 5.76 6.47(33.93 30.18 27.90/0.981 0.959 0.932| 0.092
MS-GAN [40](10.57 5.91 6.67|31.73 29.02 26.36/0.980 0.959 0.928 | -
DSC [10] | 8.45 5.03 5.59|34.64 31.26 29.00/0.984 0.969 0.944 | 0.223
DHAN [31] | 7.49 530 5.66/35.53 31.0529.11{0.988 0.971 0.954 | 0.089
AR-GAN[59]| 721 583668 - - - | - - - | -
RIS 3] |899 633695 - - - | - - - | -
CLAP2l  |901 625662 - - - | - - - | -
CANet[o0] |886 607615 - - - | - - - | -
DC-GAN [42] 10,55 5.79 6.57|31.69 28.99 26.38(0.976 0.958 0.922| 0.121
BMNet [34] | 7.60 4.59 5.02[35.61 32.80 30.28(0.988 0.976 0.959| 0.089
EMNet [39] | 8.08 475 5.22(36.27 31.85 29.98|0.986 0.965 0.944 | 0.087
StructNet | 6.33 4.71 4.98[36.60 31.57 29.94/0.988 0.970 0.952| 0.072
MStructNet | 634 4.35 4.68|36.85 32.49 30.65(0.989 0.972 0.955 | 0.059

TABLE IV
QUANTITATIVE COMPARISON WITH THE SOTA METHODS ON THE ISTD+
DATASET. ‘-’ INDICATES VALUES THAT ARE NOT AVAILABLE. THE BEST
RESULTS ARE HIGHLIGHTED IN BOLD.

Method \ RMSE | \ S. N.S. All \ LPIPS |
Guo et al. [6] 22.0 3.1 6.1 -
Gong et al. [7] 13.3 - - -
SP+M-Net [37] 7.9 3.1 3.9 -
Param+M+D-Net [[12] 9.7 3.0 4.0 0.098
G2R [41] 7.3 2.9 3.6 0.092
DC-GAN [42] 10.3 3.5 4.6 0.111
SP+M+I-Net [38] 6.0 3.1 3.6 0.080
BMNet [34] 6.1 2.9 3.5 0.079
SGNet [35] 5.9 2.9 34 0.091
StructNet 53 2.5 3.0 0.065
MStructNet 53 2.7 3.1 0.054

in 6.32G more FLOPs than SGNet [35]. Our MStructNet
improves StructNet by directly processing shadow structure at
the feature level, extracting and utilizing shadow-free structure
information, thereby reducing the computational overhead.

We also display the visual comparison in Fig. The
proposed MStructNet can effectively complement low-level
cues by integrating multi-level shadow-free structure features,
thus facilitating the maximum restoration of the original colors
in the umbra and penumbra regions. In contrast, other methods
either fail to restore the original colors (e.g., MS-GAN and
DC-SGAN) or cause obvious artifacts around the penumbra
(e.g., G2R and Param+M+D-Net).

E. Evaluation of StructNet

1) Effectiveness of the MSFE Module: We construct differ-
ent StructNet variants by using different structure-level shadow
removal networks and then evaluate the quality of the restored
structures (i.e., structure-level RMSEs) from the first stage as
well as the quality of the restored images (i.e., image-level
RMSEs) from the second stage.

Adding MSFE to one single convolution layer. To
avoid the influence of the fusion function carried out by
the MFRA module, we replace it with a naive element-wise
additive operation instead. We use StructNet(MSFE, j, Add)
to denote the StructNet whose first-stage network uses the
MSFE as Bridge() at the jth layer and the element-wise
additive operation as Fusion(). We then obtain five variants,
i.e., {StructNet(MSFE, j, Add)|j € {1,2,3,4,5}}. Table
shows the results and we observe: @ Compared with the naive
two-stage shadow removal method (i.e., vanilla UNet), Struct-
Nets with a single MSFE achieves lower structure-level and
image-level RMSEs (i.e., StructNet(MSFE, 1/2/3/4/5, Add)
in Table vs. two-stage shadow removal in Table ) in
the shadow regions, which demonstrates that the MSFE does
benefit the structure-level shadow removal and enhance the
image-level shadow removal. ® In general, if we embed
MSEFE in a deeper convolution layer, we get lower RMSEs
in the shadow regions while slightly higher RMSEs in the
non-shadow regions at the structure level. For example, the
structure-level RMSE of the shadow region decreases from
5.10 to 4.73 if we add MSFE from the 1st to the 5th layers.
We have similar observations on the image-level RMSEs.

Adding MSFE to all convolution layers. We
further add MSFE to all layers and denote this variant
as  StructNet(MSFE, (1---5),Add). = Compared  with
StructNet(MSFE, 5, Add),  StructNet(MSFE, (1---5), Add)
has a lower structure-level RMSE (i.e., 1.87) in the non-
shadow regions but a slightly higher structure-level RMSE
(i.e., 4.82) in the shadow regions. The overall RMSE becomes
2.35, which is smaller than that of StructNet(MSFE, 5, Add).
In contrast, compared with StructNet(MSFE, 1, Add),
StructNet(MSFE, (1 ---5), Add) has a much lower structure-
level RMSE in the shadow regions and the same RSME in the
non-shadow regions. Such observations imply that equipping
more convolutions with MSFE can balance the restoration in
the shadow and non-shadow regions.

Comparison with other representative convolutions. We
extend our comparison of the MSFE to include three promi-
nent convolutional structures: convolution with a skip function,
partial convolution [61], and gated convolution [62]]. @ We
consider the convolution with a skip function and implement
a variant denoted as StructNet(CONVSkip). In this variant,
the fusion function is formulated as an additive operation,
and the bridge is designed as a convolutional layer, akin to
the convolutional skip connection used in residual networks
(63]. ® In terms of the partial convolution, we follow the
way in [61] and reformulate Eq. @) and Eq. (8) as XJ, =
B’ and B/ = Bridge(Xin, M) = ap > qcn, Xinla](1 -
M [q])W'}[q — p], respectively. We denote the method as
StructNet(Partial CONV). @ In terms of the gated convolution,
we follow [62] and reformulate Eq. and Eq. @) as
Xl =B/ o (X « WJ) and B/ = Sigmoid(XJ, = WY).
We denote the method as StructNet(GatedCONV).

We present the comparative results in Table [VITI| and iden-
tify the following key observations: @ Our method, leveraging
MSFE, surpasses all three baseline methods within shadow
and non-shadow regions at both the structural and image
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TABLE V
COMPARISONS OF PARAMETERS, FLOPS, AND NETWORK INFERENCE TIME.

Methods | DHAN [31] | G2R [41] | AEF [8] | DC-GAN [42] | SP+M+I-Net [37] | BMNet [34] | SGNet [35] | StructNet | MStructNet

Params. (MB)|  21.75 2276 | 143.01 21.16 141.18 037 6.17 67.06 20.62

FLOPs (G) 262.87 | 113.87 | 160.32 105.00 160.10 10.99 39.63 45.95 28.77

Time (ms) 41 59 23 6 60 33 27 33 2.8
TABLE VI TABLE VIII

QUANTITATIVE COMPARISON WITH THE SOTA METHODS ON THE SRD
DATASET. ‘-’ INDICATES VALUES THAT ARE NOT AVAILABLE. THE BEST
RESULTS ARE HIGHLIGHTED IN BOLD.

COMPARING STRUCTNET VARIANTS WITH MSFE, PARTIAL
CONVOLUTION, AND GATED CONVOLUTION.

Method \ RMSE | ‘ S. N.S. All ‘ LPIPS |
Guo et al. 6] 29.89 6.47 12.60 -
DeShadowNet [9] 11.78 4.84 6.64 -
DSC [10] 10.89 4.99 6.23 0.248
MS-GAN [40] - - 7.32 -
AR-GAN [59]| 7.24 4.71 5.74 -
DHAN [31] 8.39 4.67 5.46 0.197
RIS [33] 8.22 6.05 6.78 -
CLA [32] 8.10 6.01 6.59 -
DC-GAN [42] 7.70 3.39 4.66 0.109
CANet [[60] 7.82 5.88 5.98 -
BMNet [34] 6.96 3.13 4.18 0.099
EMNet [39] 7.44 3.74 4.79 0.285
StructNet 6.93 3.94 4.81 0.092
MStructNet 6.69 4.28 4.97 0.091
TABLE VII

COMPARISON BETWEEN STRUCTNET VARIANTS. THE COMPARISONS ARE
CONDUCTED ON THE ISTD+ DATASET FROM TWO ASPECTS, ie.,
STRUCTURE-LEVEL AND IMAGE-LEVEL SHADOW REMOVAL. WE DENOTE
ALL VARIANTS WITH STRUCTNET(FACTOR 1, FACTOR2, FACTOR3) WHERE
‘FACTOR1’ REPRESENTS THE FUNCTION FOR THE BRIDGE(+), ‘FACTOR2’
MEANS THE POSITIONS TO EMBED THE ‘FACTOR1’, AND ‘FACTOR3’ IS
THE FUNCTION FOR THE FUSION(-) IN EQ. “ADD” AND “CONYV” REFER
TO THE ADDITIVE FUSION AND CONVOLUTION OPERATIONS.

Structure-level Image-level

Methods for the first stage \ RMSE | S NS AllS NS Al
Two-stage shadow removal

in Tablewith 1= 0015 554 1.86 2.46|5.89 249 3.05
StructNet(MSFE, 1, Add) 5.10 1.87 2.41|5.72 259 3.10
StructNet(MSFE, 2, Add) 480 1.88 2.36|5.55 2.59 3.07
StructNet(MSFE, 3, Add) 476 2.01 246|556 2.58 3.07
StructNet(MSFE, 4, Add) 473 2.04 249]5.62 2.61 3.11
StructNet(MSFE, 5, Add) 474 197 243|555 2.57 3.06
StructNet(MSFE, 1, MFRA) 482 1.88 2.36|5.68 2.59 3.09
StructNet(MSFE, 2, MFRA) 432 192 231]539 259 3.05
StructNet(MSFE, 3, MFRA) 455 2.01 243|554 258 3.07
StructNet(MSFE, 4, MFRA) 4.65 1.88 233|557 2.52 3.02
StructNet(MSFE, 5, MFRA) 458 192 235|543 252 3.00
StructNet(MSFE, (1---5), Add) 482 1.87 235|550 2.60 3.07
StructNet(MSFE, (1---5), MFRA) 420 1.71 2.12]5.31 252 297

levels, thereby substantiating the benefits of MSFE. @ The
variant StructNet(CONVSkip) employing a convolutional skip
function yields lower RMSEs than the naive two-stage shadow
removal method within shadow regions but exhibits higher
RMSEs in non-shadow areas. This dichotomy illustrates its

Structure-level Image-level

Methods for the first stage \ RMSE | S NS AllS NS Al
Two-stage shadow removal

in TableE]with 1= 0.015 554 1.86 2.46|5.89 2.49 3.05
StructNet(CONVSkip) 510 197 2.48|5.82 2.61 3.14
StructNet(Partial CONV) 7.99 199 289|650 2.57 3.22
StructNet(GatedCONV) 546 198 255|627 2.55 3.16
StructNet(MSFE) 420 1.71 212|531 2.52 297

potency in shadow removal but underlines an adverse impact
on non-shadow regions. This discrepancy occurs primarily be-
cause the convolution for the bridge function and the element-
wise skip function for fusion inadequately address the shift
between shadow and non-shadow regions, failing to overcome
the constraints of standard convolution. ® The approach
StructNet(Partial CONV) registers considerably higher RMSEs
compared to the naive two-stage method at both structural
and image levels. The root cause of this deterioration is the
total disregard of the original information within the shadow
regions, culminating in marked performance degradation. ®
Lastly, StructNet(GatedCONV) achieves lower RMSEs than
the naive two-stage method at the structural level, but incurs
higher RMSEs at the image level. This pattern corroborates
the capability of gated convolution to restore structural infor-
mation effectively, while also highlighting its failure to recover
finer details.

Feature comparison. We also compare the proposed MSFE
with the standard convolution in Fig. ] by showing their
processed features (See Fig. Elke) vs. (c)). Clearly, the visual
feature differences between shadow and non-shadow regions
of our StructNet are much smaller than those of the naive
UNet. In addition, as depicted in Fig. [{f), the proposed
StructNet presents much smaller absolute feature differences,
which also demonstrates its effectiveness.

2) Effectiveness of the MFRA Module: Adding MFRA to
the convolution in the MSFE-based Network. We replace
the element-wise additive fusion (i.e., “Add”) of the variants in
Table (i.e., StructNet(MSFE, x, Add)) with the proposed
MFRA to obtain new variants, StructNet(MSFE, x, MFRA),
where ‘x’ denotes specific layer indexes used by StructNet.
We have the following observations: @ All single-MSFE-
based variants with MFRA (i.e., StructNet(MSFE, x, MFRA))
outperform the variants with the element-wise addition
operation, which demonstrates that the proposed aggre-
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TABLE IX
ABLATION STUDY ON THE PROPOSED MFRA MODULE.
STRUCTNET(MSFE, (1---5), MFRAy ) IS THE DEGRADED MFRA BY
REMOVING THE DYNAMIC WEIGHTS B IN EQ.[8| AND ADDING DIFFERENT
SCALE FEATURES DIRECTLY. WE INCLUDE ANOTHER DEGRADED VARIANT
OF MFRA (i.e., STRUCTNET(MSFE, (1---5), MFRAy;)) BY COMPUTING
ALL FOUR SCALE FEATURES THROUGH EQ.[7] DIRECTLY.

Variants \ Structure-level RMSE | \ S.  NS. Al
StructNet(MSFE, (1---5), Add) 482 187 235
StructNet(MSFE, (1---5), ASPP) 5.15 181 237
StructNet(MSFE, (1---5), MFRA,;) | 465 179 226
StructNet(MSFE, (1---5), MFRA,,) | 442 1.82 225
StructNet(MSFE, (1---5), MFRA) | 420 171 212

gation function does enhance shadow removal signifi-
cantly. For example, StructNet(MSFE,2, MFRA) achieves
4.32 structure-level RMSE in the shadow regions, outper-
forming StructNet(MSFE, 2, Add) by 10.0%. ® When we
embed MFRA to all convolutions with MSFE, we find
that StructNet(MSFE, (1---5), MFRA) achieves much better
restoration quality in both shadow and non-shadow regions
than StructNet(MSFE, (1---5), Add).

Comparison with alternative fusion solutions. We further
compare the proposed MFRA with three potential fusion
approaches to validate its advantages and effectiveness by
comparing the structure restoration quality (i.e., structure-
level RMSE). First, we substitute MFRA with the ASPP [64]
and denote this variant as StructNet(MSFE, (1---5), ASPP).
Second, we degrade MFRA by removing the dynamic weights
BJ in Eq. and adding different scale features directly. We
denote this variant as StructNet(MSFE, (1---5), MFRA;).
Third, we construct a degraded variant of MFRA to calculate
all four scale features in Sec. through Eq.[7] directly, and
we name it as StructNet(MSFE, (1---5), MFRA,,).

We report the comparison results in Table and
have the following conclusion: @ Compared with the
baseline fusion strategy StructNet(MSFE, (1---5), Add),
StructNet(MSFE, (1---5), ASPP) obtains a larger structure-
level RMSE in the shadow regions, which implies that
naively using ASPP is not good enough to fuse multi-
scale features for shadow removal. ® Compared with
the degraded version StructNet(MSFE,(1---5),MFRA,),
StructNet(MSFE, (1---5), MFRA) obtains lower RMSEs in
both shadow and non-shadow regions, leading to a lower
RMSE in “All” (i.e., 2.12 vs. 2.26), which demonstrates that
combining multi-scale features with dynamically predictive
weights via Eq.[8] indeed helps restore the structure better.
® Using our proposed strategy for extracting the smallest
scale features prevents heavy information loss during down-
sampling, as shown by the lower RMSEs in shadow and non-
shadow regions (4.20 to 4.42 and 1.71 to 1.82, respectively).

F. Effectiveness of MStructNet

Numbers of Structure Levels. In Sec. the structure-
aware encoder is made up of several blocks, with each
block representing one structure level and containing two
convolution layers equipped with the MSFE and MFRA

TABLE X
ABLATION EXPERIMENT OF MSTRUCTNET ON THE ISTD+ DATASET,
WITH RESPECT TO DIFFERENT STRUCTURE LEVEL UTILIZATION.

Structure levels Image-level RMSE |
0.005 0.015 0.045 0.1 S. NS All
v 546 290 332
v 546 278 322
v 561 273 320
v | 566 274 321
v v 546 281 3.24
v v v 542 279 322
v v v v 529 273 315

TABLE XI

COMPARISONS OF DIFFERENT LOSS RATIOS FOR PERCEPTUAL LOSS. THE
A1 = 1 BY DEFAULT. THE MSTRUCTNET MODEL AND THE ISTD+
DATASET WERE UTILIZED FOR THESE EXPERIMENTS.

LPIPS |

Ao ratio ‘ RMSE | ‘ PSNR 1 SSIM *

S. NS.|All| S. |NS.| All | S. |NS.| All
0.01 |5.45]2.66|3.12]38.05|36.00|33.39|0.990|0.976|0.960| 0.062
0.1 (Ours)|5.34|2.73|3.10|38.27|35.83|33.34/0.990|0.976|0.962| 0.054
1 |5.55|2.73]3.19]38.00|36.46|33.57|0.990]|0.977]|0.963| 0.059
10 |5.64|2.79]3.26|38.03|36.61|33.68|0.990|0.977]0.962| 0.059

modules. Note that we set two convolution layers for
each block due to the empirical results in Table (as
StructNet(MSFE, 2, Add/MFRA) achieves the lowest RMSE
in “All”, among single-convolution based variants).

Number of blocks (or structure levels) in MStructNet.
As discussed in Sec. [V-A] each block contains MSFE and
MFRA modules to form a structure level, and the final
MStructNet fuses structures of all different levels. Here, we
study the effects of using different numbers of blocks in
the structure-aware encoder to validate the advantages of
exploiting the multi-level structures. Specifically, we may
obtain four variants of MStructNet by using a single struc-
ture selected from {0.005,0.015,0.045,0.1}, and are denoted
as: {MStructNet(1)|! € {0.005,0.015,0.045,0.1}}. We then
gradually add more structures to MStructNet(0.005) to obtain
three more variants, denoted as: MStructNet({0.005, 0.015}),
MStructNet({0.005,0.015,0.045}), and MStructNet({0.005,
0.015,0.045,0.1}), respectively. The last version denotes the
final version of MStructNet. As reported in Table |X| we can
see that: @ MStructNet with the structure level 0.015 shows
the best results among all single structure level variants. @
when we add more structure levels, the restoration quality
gradually improves and MStructNet with all four structure
levels achieves the lowest RMSE in the shadow and non-
shadow regions, which confirms that the utilization of multi-
level non-shadow structures at the feature level can indeed
benefit the image-level shadow removal.

Different loss ratio L,.,. in Eq. (9). We have also con-
ducted experiments using different combinations of loss ratios,
i.e., Ay € {0.01,0.1,1,10}, and the results are presented in
Table It is worth noting that the ratio combination of
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A1 = 1 and A5 = 0.1 achieves the best results in all metrics
in the shadow regions. Note that we have not conducted
meticulous adjustments to the loss ratios.

VII. CONCLUSION

In this paper, we have systematically investigated the utiliza-
tion and efficacy of image structure for single-image shadow
removal. First, we have built vanilla UNet-based networks to
restore the shadow-free structure of the input shadow image,
and revealed that image structure can help enhance the quality
of shadow-removed images significantly. Second, we have
proposed a novel two-stage removal network named structure-
informed shadow removal network (StructNet). It includes
two new modules for the utilization of structure information,
i.e., mask-guided shadow-free extraction (MSFE) module and
multi-scale feature & residual aggregation (MFRA) module,
to extract the image structural features and regularize the fea-
ture consistency, respectively. We have shown that StructNet
can help improve the performances of three state-of-the-art
methods. Third, based on StructNet, we have further proposed
a self-contained shadow removal method to fully excavate
the potential of multi-level structures at the feature level,
named multi-level StructNets (MStructNet), which has fewer
parameters and low computational costs. The extensive results
on three public datasets have also demonstrated the advantages
and effectiveness of the proposed StructNet and MStructNet.
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