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Context Recovery and Knowledge Retrieval:
A Novel Two-Stream Framework

for Video Anomaly Detection
Congqi Cao* †, Yue Lu*, and Yanning Zhang

Abstract—Video anomaly detection aims to find the events in a
video that do not conform to the expected behavior. The prevalent
methods mainly detect anomalies by snippet reconstruction or
future frame prediction error. However, the error is highly
dependent on the local context of the current snippet and lacks
the understanding of normality. To address this issue, we propose
to detect anomalous events not only by the local context, but also
according to the consistency between the testing event and the
knowledge about normality from the training data. Concretely,
we propose a novel two-stream framework based on context
recovery and knowledge retrieval, where the two streams can
complement each other. For the context recovery stream, we
propose a spatiotemporal U-Net which can fully utilize the motion
information to predict the future frame. Furthermore, we propose
a maximum local error mechanism to alleviate the problem of
large recovery errors caused by complex foreground objects.
For the knowledge retrieval stream, we propose an improved
learnable locality-sensitive hashing, which optimizes hash func-
tions via a Siamese network and a mutual difference loss. The
knowledge about normality is encoded and stored in hash tables,
and the distance between the testing event and the knowledge
representation is used to reveal the probability of anomaly.
Finally, we fuse the anomaly scores from the two streams to detect
anomalies. Extensive experiments demonstrate the effectiveness
and complementarity of the two streams, whereby the proposed
two-stream framework achieves state-of-the-art performance on
four datasets.

Index Terms—Video anomaly detection, context recovery,
knowledge retrieval, two-stream framework

I. INTRODUCTION

V IDEO anomaly detection (VAD) is the task of detecting
the events in a video that do not conform to the ex-

pected behavior [1], which has wide applications in intelligent
surveillance and public security. It is an extremely challenging
task for the following reasons. First, anomalous events rarely
occur and their categories are agnostic and unbounded. In
most practical application scenarios, we can only obtain the
normal data, while the abnormal data is absent. Second,
video anomalies are scene-dependent [1]. For example, playing
football is normal on the pitch but anomalous on the road.
Third, some kinds of normal events happen frequently while
some happen occasionally. If an algorithm cannot handle the
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imbalanced data distribution well, it is easy to treat infrequent
normal events as abnormal events, resulting in false positives.

In the early works, researchers use one-class support vector
machine (OC-SVM) [2]–[4], KNN [5], [6], clustering [7]–
[10], a mixture of Gaussians [11], [12] and other methods to
represent normal events with representative features, such as
clustering centers and distribution parameters. The anomaly
probability of a testing event is determined by the distance
between it and the representative features. Although these
methods have the advantage of good interpretability, they
lack adequate and flexible generalization of normal events.
For example, the number of cluster centers needs to be set
manually and is usually small. With the development of deep
learning, methods based on snippet reconstruction and future
frame prediction [13]–[28] have become popular in recent
years. These two kinds of methods train auto-encoders to
reconstruct the current snippet or predict the future frame,
and calculate the anomaly probability by the reconstruction
or prediction error. Since they both aim to recover the context
information of frames, we classify them as the context recov-
ery method. This method is good at distinguishing short-term
anomalous movements, but lacks the understanding of normal-
ity. For example, a snippet reconstruction model can accurately
reconstruct the action of playing football not only on the
pitch but also on the road, making it impossible to detect the
anomalous event. Although some memory-augmented context
recovery methods [14], [17], [20]–[22] try to explicitly utilize
the diversity of normal data, they are essentially designed for
recovering the context. Therefore, it is still difficult for such
models to mitigate that drawback. In addition, the data-driven
nature of deep neural networks makes it hard to reconstruct
the normal events that seldom occur. To solve the above
problems, it is necessary to make full use of the knowledge
from normal events to detect anomalies. For example, if we fail
to find ”playing football on the road” in the knowledge about
normality, we can assume that an anomalous event occurs.

In this work, we propose a novel two-stream framework that
can not only discriminates short-term abnormal motions, but
also leverages the knowledge from normal events to enhance
the understanding of normality. Different from other multi-
stream models that use multiple modalities [18], [26], [29],
[30], our proposed two-stream framework consists of a context
recovery stream and a knowledge retrieval stream, as shown
in Fig. 1. In our context recovery stream, the normal short-
term motion patterns are modeled by predicting the future
frame based on the input snippet. The anomaly probability
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Fig. 1. Overview of the proposed two-stream framework. The context
recovery stream and the knowledge retrieval stream reflect the anomaly
probability by the recovery error of the input and the consistency between
the input and the knowledge representations about normality, respectively.
The results from the two streams are fused as the final anomaly score.

of a testing event is obtained based on the prediction error.
In the knowledge retrieval stream, a series of normal events
are encoded as the knowledge about normality and stored in
a knowledge base. The anomaly probability can be obtained
according to the consistency between the testing event and the
knowledge. We fuse the anomaly probabilities from the two
streams as the final anomaly score of the testing data.

For context recovery, the existing models [13]–[15], [17],
[18], [20]–[23], [25], [26] usually concatenate the input frames
as an image and feed it into a 2D-CNN-based U-Net [31]
to reconstruct the snippet or predict the future frame. To
supplement the motion information, the constraint of optical
flow is required. Although there are a few works [32]–[34]
adopt 3D CNN as the encoder, they do not explore a suitable
3D-CNN-based U-Net structure and can only use a shallow
convolutional auto-encoder, which limits the representation
capacity of the model. We propose a novel spatiotemporal U-
Net (STU-Net) for future frame prediction, which takes the
3D CNN designed for action recognition as the encoder and
retains the temporal dimension in the deep layers, so as to
extract rich semantic features of the motion. To fuse the motion
information, we add a temporal squeezing layer between the
encoder and decoder, which also solves the inconsistency of
temporal dimensions between the feature maps output by the
encoder and those fed into the decoder. In this way, we can
take advantage of the motion information in the input frames
to predict the future frame. Besides, the existing context
recovery method has the problem that the reconstruction or
prediction error is proportional to the number of foreground
objects [1], which is easy to cause false positives. Some
methods [4], [15], [21], [30], [32] employ the object detector
to solve this problem, but seriously ignore the scene-dependent
characteristic of video anomalies. Moreover, they are incapable
of detecting the anomalous objects not included in the training
classes of the object detector. We propose a maximum local
error (MLE) mechanism to focus on the recovery degree of the
local anomalous region. Specifically, based on the assumption
that the anomalous region causes larger context recovery error
than normal regions, we propose to use the maximum patch-
level recovery error in the frame instead of the frame-level

error to reflect the anomaly probability. Due to the lack of
validation sets in the existing datasets [35]–[38], we use the
training videos to generate pseudo anomalous samples by data
augmentation to tune the hyper-parameter (i.e. the size of the
patch) in MLE. The proposed MLE can partially ignore the
recovery degree of the normal region, so that the recovery
error of the anomalous region can be calculated accurately.
Meanwhile, it has the advantage of not relying on any object
detectors.

For knowledge retrieval, although the representative features
generated by some methods, such as the cluster centers in
clustering [8] and the nearest neighbor samples in KNN [6],
could be regarded as the knowledge about normality, they
can hardly meet the requirements of efficiency, flexibility and
comprehensiveness for knowledge extraction. In this work,
we propose an improved learnable locality-sensitive hashing
(iL2SH) based on [39] to store and retrieve the knowledge
about normality, which can find the knowledge representation
consistent with a testing event adaptively and efficiently.
Concretely, we first extract the features of the events in training
videos and then encode them into hash codes via a trainable
hash encoder composed of multiple parallel hash layers. The
binary and real-valued hash codes are stored as key-value
pairs in multiple hash tables that serve as a knowledge
base. We take the mean vector of the hash codes with the
same key as the knowledge representation of such normal
events. A testing event obtains the hash code through the
same process, and tries to find the knowledge representation
sharing the same key. We calculate the anomaly probability
according to the distance between the testing hash code and
the retrieved knowledge representation. Compared with LLSH
[39], we make the following improvements. First, we improve
the optimization of the hash encoder. LLSH adopts MoCo
[40] contrastive learning framework to train the hash encoder,
where the optimization effect is affected by the number of
negative samples, and they need to set different numbers of
negative samples for different datasets. In contrast, we use a
simpler Siamese network and discard negative samples, which
can achieve better training results with only positive samples.
Second, the parameters in different hash layers should be as
different as possible, which cannot be guaranteed in LLSH
since it lacks constraints on the hash layers. We propose a
mutual difference loss to make the hash layers different from
each other. It can enlarge the distances between the hash layers
and improve the performance after optimization.

We conduct comprehensive studies across several datasets
to verify the effectiveness of the proposed two-stream frame-
work, including ShanghaiTech [37], CUHK Avenue [36],
IITB Corridor [38] and UCSD Ped2 [35] datasets. Without
using optical flow and object detection, our context recovery
stream can exceed the previous future frame prediction and
snippet reconstruction methods [13], [14], [17]. Furthermore,
the proposed iL2SH outperforms other knowledge modeling
methods, such as the clustering-based CAC [8] and the nearest-
neighbor-search-based Exemplar Selection [6]. Through com-
paring with several existing models [6], [8], [17], [20], [22],
we verify that context recovery and knowledge retrieval can
complement each other. Our method achieves the state-of-the-
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art performance on all the four datasets.
We summarize our contributions as follows:
• We propose a novel two-stream framework consisting of a

context recovery stream and a knowledge retrieval stream
for video anomaly detection. It not only utilizes the fine-
level local context to detect anomalies, but also takes
full advantage of the high-level semantic knowledge of
normal events to enhance the understanding of normality.

• We propose a spatiotemporal U-Net and maximum local
error mechanism to respectively enhance the ability of
motion modeling of the auto-encoder and the ability of er-
ror calculation in anomalous regions, which significantly
improve the accuracy of context recovery.

• We propose iL2SH, which improves the optimization
process of learnable locality-sensitive hashing. It can
efficiently extract, store and retrieve the knowledge about
normality, and detect anomalies according to the consis-
tency between testing events and the knowledge.

• We prove that the context recovery stream and the
knowledge retrieval stream are complementary for video
anomaly detection by experiments. With the fusion of
the two streams, our method achieves the state-of-the-
art performance on ShanghaiTech, CUHK Avenue, IITB
Corridor and UCSD Ped2 datasets.

II. RELATED WORK

A. Context Recovery Methods

The context recovery methods [13]–[28], which are based
on the assumption that normal events are easy to recover while
the abnormal events are hard to recover, become the main-
stream in the field of VAD in recent years. This kind of meth-
ods reconstruct the snippet or predict the future frame through
an encoder-decoder-style generative model. For example, [13],
[17], [18], [20], [22], [26] concatenate the input frames as an
image, and feed it into a U-Net model to predict the next
frame. However, they directly apply a 2D U-Net proposed in
the field of image segmentation to videos, making it difficult
to model the motion of objects. Hence, they have to combine
with the optical flow modality [13], [18], [22] or recurrent
units [16], [37]. For example, Lee et al. [16] adopt ConvLSTM
to encode the spatiotemporal features in both forward and
backward directions. There are some methods that adopt a 3D
CNN as the encoder [32]–[34]. Nevertheless, these models
usually use shallow networks to avoid gradient vanishing.
Compared with the above methods, our proposed STU-Net can
model the motion information without additional modality or
recurrent operation. There is a 3D-CNN-based U-Net in the
field of image summary [41]. It directly applies squeeze-and-
excitation blocks [42] for compressing feature dimensionality
and thus cannot be applied for future frame prediction, in
which the encoder and decoder have different numbers of
frames. In contrast, we propose temporal squeezing layers in
our STU-Net and solve the problem of inconsistent temporal
dimensions between the feature maps of the encoder and the
decoder.

Besides, most of the methods feed the whole frame into the
model in both training and testing phases, and others take the

detected objects [4], [15], [21], [30], [32] or video patches
[6], [33], [43] as the input. As described in the Introduction
section, the methods based on object detection only use the
foreground objects and thus ignore the scene information.
Additionally, they cannot detect the anomalous objects whose
categories are not covered in the pre-trained object detector.
The patch-based methods are difficult to capture the full
movement of the object, since patches of the same spatial grid
across times incurs visual misalignment when rigidly dividing
a moving object. In our context recovery stream, we still use
the whole frame as the input so that complete and long-term
motions can be captured. In the testing phase, we adopt the
maximum error among the patches of the recovery error map
(i.e. a frame) to reveal the anomaly score. Although Nguyen
and Meunier [44] also train a frame-level model and calculate
normalized patch-level errors, they do not exploit an effective
solution to solve the large error problem caused by foreground
objects. They use a fixed and small patch for different datasets,
which is easily affected by the noise in the error map and
cannot handle different resolutions of the videos. We propose
a novel maximum local error (MLE) mechanism that utilizes
the training videos to simulate anomalies and selects an
appropriate patch size for the dataset. The proposed MLE can
effectively focus on the anomalous region and calculate a more
accurate recovery error. Therefore, it alleviates the problem
of recovery error proportional to the number of foreground
objects.

B. Knowledge Retrieval Methods

The knowledge retrieval methods explicitly extract the rep-
resentations of training data as the knowledge about normality,
and detect anomalies according to the consistency between
the testing event and the knowledge representations. The
commonly used knowledge representations include decision
boundaries of OC-SVM [2]–[4], nearest neighbor samples
[5], [6], cluster centers [7]–[10] and probability distributions
[11], [12]. For example, Ionescu et al. [4] first classify the
normal data into K classes by K-means, and then use the
maximum classification score from K one-versus-rest SVMs
as the anomaly score. Wang et al. [8] propose a cluster
attention module to map the input event into K feature spaces.
For a testing sample, the highest similarity between its K
feature space representations and corresponding space centers
is regarded as its regularity score. However, the value of K
is usually too small to fully exploit the knowledge in normal
data. Ramachandra and Jones [6] build an exemplar set, in
which only the normal sample whose distance from the stored
samples in the set exceeds a threshold will be added. The
anomaly score is determined simply based on the distance
between the testing sample and its nearest exemplars, which
lacks the abstraction of knowledge. The normal patterns in the
memory modules of context recovery methods [14], [17], [20]–
[22] can also be regarded as the knowledge representations.
Limited by the size of the memory, it is difficult to contain
adequate knowledge in the memory module. Compared with
the above methods, our proposed iL2SH can make use of
the knowledge from training data and retrieve it efficiently.
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Fig. 2. Overview of our context recovery stream. A clip of previous 8 frames
are fed into STU-Net and predict the current frame. The maximum local error
(in red box) between the predicted frame and the ground truth frame is used
as the anomaly score.

Even if iL2SH is combined with the memory-augmented
context recovery model, it is still able to bring significant
improvements. Different from Lu et al. [39] who use MoCo
[40] to train the hash functions in their hash encoder, which
is easily affected by the number of negative samples (i.e.
the length of queue in MoCo), we use Siamese network for
optimization and discard negative samples. In addition, we
propose a new loss which can enlarge the differences between
any two hash functions.

III. PROPOSED METHOD

In this section, we first introduce the architecture of the
proposed two-stream framework. Then, we illustrate the spa-
tiotemporal U-Net (STU-Net) in our context recovery stream,
followed by the introduction of maximum local error (MLE)
mechanism. Next, we describe the proposed improved learn-
able locality-sensitive hashing (iL2SH) in the knowledge re-
trieval stream, which includes the sequential processes of train-
ing hash encoder, constructing knowledge base and retrieving
knowledge. Finally, we introduce the fusion of anomaly scores
of the two streams.

A. Two-Stream Framework

The proposed two-stream framework for video anomaly
detection is shown in Fig. 1. To detect if an anomalous event
occurs in a video sequence at time τ , the snippet containing
the τ -th frame is fed into the context recovery stream and
the knowledge retrieval stream, respectively. In the context
recovery stream, the input is recovered by an encoder-decoder-
style future frame prediction model in our implementation.
The error between the recovered frame and the ground truth
frame is taken as the anomaly score. In the knowledge retrieval

TABLE I
NETWORK DETAILS OF SPATIOTEMPORAL U-NET

Spatiotemporal U-Net

Encoder Decoder

fn1(n): [(n,3,12), (n,1,32), (4n,1,12)] fn3(n): [(n,1,32), (n,1,32),

fn2(n): [(n,1,12), (n,1,32), (4n,1,12)] (4n,1,32), (2n,1,22)T]

Level Kernel Stride Shape Level Kernel Shape

Input - - (3,8,2562) Input - (2048,1,22)

L1

(64,5,72) (1,22) (64,8,1282)

L5

(512,1,12) (512,1,42)
max(1,32) (1,22) (64,8,642) (512,1,22)T

fn1(64)×3 (1,12)×9 (256,8,642) (512,1,12) (2048,1,82)
max(2,12) (2,12) (256,4,642) (2048,1,12)T

L2
[fn1(128), (1,12)

(512,4,322) L4 fn3(512) (1024,1,162)
fn2(128)]×2 (1,22)

(1,12)×10 L3 fn3(256) (512,1,322)

L3
[fn1(256), (1,12)

(1024,4,162)
fn2(256)]×3 (1,22) L2 fn3(128) (256,1,642)(1,12)×16

L4
fn2(512) (1,12)

(2048,4,82) L1 fn3(64) (128,1,1282)

fn1(512) (1,22) fn3(32) (64,1,2562)

fn2(512) (1,12)×7 Output (64,1,32) (3,1,2562)
L5 avg(4,72) (1,12) (2048,1,22) (3,1,32)×2

stream, the knowledge base contains the knowledge about
normality extracted from training data. The normal knowledge
representation consistent with the input event is retrieved from
the knowledge base, and the anomaly score is determined by
the distance between the knowledge representation and the
event. If no knowledge representation can be retrieved, the
anomaly score is given a high value. The anomaly scores of
the two streams are added together as the final anomaly score
at time τ .

B. Context Recovery Stream

We propose a novel future frame prediction model named
spatiotemporal U-Net (STU-Net) for the context recovery
stream. STU-Net takes a snippet as the input and predicts
the next frame, as illustrated in Fig. 2. In order to detect
the anomaly for the current frame It, the previous 8 frames
It−8, It−7, · · · , It−1 are fed into STU-Net to generate the
predicted frame Ît. We calculate the proposed maximum local
error (MLE) between Ît and its ground truth It as the anomaly
score.

1) Spatiotemporal U-Net: As shown in Fig. 2, the proposed
STU-Net is a 5-level encoder-decoder with U-Net architecture.
A clip of 8 frames with the spatial resolution of 256×256
are input into it. The encoder gradually reduces the spatial
and temporal resolutions of the input to extract high-level
semantic features, while the decoder gradually recovers the
feature map by increasing the spatial resolution. To avoid the
gradient vanishing problem, the feature maps of the encoder
and decoder in each level are connected via a shortcut.
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Different from the previous works that stack the input
frames as an image to use 2D convolutions, we retain the
temporal dimension in the encoder, which helps to predict the
future frame through the motion in previous frames. Due to
the inequality in temporal dimension, the feature map output
by the encoder cannot be directly connected to the input of
the decoder in the same level. We address this issue by adding
a temporal squeezing layer (TSL) on each shortcut. The TSL
fuses the features from different time steps and squeezes the
temporal dimension to 1. In this way, the feature maps from the
encoder and the decoder in the same level can be concatenated
along the channel dimension, to serve as the input of the next
level of the decoder.

The network structures of the encoder and decoder are
detailedly displayed in TABLE I. We adopt the I3D network
[45] with ResNet-50 backbone [46] as the encoder, and design
the decoder on our own. Each parenthesis in the table describes
the kernel size of the convolution/pooling layer or the shape of
the output feature map in dimension (C, T,HW ), where C,
T , H and W respectively represent the number of channels,
the length, height and width of the feature map. For strides and
pooling layers, we omit the channel dimension C. We define
three functions fn1 , fn2 and fn3 for convenience. Each
of them represents a block composed of multiple convolution
layers. max and avg denote the max pooling and average
pooling, respectively. The residual connection in each level is
not displayed.

For the layers in the encoder, each convolution is followed
by a batch normalization (BN) [47] and a ReLU activation.
We remove the last ReLU activation, as it restricts diverse
feature representations. In the decoder, the convolution layer
with superscript T represents a transposed convolution, which
enlarges the spatial resolution of the feature map. The strides
in regular convolutions and transposed convolutions are (1, 12)
and (1, 22), respectively. Except for the last layer, each convo-
lution is followed by a BN and a Leaky ReLU. The temporal
squeezing layers are not shown in the table. There is only a
convolution with kernel size (C, 4, 12) and stride (1, 12) in
each TSL.

We minimize the mean square error (MSE) and L1 loss
between the predicted frame Ît and the ground truth It for
training STU-Net:

Ît = STUNet([It−8, It−7, · · · , It−1]), (1)

LFLE(It, Ît) = ‖It − Ît‖2F + λL1 × |It − Ît|, (2)

where λL1 is the weight of L1 loss, and LFLE denotes the
loss of frame-level error (FLE).

The proposed STU-Net has the ability to utilize the temporal
information of the input snippet to predict the future frame. By
using the frame-level error (i.e. Eq. (2)) as anomaly score, it is
comparable to existing frame prediction methods that combine
with optical flow to supplement motion information.

2) Maximum Local Error: For the VAD task, we expect
the context recovery model to be accurate in predicting normal
regions and inaccurate in abnormal regions. However, because
of the nonstatic background, large number of foreground
objects, image noise and other possible factors, we cannot

Algorithm 1 The Maximum Local Error Mechanism
Require: V = {Ii}Ni=1: a training video of N frames

nseg: the number of anomalous segments in a video
(default: 1)
ratio ∈ (0, 1): the ratio of anomaly frames in each

segment (default: 0.5)
offset: the offset index of the frame to be averaged with

current frame (default: 2)
Ensure: an anomalous video Ṽ = {Ĩi}Ni=1, and a list of labels
{Li}Ni=1 indicating if the frame is normal (0) or not (1)
function rotate(I): rotate I with a random angle α ∈ [2°, 5°]
function flip(I): horizontally flip I
m← floor(N/nseg) . get the length of a segment
for each i ∈ {1, 2, · · · , N} do

j ← i mod m . get the segment index
start← floor(m× (j + 0.5− 0.5× ratio)) + 1
end← start+ floor(m× ratio)
Ĩi ← rotate(flip(Ii))
if i >= start and i < end then

Ĩf ← rotate(flip(Ii+offset))
Ĩi ← 0.5× (Ĩi + Ĩf )
Li ← 1

else
Li ← 0

end if
end for

make fully accurate predictions for normal regions in the next
frame in any case. Inaccurate prediction of normal regions will
lead to higher errors and false positives.

To pay more attention to the anomalous region and ignore
normal regions, we propose a maximum local error (MLE) for
anomaly detection process, as shown in the red box in Fig. 2.
We use a square sliding window with fixed size to calculate a
number of local errors on the frame-level error map. Based on
the hypothesis that the error of anomalous region is larger than
that of normal region, we choose the maximum local error as
the anomaly score. The proposed MLE can be implemented
by max pooling. Mathematically, MLE is denoted as:

MLE(It, Ît)k,s = MaxPoolk,s(‖It − Ît‖2F+

λL1 × |It − Ît|),
(3)

where k is the size of the sliding window, and s is the stride.
The hyper-parameter k is dataset-based and can be de-

termined by a validation set. However, most VAD datasets
do not have validation sets. Thus, we propose an alternative
solution that uses training videos to simulate anomalies by
means of data augmentation, which can be seen in Algorithm
1. Specifically, we spatially flip and rotate all the frames in
a video at a random angle to obtain a new video that the
model has not seen before. To generate an anomalous frame,
we fuse the current frame with its future frame by averaging.
We use the simulated abnormal videos for video anomaly
detection, and select an appropriate k from the predefined set
K = {k1, k2, · · · , kn} according to the evaluation metric.

The proposed MLE mitigates the interference of recovery
errors in normal regions. With MLE, our STU-Net can reach
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Fig. 3. The architecture and training process of iL2SH. The proposed iL2SH
includes an event encoder and a hash encoder which consists of a group of
hash layers. We use a Siamese network for training iL2SH, where the two
branches share the same parameters.

similar or better performance compared with the methods
using object detectors.

C. Knowledge Retrieval Stream

The knowledge retrieval stream is proposed for enhancing
the understanding of normality. We aim to adaptively construct
a knowledge base, store the knowledge about normality from
training data, and retrieve the knowledge efficiently to detect
anomalies. To this end, we propose an improved learnable
locality-sensitive hashing (iL2SH). First, we take hash func-
tions as learnable parameters and embed them into a neural
network to optimize using the training data. Then, we map
all training events into hash codes by the optimized hash
functions. The mean vector of similar hash codes are stored
in each bucket of the hash table and served as the normal
knowledge representations. Finally, in the testing phase, we
look up a bucket consistent with the testing event, and calculate
the anomaly score based on the distances between the testing
hash codes and the retrieved knowledge representation.

1) Training iL2SH: The structure of iL2SH is illustrated
in Fig. 3, which mainly consists of an event encoder and a
hash encoder. The event encoder outputs a feature vector to
represent the event in the input snippet. In this work, it is
the I3D network as introduced in the context recovery stream.
The hash encoder contains a group of parallel hash layers,
each of which maps the feature to a real-valued hash code and
will be used to construct a hash table. A hash layer has three
sequential layers including a liner layer, a layer normalization
[48] and a sigmoid activation. Each linear layer serves as a
hash function and we aim to optimize it to generate similar
hash codes for similar features.

As shown in Fig. 3, iL2SH is embedded as a branch of
the Siamese network, where the two branches share the same
parameters. We feed a snippet St into one of the branches. At
the same time, a similar snippet St+∆t which is temporally
close to St is sampled from the same video and fed into the

Algorithm 2 The Process of Constructing Knowledge Base
Require: {Si}Ni=1: N training snippets

Enc(·): iL2SH, which maps a snippet to B hash codes
{Hb[key] = (cnt, val)}Bb=1: B empty hash tables

Ensure: hash tables {Hb}Bb=1 that stores the hash codes
function BIN(a) . Binary function

for all a<i> of the i-th bit in a do
a<i> ← 0 if a<i> < 0.5 else 1

end for
return a

end function
for each i ∈ {1, 2, · · · , N} do
{hb}Bb=1 ← Enc(Si)
for each b ∈ {1, 2, · · · , B} do

k ← BIN(hb)
if k exists in Hb.key then
Hb[k].val ← (Hb[k].val × Hb[k].cnt +

hb) / (Hb[k].cnt+ 1)
Hb[k].cnt← Hb[k].cnt+ 1

else
Hb[k].cnt← 1
Hb[k].val← hb

end if
end for

end for

other branch. Each branch outputs a group of short hash codes,
which are concatenated as a compact long hash code. We
minimize the cosine distance between the concatenated hash
codes of the two branches:

Lc(lt, lt+∆t) = 1− lt
‖lt‖
· lt+∆t
‖lt+∆t‖

(4)

where ls and lt+∆t is the concatenated hash codes correspond-
ing to the input snippets St and St+∆t.
St and St+∆t make up a positive pair and the distance

between them is pulled close by Eq. (4). We do not take
the snippets from different videos as negative pairs and push
away the distances between them, since they provide little
improvement for training and the number of negative pairs is
sensitive to the scale of dataset. Instead, we expect different
hash layers to output as different hash codes as possible to
construct different hash tables. Therefore, we propose a mutual
difference loss that enlarges the difference between the hash
codes output by a hash encoder:

Lm([h1, h2, · · · , hB ]) =
2

RB(B − 1)

B∑
j=1

B∑
i=j+1

hi
‖hi‖

· hj
‖hj‖

,

(5)
where hi ∈ RR is a hash code of length R, and B denotes
the number of hash codes.

We average the mutual difference losses of the two
branches. The total loss for training iL2SH is denoted as:

Ltotal = Lc +
λm
2

(L(1)
m + L(2)

m ), (6)

where L(i)
m (i ∈ {1, 2}) denotes the mutual difference loss of

the i-th branch, and λm is the weight.
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Fig. 4. An example of constructing a hash table. F denotes a feature fed into
the hash layer. The hash codes with the same key are averaged and stored in
one bucket.

When the training process is finished, the hash layers has an
enhanced ability to map similar events to similar hash codes.
We can use iL2SH for constructing knowledge base in the next
step.

2) Constructing Knowledge Base: Our purpose is to con-
struct a knowledge base which contains the knowledge repre-
sentations about normality obtained from the training data. To
this end, we first map each training event to a group of hash
codes, and then store each hash code into a corresponding hash
table. Each hash table is composed of a number of buckets in
the form of key-value pairs. The keys are the binary vectors of
the hash codes, and the values are the mean vectors of those
hash codes sharing the same binary key. A detailed process of
constructing knowledge base is summarized in Algorithm 2.

We take one hash layer as an example to explain the process
of constructing a hash table, which is shown in Fig. 4. The
normal events S1, S2 and S3 generate three real-valued hash
codes via the same hash layer. Then we use the binary function
in Algorithm 2 to obtain a binary key for each hash code. The
hash code of S1 is stored in the first bucket with its binary
key ”0110”. Since S2 and S3 has the same binary key ”1101”,
we calculate the mean vector of the two hash codes, which is
then stored in the second bucket. In this way, similar events
are abstracted into a knowledge representation and stored as a
vector in a bucket. Meanwhile, each knowledge representation
can be retrieved efficiently via the binary key, which will be
introduced in the following step.

3) Retrieving Knowledge: Given a testing snippet, we aim
to discriminate whether it is consistent with the normal knowl-
edge and estimate an anomaly probability. Therefore, we try to
retrieve a knowledge representation from the knowledge base
and use the distance between it and the retrieved knowledge
representation as the anomaly score. Algorithm 3 describes
the process of retrieving knowledge. For a testing snippet
St, we first obtain a group of hash codes and binary keys.
Then, we retrieve a bucket from the corresponding hash table,
and calculate the L2 distance between the testing hash code

Algorithm 3 The Process of Retrieving Knowledge
Require: St: a testing snippet

Enc(·): iL2SH, which maps a snippet to B hash codes
{Hb[key] = (cnt, val)}Bb=1: B hash tables obtained by

Algorithm 2
Pmax: a predefined maximum anomaly score

Ensure: pt: the anomaly score of St
{hb}Bb=1 ← Enc(St)
pt = Pmax
for each b ∈ {1, 2, · · · , B} do

k ← BIN(hb) . BIN is the function in Algorithm 2
if k exists in Hb.key then

d = ‖Hb[k].val − hb‖2
if d < pt then

pt ← d
end if

end if
end for

and the vector in the retrieved bucket. The minimum distance
from all the hash tables is taken as the anomaly score of St.
By using the decision from multiple hash tables, we can find
the most relevant knowledge representation and hence reduce
false alerts. However, each of the binary keys may not exist
in the corresponding hash table. In this case, we treat St as an
anomalous event which is inconsistent with normal knowledge.
St is assigned with a predefined high anomaly score Pmax,
which is the maximum L2 distance between any two hash
codes:

Pmax =
√
R, (7)

where R is the length of a hash code.
In summary, we construct a group of hash tables as the

knowledge base, retrieve a knowledge representation (i.e. mean
vector of hash codes) from each hash table, and compare the
testing event with the retrieved knowledge representations to
detect anomalies.

D. Fusion of Two Streams

Now we can obtain the anomaly scores from the context
recovery stream and the knowledge retrieval stream. We fuse
the results from the two streams by a late fusion:

pfuse = λcrpcr + λkrpkr, (8)

where pcr and pkr respectively denote the anomaly score
obtained from the context recovery stream and the knowledge
retrieval stream, and λcr > 0 and λkr > 0 are the correspond-
ing weights.

The context recovery stream has a good ability to detect
short-term anomalous movements, and the knowledge retrieval
stream can make use of high-level semantic knowledge about
normality to detect anomalous events. The anomaly detection
results from the two streams can complement each other and
thereby improve the performance for VAD.
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TABLE II
FOUR DATASETS USED IN OUR EXPERIMENTS

Dataset Year Training
videos / frames

Testing
videos / frames Scenes Resolution Abnormal events

UCSD Ped2 [35] 2010 16 / 2.6k 12 / 2.0k 1 360×240 Bikers, carts and skaters
CUHK Avenue [36] 2013 16 / 15k 21 / 15k 1 640×360 Throwing object, wrong direction, running, etc.
ShanghaiTech [37] 2017 330 / 275k 107 / 43k 13 856×480 Bikers, loitering, fighting, vehicles, etc.
IITB Corridor [38] 2020 208 / 302k 150 / 182k 1 1920×1080 Protest, playing with ball, unattended baggage, etc.

IV. EXPERIMENTS

In this section, we conduct comprehensive experiments to
verify the effectiveness of our proposed two-stream framework
and compare with other methods. We first introduce the
datasets, evaluation metric and implementation details in our
experiments. Next, we carry out a detailed ablation study
to investigate the effect of different components proposed in
our method. Then, we study the complementarity of context
recovery and knowledge retrieval by fusing different types of
existing methods. After that, we visualize and analyze the
effect of MLE and fusion of two streams. Finally, we compare
our two-stream framework with existing methods, where our
method achieves the state-of-the-art performance.

A. Datasets

We evaluate our method on four commonly used datasets,
i.e. ShanghaiTech [37], CUHK Avenue [36], IITB Corridor
[38] and UCSD Ped2 [35], which are shown in TABLE II.
ShanghaiTech is an extremely challenging dataset, since there
are 13 separate scenes and the anomalous events vary widely.
We need to train only one model to detect the abnormal events
in all scenes. Although Avenue is a single-scene dataset, the
complex pedestrian movements in the background making it
difficult to detect anomalies. Corridor is a newly proposed
challenging dataset which has a high resolution. It contains
group-level anomalies, e.g. protest, which are absent in other
datasets. Ped2 is a small-scale dataset and all of the abnormal
events are related to objects. All the frames in Ped2 are
grayscale and with low resolution. We mainly use Shang-
haiTech and Avenue for ablation studies, and compare with
other methods on the four datasets.

B. Evaluation Metric

We adopt the most widely used area under curve (AUC) to
evaluate the performance of anomaly detection. AUC is com-
puted by the area under the receiver operating characteristic
(ROC) curve, which is drawn by false positive rates and true
positive rates with changing the threshold of anomaly scores.
In order to compare with existing methods fairly, we adopt
both micro-AUC and macro-AUC following [30]. Micro-AUC
is obtained by concatenating all frames in a dataset as a video
and calculating the AUC. Macro-AUC is the average AUC
of all videos. In ablation studies, we only report micro-AUC,
which is adopted in most of the previous works.

C. Implementation Details

The default settings in our experiments are introduced as
follows. In the context recovery stream, the temporal sampling
rate is set to 2, and the frames are resized to 256×256 pixels
before fed into STU-Net. To mitigate the serious distortion
cause by resizing, we manually crop three fixed square regions
along the corridor1. The weight of L1 loss λL1 in Eq. (2) is
set to 1. The predefined sizes of sliding windows (i.e. Ks)
are {2n}8n=4, and the final sizes used in our experiments on
ShanghaiTech, Avenue, Corridor and Ped2 are 128, 64, 256
and 32, respectively. In the knowledge retrieval stream, each
input snippet consists of 8 frames. The temporal sampling
rates are 8 for ShanghaiTech and Corridor, and 4 for Avenue
and Ped2. We use B = 8 hash layers in the hash encoder,
and the length of each hash code R is 32. The weights
λm, λcr and λkr are set to 0.64, 1 and 1, respectively.
The event encoder I3D is pre-trained on Kinetics-400 dataset
[45], [49] and freezed during training. Following previous
works [4], [18], [20], [30], [32], we normalize the anomaly
scores and apply a Gaussian filter to smooth them. All the
experiments are performed with two Nvidia Tesla V100 GPUs
using PyTorch [50]. More details can be seen in our code:
https://github.com/zugexiaodui/TwoStreamUVAD.

D. Ablation Study

We conduct ablation experiments on the proposed two-
stream framework to study the effect of different components.
The results on ShanghaiTech and Avenue datasets are shown
in TABLE III. In the context recovery stream, we adopt a 2D
U-Net as the baseline, in which the encoder is replaced with a
ResNet-50 [46] network and other layers are the same as those
in STU-Net. The encoder is pre-trained on ImageNet [51] and
freezed during training. Although the proposed STU-Net has
better performance than the 2D U-Net with pre-training, it can
use the parameters trained on Kinetics-400 dataset to further
improve the performance. In the knowledge retrieval stream,
iL2SH without training is adopted as the baseline. ”w/ neg.”
means that iL2SH is trained with negative pairs, where the
videos of negative instances differs from those of positive
instances. We take the negative cosine distance (i.e. negative
value of Eq. (4)) between negative pairs as the loss function
and set its weight to 0.5 to be added to the loss of positive
pairs Lc. ”w/ Lm” denotes iL2SH is trained with our proposed
mutual difference loss.

1The left-top corners and widths are (x, y, w) = {(320, 184, 896), (576,
96, 412), (672, 0, 256)}

https://github.com/zugexiaodui/TwoStreamUVAD


9

TABLE III
EFFECT OF DIFFERENT COMPONENTS

Context recovery stream Knowledge retrieval stream Micro-AUC (%)

index U-Net STU-Net Pre-training MLE iL2SH Training w/ neg. w/ λm ShanghaiTech Avenue

1 X X 72.5 82.0
2 X 74.4 84.8
3 X X 75.3 85.1
4 X X X 75.8 85.1
5 X X X 79.7 87.2

6 X 71.8 83.2
7 X X X 78.9 86.0
8 X X 79.6 86.7
9 X X X 81.0 88.1

1+6 X X X 75.4 86.7
1+9 X X X X X 80.2 88.2
5+6 X X X X 81.5 88.9
5+9 X X X X X X 83.7 90.8

TABLE IV
FUSION OF DIFFERENT METHODS ON SHANGHAITECH (MICRO-AUC %)

Context recovery methods Knowledge retrieval methods
Method STU-Net MPN AMMC iL2SH CAC Exemplar

STU-Net 79.7 77.5 78.4 83.7 82.1 80.9
MPN 77.5 73.1 74.2 79.9 78.7 77.4

AMMC 78.4 74.2 73.7 80.4 79.3 77.9
iL2SH 83.7 79.9 80.4 81.0 80.9 79.1
CAC 82.1 78.7 79.3 80.9 75.8 77.9

Exemplar 80.9 77.4 77.9 79.1 77.9 74.2

For convenience, we add index in TABLE III to refer to
different ablation study settings. Comparing experiment (abbr.
exp.) 2 with exp. 1, it can be seen that our proposed STU-Net
which can utilize the motion of input snippet outperforms 2D
U-Net by about 2% and 3% on ShanghaiTech and Avenue,
even if the encoder of STU-Net is not pre-trained. Exp. 3 in-
dicates the I3D encoder in our STU-Net can also benefit from
the learned representation in action recognition, which is an
advantage compared with other models. Equipped with MLE,
the performances of U-Net and STU-Net improve by 2%∼4%
in exp. 4 and exp. 5, demonstrating the effectiveness of the
proposed MLE. In exp. 8, our iL2SH trained without negative
pairs boosts the performance of the basic iL2SH in exp. 6 by
7.8% and 3.5% on ShanghaiTech and Avenue, respectively.
It also surpasses the iL2SH trained with negative samples
in exp. 7 by 0.7%. With the proposed mutual difference loss
in exp. 9, the results of iL2SH on ShanghaiTech and Avenue
increase by 1.4% compared with exp. 8 which does not have a
constraint on the difference of hash layers. Moreover, we re-
implement LLSH [39] on ShanghaiTech and Avenue datasets.
The micro-AUCs of LLSH on the two datasets are 78.7% and
86.3%, which are inferior to our iL2SH by about 2%. From
exp. ”1+6”, we can see that the fusion of two baseline models
can bring a significant improvement of 3%∼5% compared
with a single model. Through fusing the two streams proposed
in this work, our two-stream framework achieves the best
results on both datasets in exp. ”5+9”.

TABLE V
FUSION OF DIFFERENT METHODS ON AVENUE (MICRO-AUC %)

Context recovery methods Knowledge retrieval methods
Method STU-Net MNAD AMMC iL2SH CAC Exemplar

STU-Net 87.2 88.1 86.8 90.8 88.3 88.3
MNAD 88.1 87.5 88.4 90.6 89.7 89.2
AMMC 86.8 88.4 86.6 90.3 89.6 88.9
iL2SH 90.8 90.6 90.3 88.1 87.0 87.3
CAC 88.3 89.7 89.6 87.0 83.0 84.3

Exemplar 88.3 89.2 88.9 87.3 84.3 84.1

E. Complementarity Study

To verify the complementarity of context recovery and
knowledge retrieval, we re-implement several recent methods,
each of which can be generalized as a kind of context recovery
or knowledge retrieval method, to make a trough fusion study.
The results on ShanghaiTech and Avenue datasets are shown
in TABLE IV and TABLE V. The micro-AUCs of basic
methods which are not fused with others are shown on the
diagonal and in gray text. An off-diagonal value denotes the
AUC of fusing the methods corresponding to its column and its
row. The highest results are shown in bold. Since the weights
for fusing two streams are both set to 1, the result matrix in
each table is symmetric.

In addition to our STU-Net, the context recovery methods
include MPN [20], MNAD [17] and AMMC [22], which are
state-of-the-art memory-augmented context recovery models.
We follow their official codes for re-implementation. The re-
implemented knowledge retrieval methods are CAC [8] and
Exemplar Selection [6] (abbr. Exemplar), which have been
introduced in Related Work. For these two methods, we use
the same pre-trained I3D encoder as in iL2SH for feature
extraction. In CAC, we freeze the pre-trained feature extractor
and only train the cluster attention module instead of training
the whole network. We report the result under the setting
of 16 clusters since it achieves the best performance. As to
Exemplar, we adopt MSE to measure the distance between
two samples, and the distance thresholds for constructing
exemplar sets are set to 150 and 60 for ShanghaiTech and
Avenue datasets, respectively. We take the average distance
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Fig. 5. Performance variations of fusing different types of methods (CR:
context recovery; KR: knowledge retrieval).

TABLE VI
FUSION OF TWO STREAMS WHICH HAVE THE SAME TEMPORAL

SAMPLING RATE (=4)

Micro-AUC (%)

Method ShanghaiTech Avenue Ped2

STU-Net 77.3 84.6 90.0
iL2SH 78.7 88.1 91.3

Two-Stream 81.1 88.8 93.4
Improvement 2.4 0.7 2.1

between the testing sample and its 8 / 64 nearest exemplars for
ShanghaiTech / Avenue as the anomaly score, which achieves
the best performance compared with other settings.

From TABLE IV and TABLE V, we can see that the fusion
of two context recovery methods or two knowledge retrieval
methods cannot bring an obvious improvement. For example,
in TABLE IV, by fusing MPN (73.1%) and AMMC (73.7%),
the AUC (74.2%) is only increased by 0.5% compared with the
higher performance between MPN and AMMC (i.e. 73.7%).
However, fusing two different types of methods can generally
brings a significant improvement, even though the context
recovery methods are equipped with memory modules. For ex-
ample, fusing CAC and AMMC has an improvement of 3.5%
(75.8% + 73.7% → 79.3%) on ShanghaiTech. In some cases,
the fusion of a context recovery method and a knowledge
retrieval method may have a slight decline, which is reasonable
since the results of the two methods have a huge gap.

To analyze the effect of fusing different types of methods
clearly, we calculate the average improvement of each fusion
type based on the results in TABLE IV and TABLE V.
The performance variations are shown in Fig. 5, where the
fusion types include two context recovery methods (CR-CR),
two knowledge retrieval methods (KR-KR) and a context
recovery method with a knowledge retrieval method (CR-KR).
It can be seen that the fusion of context recovery methods
and knowledge retrieval methods can bring the highest im-
provement on both datasets, which significantly exceeds the
fusion of two identical types of methods by more than 1.7%,
demonstrating the complementarity of context recovery and
knowledge retrieval. Particularly, when STU-Net and iL2SH
are fused, the results are the highest on both ShanghaiTech and
Avenue datasets as displayed in TABLE IV and TABLE V.

Furthermore, we conduct an experiment where the STU-
Net and iL2SH have the same temporal sampling rate, to verify

Fig. 6. AUCs on pseudo anomalous data and real testing data. K denotes
the size of sliding window in MLE.

that the improvement of fusing a context recovery stream and a
knowledge retrieval stream is not caused by different temporal
scales. As shown in TABLE VI, the sampling rates of STU-
Net and iL2SH are both set to 4. Although this setting results
in lower performance compared with the default setting, the
improvements on ShanghaiTech, Avenue and Ped2 datasets are
still significant. This experiment proves that fusing the context
recovery method and knowledge retrieval method which have
the same temporal scale can bring improvement for the fusion.
On the contrary, even if two methods of the same type have
different temporal scales, the fusion of them cannot boost
the performance. For example, the context recovery methods
STU-Net and AMMC in TABLE V have different temporal
sampling rates (2 and 1), the result of fusion is lower than
STU-Net by 0.4%.

To sum up, context recovery methods and knowledge re-
trieval methods can complement each other and bring signif-
icant improvement while the same type of methods cannot.
Among the fusions of different methods, our proposed two-
stream model consisting of STU-Net and iL2SH achieves the
best performance, which demonstrates the superiority of the
proposed method.

F. Visualization and Analysis

We visualize several testing samples and anomaly scores to
analyze the effects of MLE and fusion of STU-Net and iL2SH
in this section.

1) Maximum Local Error: Fig. 6 displays the AUCs of
different sizes of the sliding window (i.e. Ks) in MLE on
testing data and pseudo anomalous data simulated by training
videos. On both ShanghaiTech and Avenue datasets, it can be
seen the AUC curves on the two types of data almost have the
same trend. On ShanghaiTech dataset, the highest AUC on
pseudo anomalous data is achieved when K = 128, according
to which we set K to 128 on testing data and achieves the
best result. The same is true on Avenue dataset when K = 64,
which demonstrates the effectiveness of simulating anomalies.
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Fig. 7. Visualization of frames from ShanghaiTech (the first row) and Avenue
(the second row) datasets. The columns are ground truth frames, predicted
frames and error frames. Red boxes represent the anomalous regions, and
green boxes denote the patches which have the maximum error.

Fig. 8. Score gaps of frame-level error (FLE) and maximum local error
(MLE).

Two examples of frames are shown in Fig. 7, from which we
can see MLE finds the anomalous region accurately without
using any object detection algorithms. To quantitatively study
how MLE affects anomaly scores, we calculate the score gaps
of frame-level error (FLE) and MLE, as shown in Fig. 8. The
score gap is the difference value between the average scores
of anomalous frames and normal frames. It reflects the ability
to discriminate normality and anomaly, and is expected to has
a higher value. Fig. 8 shows that MLE can increase the score
gap, thus improving the ability to detect anomalies in videos.

2) Fusion of Two Streams: We illustrate the anomaly score
curves of each stream and fusion of the two streams in Fig. 9
to explain how the two streams complement each other. For
example, in video ”04 0001” of ShanghaiTech, iL2SH and
STU-Net output relative low anomaly scores in the first and
second abnormal periods, respectively. However, the fusion of
the two streams can generate high anomaly scores in both
periods, hence improving the AUC by 2.7% on this video.
The score gaps are displayed in Fig. 10, which shows that the
fusion of the two streams increases the score gap. Therefore,
our two-stream framework can achieve better performance
than a single stream.

G. Comparison with Existing Methods

The comparison of different methods on ShanghaiTech [37],
Avenue [36], Corridor [38] and Ped2 [35] datasets is displayed
in TABLE VII. We report both micro-AUC and macro-AUC
for each method if available, and the best results are in bold
text. The results marked with † are implemented by Rodrigues

Fig. 9. Anomaly score curves of STU-Net, iL2SH and fusion of the two
streams on two videos. GT: ground truth.

Fig. 10. Score gaps of STU-Net, iL2SH and fusion of the two streams.

et al. [38] because there are no official results. In LLSH [39]
and our two-stream framework, the results on Corridor are
under the setting of manually cropped regions aforementioned
in Implementation Details, which are marked with ‡. We mark
the methods using object detection (w/ obj.) since anomalies in
most datasets are closely related to objects in the current stage
of video anomaly detection. The best results of the methods
without using object detection are underlined.

Under a fair setting that does not use object detection, our
two-stream method achieves the best performance in both
micro-AUC and macro-AUC metrics on three datasets, i.e.
ShanghaiTech, Avenue and Corridor. Especially, it is worthy
noting that the micro-AUC of our method on ShanghaiTech
dataset is higher than other two outstanding methods without
using object detection, i.e. CAC [8] and VADB [26], by 4.4%
and 5.5%. Even though compared with those methods using
object detection [4], [15], [21], [29], [30], [32], pose estimation
[29] and extra datasets [30] (served as pseudo anomalous
data), our method is still the best on the two large-scale
datasets (i.e. ShanghaiTech and Corridor) in both metrics,
and the best on Avenue in macro-AUC. We also experiment
on Corridor without manually selecting regions as shown in
TABLE VIII, and our two-stream framework still achieves the
best performance compared with other methods [13], [26],
[29], [38], [52]. Although the performance of our model is
not the best on Ped2 dataset, it can be improved by combining
with object detection and optical flow in the future since all
the anomalies in Ped2 are related to objects.

V. CONCLUSION

In this paper, we propose a novel two-stream framework
composed of a context recovery stream and a knowledge
retrieval stream for video anomaly detection. In the context
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TABLE VII
COMPARISON OF DIFFERENT METHODS ON FOUR DATASETS. TEXT IN BOLD: THE BEST RESULT; † : RESULTS IMPLEMENTED BY OTHERS; ‡ : USING

MANUALLY CROPPED REGIONS; W/ OBJ.: USING OBJECT DETECTION; UNDERLINE: THE BEST RESULT WO/ USING OBJECT DETECTION

ShanghaiTech Avenue Corridor Ped2

Method w/ obj. Micro Macro Micro Macro Micro Macro Micro Macro

FFP [13] 72.8 - 84.9 - 64.7† - 95.4 -
MemAE [14] 71.2 - 83.3 - - - 94.1 -
OADA [4] X - 84.9 90.4 - - - 97.8
MPED-RNN [52] 73.4 - - - 64.3† - - -
AMC [44] - - 86.9 - - - 96.2 -
BMAN [16] 76.2 - 90.0 - - - 96.6 -
r-GAN [53] 77.9 - 85.8 - - - 96.2 -
GEPC [9] 76.1 - - - - - - -
MNAD [17] 70.5 - 88.5 - - - 97.0 -
MTP [38] 76.0 - 82.9 - 67.1 - - -
Ada-Net [54] 70.0 - 89.2 - - - 90.7 -
CAC [8] 79.3 - 87.0 - - - - -
DeepOC [34] - - 86.6 - - - 96.9 -
VEC-AM [15] X 74.8 - 89.6 - - - 97.3 -
Multispace [55] 73.6 - 86.8 - - - 95.4 -
AMMC-Net [22] 73.7 - 86.6 - - - 96.6 -
MESDnet [24] 73.2 - 86.3 - - - 95.6 -
BAF [30] X 82.7 89.3 92.3 90.4 - - 98.7 99.7
SSMTL [32] X - 90.2 - 92.8 - - - 99.8
HF2-VAD [21] X 76.2 - 91.1 - - - 99.3 -
F2PN [18] 73.0 85.7 - - 96.2 -
LLSH [39] 77.6 85.9 87.4 88.6 73.5‡ 74.2‡ - -
sRNN-AE [56] 69.6 - 83.5 - - - 92.2 -
MPN [20] 73.8 - 89.5 - - - 96.9 -
SmithNet [19] 73.8 - 89.4 - - - 98.4 -
ROADMAP [23] 76.6 - 88.3 - - - 96.3 -
HSTGCNN [29] X 81.8 - 87.5 - 70.5 - 97.7 -
SIGnet [25] - - 86.8 - - - 96.2 -
SSAGAN [27] 74.3 - 88.8 - - - 97.6 -
VABD [26] 78.2 - 86.6 - 72.2 - 97.1 -

STU-Net (ours) 79.7 87.6 87.2 88.2 74.9‡ 77.2‡ 95.9 97.4
iL2SH (ours) 81.0 87.2 88.1 90.6 68.8‡ 65.6‡ 91.3 99.2
Two-stream (ours) 83.7 90.8 90.8 93.0 78.3‡ 77.9‡ 97.1 99.3

TABLE VIII
RESULTS ON CORRIDOR WITHOUT MANUALLY CROPPING

Corridor

Method Micro Macro

STU-Net 69.5 63.6
iL2SH 70.7 59.7
Two-stream 73.1 64.0

recovery stream, a spatiotemporal U-Net (STU-Net) is pro-
posed to utilize the motion in the current snippet to predict
the future frame. Additionally, we propose a maximum local
error (MLE) mechanism which can focus on the recovery
error in anomalous region and hence generate more accurate
anomaly score. In the knowledge retrieval stream, we propose
an improved learnable locality-sensitive hashing (iL2SH) to
store the knowledge about normality and retrieve it to deter-
mine whether a testing event is consistent with the normal
knowledge. By fusing the context recovery stream and the
knowledge retrieval stream, our two-stream framework can
use both short-term motion and knowledge about normality to
detect anomalies. Extensive experiments verify the effective-
ness and complementarity of the two streams, which achieves
the state-of-the-art performance on ShanghaiTech, Avenue,

Corridor and Ped2 datasets.
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