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Abstract

The focus of this paper is an information-theoretic studyretfansmission protocols for reliable
packet communication under a secrecy constraint. fiteid automaticretransmission iguest (HARQ)
protocol is revisited for a block-fading wire-tap channelwhich two legitimate users communicate over
a block-fading channel in the presence of a passive eav@seiravho intercepts the transmissions through
an independent block-fading channel. In this model, thestradtter obtains a-bit ACK/NACK feedback
from the legitimate receiver via an error-frpablic channel. Both reliability and confidentiality of secure
HARQ protocols are studied by the joint consideration ofrate coding, secrecy coding, and retrans-
mission protocols. In particular, the error and secrecygperance ofrepetition time diversitfRTD) and
incremental redundancfiNR) protocols are investigated based gmod Wyner code sequences, which
ensure that the confidential message is decoded succgdsjuthe legitimate receiver and is kept in
total ignorance by the eavesdropper for a given set of cHawadizations. This paper first illustrates
that there exists goodrate-compatible Wyner code family which ensures a secuke pkbtocol. Next,
two types of outage probabilitiegonnection outagend secrecy outagerobabilities are defined in
order to characterize the tradeoff between the reliabditthe legitimate communication link and the
confidentiality with respect to the eavesdropper’s linkc &@iven connection/secrecy outage probability
pair, an achievable throughput of secure HARQ protocolseisvdd for block-fading channels. Finally,
both asymptotic analysis and numerical computations dsirate the benefits of HARQ protocols to

throughput and secrecy.
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. INTRODUCTION

Reliable communication is essential in applications ofeleiss packet-oriented data networks. A class
of special coding schemes, the so-called hybrid automati@msmission request (HARQ), combine
powerful channel coding with retransmission protocolsribance the reliability of communication links.
Among currently available HARQ protocols, the most eleragntform is therepetition-coding-based
HARQ which combines several noisy observations of the saatkai by using a suitable diversity
technigue at the receiver, such as maximal-ratio combjrggal-gain combining, or selection combining.
A more powerful HARQ scheme is the so-calliedremental redundancdARQ, which achieves higher
throughput efficiency by adapting its error correcting cogigundancy to fluctuating channel conditions.
In an incremental redundancy scheme, the message is enabded transmitter by a “mother” code.
Initially, only a selected number of coded symbols are tnaitied. The selected number of coded symbols
form a codeword of a punctured mother code. If a retransoniss requested, additional redundancy
symbols are sent under possibly different channel conditid\n information-theoretic analysis of the
throughput performance of HARQ protocols over block-fad@aussian collision channels is found in
[1]. By assuming Gaussian random coding and typical-sebdiag, the results of [1] are independent of
the particular coding/decoding technique and can be regaad providing a limiting performance in the
information-theoretic sense. Another line of recent reste@n HARQ concerned with various mother
codes and their puncturing can be found in [2]-[8].

Confidentiality is a basic requirement for secure commuitinaover wireless networks. We note that
the broadcast nature of the wireless medium gives rise tordoauof security issues. In particular, wireless
transmission is very susceptible to eavesdropping singerenwithin communication range can listen
to the traffic and possibly extract information. Tradititmaconfidentiality has been provided by using
cryptographic methods, which rely heavily on secret keyaweler, the distribution and maintenance of
secret keys are still open issues for large wireless nesvdt@&rtunately, confidential communication is
possible without sharing a secret key between legitimagesud his was shown by Wyner in his seminal
paper [9]. In the discrete memoryless wire-tap channel megroposed, the communication between

two legitimate users is eavesdropped upon via a degradethehéhe eavesdropper channel). The level



of ignorance of the eavesdropper with respect to the cortfalenessage is measured by the equivocation
rate. Perfect secrecy requires that the equivocation radeld be asymptotically equal to the message
entropy rate. Wyner showed that perfect secrecy can be\athia a stochastic code, referred to as
Wyner secrecy code. Csiszar and Korner generalized #ssltrand determined the secrecy capacity
region of the broadcast channel with confidential messag¢$0]. Recent research investigates multi-
user communication with confidential messages, e.g., pheilticcess channels with confidential messages
[11], [12], multiple access wire-tap channels [13], anatiférence channels with confidential messages
[14]. The effect of fading on secure communication has beedied in [15]-[18]. More specifically,
assuming that all communicating parties have perfect oblatate information (CSI) prior to the message
transmission, [15] has studied the delay limited secre@acity of wireless channels, while [16]-[18]
have studied the secrecy capacity of an ergodic fading &afitB] has also considered the ergodic
scenario in which the transmitter has no CSI about the eavppdr channel.

In this paper, we investigate secure packet communicats®d on HARQ protocols. The challenge
of this problem is twofold: first, the encoder at the transeniheeds to provide sufficient redundancy for
the legitimate receiver to decode its message successbullthe other hand, too much redundancy may
help adversarial eavesdropping. As an example, retrasgmiss an effective way to enhance reliability,
but nevertheless it may also compromise confidentialitys Titotivates the joint consideration of channel
coding, secrecy coding, and retransmission protocols.

We consider a frequency-flat block-fading Gaussian wipeetaannel. In this model, a transmitter sends
confidential messages to a legitimate receiver via a bladiafj channel in the presence of a passive
eavesdropper who intercepts the transmission throughdapéndent block-fading channel. We assume
that the transmitter has no perfect CSlI, but receivasb#t ACK/NACK feedback from the legitimate
receiver via a reliable public channel. Under this setting,study the secure HARQ protocols from an
information theoretic point of view. In particular, the errand secrecy performance mdpetition time
diversity (RTD) andincremental redundanc{fNR) protocols are investigated based good Wyner code
sequences, which ensure that the confidential messageadetesuccessfully by the legitimate receiver
and is kept completely secret from the eavesdropper for engdet of channel realizations of both the
main and the eavesdropper channels. Next, we show that &éxsts agood rate-compatible Wyner
code family which suits the secure INR protocol. Due to theesmloce of CSI, the transmitter cannot
adapt its code and power level to channel conditions. ldstea a given mother code, we consider the
outage performance of secure HARQ protocols. Specificaitydefine two types of outageonnection

outageand secrecy outageThe outage probabilities (i.e., the probabilities of cection and secrecy



outage) are used to characterize the tradeoff between liabiligy of the legitimate communication link
and the confidentiality with respect to the eavesdroppins We evaluate the achievable throughput of
HARQ protocols under the constraints on these two outadegmibties. Finally, we compare the secrecy
throughput of two HARQ protocols through both numerical portations and an asymptotic analysis,
and illustrate the benefit of HARQ schemes to informationresc

Generally speaking, when the coding parameters (main ehaode rate and secrecy information rate
for ensuring reliability and secrecy, respectively) canfiteely chosen, INR can achieve a significantly
larger throughput than RTD, which concurs with the result$ involving secrecy where it has been
shown that mutual-information accumulation (INR) is a meffective approach than SNR-accumulation
(RTD) [1]. However, when one is forced to ensure small cotinercmoutage for the main channel even
when it is bad, one is forced to reduce the main channel coge Tae INR scheme, having a larger
coding gain (to both the intended receiver and the eavepdrppneeds to sacrifice a larger portion of
the main channel code rate in order to satisfy the secreayirsagent. Hence, when the main channel
code rate is bounded due to the connection outage constitznachievable secrecy throughput of INR
may be smaller than that of RTD. This result deviates front tiwd involving secrecy.

The remainder of this paper is organized as follows. We desthe system model and preliminaries in
Sectiorf]l. In SectiofTll, we prove the existence of good \&yaodes for parallel channel communication
and define outage events, while these results are appliedRoahd RTD protocols in Sectidn JV. We
derive the secrecy throughput of two protocols over bloakrfg channels in Sectidn]V, and present an
asymptotic analysis in SectignlVI. We illustrate and coreptae various results and protocols numerically
in Section[VIl. Finally, we give conclusions and some instireg directions for future research in

Section VI, The proofs of the results are provided in aphees.

[I. SYSTEM MODEL AND PRELIMINARIES
A. System Model

As shown in Fig[ll, we consider a model in which a transmitsrds confidential messages to a
destination via a source-destination channel (the mainmdin the presence of a passive eavesdropper
which listens to the transmission through a source-eawppér channel (the eavesdropper channel). Both
the main channel and the eavesdropper channel experignbick fading, in which the channel gain
is constant within a block while varying independently framock to block [19], [20]. We assume that

each block is associated with a time slot of duratibrand bandwidthi?; that is, the transmitter can
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Fig. 1. System model: hybrid ARQ protocols for the blockif@dchannel in the presence of a passive eavesdropper

sendN = [2WT] real symbols in each slot. Additionally, we assume that thelmer of channel uses
within each slot (i.e.N) is large enough to allow for invoking random coding argumn

At the transmitter, a confidential messagec W is encoded into a codeword" ™ | which is then
divided into M blocks [z}, Y, ... x}}], each of lengthV. The codeword:* " occupiesM slots; that
is, fori = 1,..., M, thei-th blockz? is sent in slot and received by the legitimate receiver through the
channel gairh; and by the eavesdropper through the channel gaiA discrete time baseband-equivalent

block-fading wire-tap channel model can be expressed é&si®i

y(t) = Vhiz(t) + o(t)

and z(t) = /gix(t) +u(t) fort=1,...,MN, i=[t/N], 1)

wherez(t) denotes the input signaj(t) and z(¢) denote the output signals at the legitimate receiver
and the eavesdropper, respectively, at time = 1,..., M N), {v(t)} and{u(t)} are independent and
identically distributed (i.i.d.)\V'(0, 1) random variable sequences, dydandg;, fori = 1,..., M, denote
the normalized (real) channel gains of the main channel aedetivesdropper channel, respectively.

Furthermore, we assume that the signgl) has constant average energy per symbol

Ellz(t)]*] < P. )

1For example, in a 64 kb/s down-link reference data chanmelifitversal mobile telecommunications system (UMTS) data-

transmission modes, each slot can contain upVtez 10000 dimensions [21].



Leth = [hy,...,hy] andg = [g1, - .., grr] denote vectors whose elements are the main channel gains
and the eavesdropper channel gains, respectively. We teefér, g) as achannel pairand assume that

the legitimate receiver knows its chanrglwhile the eavesdropper knows its changel

B. Wyner Codes

In this subsection, we consider a single-block transmigsie., M/ = 1 and introduce Wyner codes
[9], which are the basis of our secure HARQ protocaols.

Let C(Ry, Rs, N) denote a Wyner code of sizZ"% to convey a confidential message 3&t =
{1,2,...,2NR} where Ry > R, and N is the codeword length. The basic idea of Wyner codes is to
use a stochastic encoder to increase the secrecy levell{¥], IHence, there are two rate parameters
associated with the Wyner code: the main channel codeRgtand the secrecy information rafe,

The Wyner codeC(Ry, Rs, N) is constructed based on random binning [9] as follows. Weegsr
oNRo codewordsz (w,v), wherew = 1,2,...,2V% andv = 1,2,...,2NF—E:) by choosing the
N2NFo symbolsz;(w,v) independently at random according to the input distributioz). A Wyner
code ensemblé(Ry, Rs, N) is thesetof all possible Wyner codes of length, each corresponding to
a specific generation and a specific labeling.

The stochastic encoder 6f(Ry, Rs, V) is described by a matrix of conditional probabilities sottha
given w € W, we randomly and uniformly seleat from {1,2,...,2N(Fo—E)1 and transmitzV =
N (w,v). We assume that the legitimate receiver employs a typitatiscoder. Given”, the legitimate

receiver tries to find a paif, 9) so thatz” (w, ) andy’ are jointly typical [22], i.e.,
{aV(@,0),y™} € TV (Pxy).

If there is no such jointly typical pair, then the decoderirog failure.
Assume that signalg” andz" are received at the legitimate receiver and the eavesdromspec-
tively, via a channel paith, g). The average error probability is defined as

P.(h) = Z Pr {(;S(YN(w)) # w|h,w sent } Pr(w), (3)

wew

whereg (Y™ (w)) is the output of the decoder at the legitimate receiverRr{ab) is the prior probability

that message € W is sent.

2We call Ry — R, the secrecy gap as the rate sacrificed to ensure the secrpdyeraent.



The secrecy level, i.e., the degree to which the eavesdréapmenfused, is measured by the equivo-

cation rate at the eavesdroppierfect secrecis achieved if for alle > 0 the equivocation rate satisfies
1 N 1
—H(W > —H(W) —e.
HWg.2%) 2 HW) — ¢ (4)

For conciseness, we say that a cadef length N is goodfor a wire-tap channel with the channel pair
(h,g) if P.(h) < e and the perfect secrecy requiremént (4) can be achieved|lfer- 0 and sufficiently
large N.

C. Secure HARQ Protocols

We first consider a general (i) secure HARQ protocol for a block-fading wire-tap chanfigie
transmitter encodes the confidential information (and icy@dundancy check (CRC) bits) by using a
mother code of lengtd/N. The obtained codeword? is partitioned intoM blocks represented as
[V, 2, ... 2}}]. Atthe first transmission, the transmitter sends the big¢kunder the channel gain pair
(h1,¢1)- Decoding of this code is performed at the intended receivieile the secrecy level is measured
at the eavesdropper. If no error is detected, the receivatsskack an acknowledgement (ACK) to stop
the transmission; otherwise a negative acknowledgemehCKY is sent to request retransmission, and
the transmitter sends the bloek’ under the channel gain paihz, g2). Now, decoding and equivocation
calculation are attempted at the receiver and eavesdrdypesmbining the previous block) with the
new blockz). The procedure is repeated after each subsequent retsaismuntil all M blocks of
the mother code are transmitted or an HARQ session compiietedo the successful decoding at the

intended receiver.

Now, we focus on the error performance and secrecy levet aftéransmissionsyn = 1,2,..., M.
Let
N N N N N N
X(m):[ajlw--amm]» Y(m):[yl 7"'>ym]7 and Z(m):[zl 7"'>zm]

denote the input, the output at the intended receiver, amdtiput at the eavesdropper aftertransmis-
sions, respectively. For a given channel gairg), the average error probability after thetransmissions

is defined as

P.(mlh) = Y Pr{¢(Ym(w)) # wlw senth} Pr(w), (5)

wew
where$(Y,,(w)) denotes the output of the decoder at the legitimate recefterm transmissions.

The secrecy level after, transmissions is given by

1
— H(W|Zp, ).
—H(W|Zy.8)



We say that perfect secrecy is achieved aftetransmissions if, for alk > 0, the equivocation rate
satisfies
1

1
WH(W|Zm,g) > WH(W) — € (6)

We note that this definition implies that the perfect secreay also be achieved aftgrtransmissions,
forj=1,....m—1.

Similar to the definition of good codes for a single-blockgmission, we say that a codéof length
mN is good for the m-block transmission and a channel péir, g) if P.(m|h) < e and the perfect
secrecy requiremenit](6) can be achieved, forall 0 and sufficiently largeV.

In particular, we consider the following two secure HARQ tpamls based on different mother codes
and different combination techniques.

1) Incremental Redundancyn the INR secure HARQ protocol, the mother code is a Wynerreaoid
length M N, i.e.,

C € C(Ry,Rs, MN).

In the first transmission, the transmitted coded symbgly = [z}] form a codeword of a punctured
Wyner code of lengthV,
C; € C(MRQ,MRS,N).

Similarly, afterm transmissionn = 1,..., M, the (all) transmitted coded symbotgm) = [z1, ..., 2]

form a codeword of a punctured Wyner code of lengtiv,

M MR,
Cm€C< RO, R,mN).

m m

At the legitimate receiver and the eavesdropper, decodimtpemuivocation calculation are attempted,

respectively, based on the punctured cadg

We note that the punctured codé€'y;, Cas—1, ..., C1} form a family of rate-compatibleWyner
codes with the secrecy rates
M
sy ——Rs, ..., MRs 5.
{R M — IR R }

Hence, we refer to this protocol as the INR protocol basedatercompatible Wyner codes.

2) Repetition Time DiversityWe also consider a simple time-diversity HARQ protocol lthsa the
repetition of a Wyner code. In this case, the mother céde a concatenated code consisting of the
Wyner codeC € C (M Ry, M Ry, N) as the outer code and a simple repetition code of lefdths the

inner code, i.e.,

C=[Cy,Ch,...,Cll. (7

M



After each transmission, decoding and equivocation calimul are performed at the receiver and the

eavesdropper, respectively, based on maximal-ratio packebining.

IIl. SECURECHANNEL SET AND OUTAGE EVENTS

In this section, we study the error performance and the sgdexel when a mother Wyner code is
transmitted overM/ parallel channels. Results given in this section form theiséor the performance
analysis of secure HARQ protocols.

For a given Wyner code, an important practical question iglem what channel conditions will the
communication be reliable and secure? In the following tben we describe aecure channel setnd

demonstrate that there exists a Wyner code sequence goadl fdrannel pairs in this set.

Theorem 1. Let P denote the union of all channel paith, g) satisfying

M

1

17 2 XY |h) > Ry (8)
i=1

M
1
d — Y I(X;Z]g;) < Ry — Ry, 9
an M;< 1 Zlgi) < Ro — R (9)
whereI(X;Y |h;) and I(X; Z|g;) are single letter mutual information characterizationstbé channel

(@). There exists a Wyner codé < C(Ry, Rs, M N) good for all channel pairgh,g) € P.

Proof: A proof of Theoren 1l is provided in Appendix A. |
In the system model described in Secfidn Il, the transmitb&rs not have any channel state information;
that is, one cannot choose the code based on a particulagfatiannel state. Hence, it is important to
show that there exists a Wyner code sequence good for alhehgairs in the secure channel g2t
To facilitate the formulation of outage-based throughpug, define that an outage event occurs when
the channel pair does not belong to the secure channeleethi.g) ¢ P. Specifically, we distinguish
two types of outageconnection outag and secrecy outageln particular, we say that a connection

outage occurs if

M

1

i E I(X;Y1hi) < Ry, (10)
i1

3The main channel is viewed as a communication link. The kntoinnected if a packet can be delivered to the intendedvezcei
successfully within the delay constraint (withld transmissions), otherwise it is in the connection outadpe. donnection outage

probability defined in this paper is also referred toirfermation outage probabilityn [19].
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while we say that a secrecy outage occurs if

%il(x;wm > Ry — R, (11)
=1
Accordingly, we can evaluate both connection outage anteegmutage probabilities, which are the
probabilities of each of the outage events averaged oveioabible fading states. In fact, the connection
outage probability can be interpreted as the limiting emabability for large block length packets; the
secrecy outage probability can be regarded as an upper mutite probability of unsecured packets.
Moreover, Theorerl1 implies that the connection outage ahitiby and the secrecy outage probability

are not just average probabilities over a code ensembléhbytcan be achieved by a deterministic code

sequence.

IV. SECUREHARQ wITH WYNER CODES

In this section, we evaluate the error performance and medbka secrecy level during secure HARQ
sessions.

A key part of an ARQ protocol is that decoding errors shouldietcted, so that ACKs or NACKs can
be generated accurately. @mplete decoding functiofe.g. maximum a posteriori probability decoding
or maximume-likelihood decoding) requires the encoder td extra redundancy to the information bits,
which decreases the throughput slightly. The authors ofh@e shown that error detection can be

accomplished by using the built-in error detection capgbdf suboptimal decoders.

Lemma 1. [1, Lemma3] For all ¢ > 0 and channeh, any codeC of lengthM N satisfies
Pr (undetected error|h, C') < e,

for all sufficiently largeN.

Proof: The proof follows similarly to that given in [1]. [ |

A. Incremental Redundancy

To evaluate the performance of the INR protocol, we empleyfthiowing M -parallel channel model.
Let us focus on the decoding after transmissions, i.e., the coded blockgn) = [z',...,z)] are
transmitted,m = 1,..., M. As shown in Fig[R, the block? experiences channel paih;, g;), i =
1,...,m. We assume that each of the punctured blq¢t§$+1, . ,xﬁ] is sent to a dummy memoryless

component channel whose output is independent of the input.
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Fig. 2. M-parallel channel model for the INR protocol: the firat punctured blocks are actually transmitted (solid lines);
the remaining/ — m punctured blocks are assumed to be sentMia- m dummy memoryless channels whose outputs are

independent of the inputs (dashed lines).

In this case, the mother codeword is transmitted dveparallel channels. At the legitimate receiver, the
decoder combines the real sigdin) = [yi', ...,y ] with M —m dummy signal block&?', ..., 0%, ]

to form

[y{VJ ce 7y%7b:][\[7 tet 7b%[—m]'

Similarly, the processed symbols at the eavesdropper are

[z{v,...,z%,div,...,dﬁ_m],
where[d),...,d};_, ] are M —m dummy signal blocks. We note that the added dummy blocks tlo no

affect either the decoding at the legitimated receiver eratjuivocation calculation at the eavesdropper
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since they are independent of the confidential message.
The codewords of the mother Wyner co@eare transmitted in at mos¥/ transmissions during the
secure HARQ session. By using the equivalent parallel oblanodel, we can describe this secure HARQ

problem as communication ovéf parallel wire-tap channels and, hence, establish theviollp theorem.

Theorem 2. Consider the secure INR protocol based on rate compatibleeWgodes

{Cwv,Cri-1,...,Ch},

where

C’mGC<MRO,MRS,mN>, m=1,...,M.
m m

Let P(m) denote the union of all channel paith, g) satisfying

1 m
M;I(X;YV%) > R, (12)

1 m
and i ;I(X; Z|gi) < Ro — R, (13)

Then, there exists a family of rate compatible Wyner cddég, Cy/—1,...,C1} such thatC,, is good
for all channel pairs(h,g) € P(m), fori=1,..., M.

Proof: We provide a proof of Theorefd 2 in Appendix B. [ |

B. Repetition Time Diversity

In the RTD secure HARQ protocol, both the legitimate receard the eavesdropper combine several
noisy observations of the same packet based on diversityigees. The optimal receivers perform
maximal-ratio combining (MRC), which essentially transfis the vector channel paith,g) into a
scalar channel paith(m), g(m)). Hence, aftenn transmissions, the equivalent channel model can be

written as follows:
y(t) = \/h(m)z(t) + v(t) and z(t) = /§(m)z(t) + u(t) (14)

fort =1,...,N, whereh(m) = S h; andg(m) = 37 gi.

Let £(m) denote the union of all channel paifB, g) satisfying
I(X;Y|h(m)) = MR, (15)

and I(X;2|§(m)) < M(Ry - Ry), (16)
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where I(X;Y|h(m)) and I(X; Z|§(m)) are single letter mutual information characterizationsthaf

channel[(I#). For a given (finite)/, we have the following result for the RTD secure HARQ protoco

Corollary 1. There exists a Wyner code, € C (M Ry, M R, N) such that itsm-repeating code

Cr, =[C1,Ch,...,C4]
—_———

m

is good for all channel pairgh,g) € £L(m), form =1,..., M.

Proof: The proof follows directly from Theorefd 1 by setting = 1. |

V. SECRECY THROUGHPUT OFHARQ PrROTOCOLS

In this section, we study the achievable secrecy througlygpud ARQ protocols. We focus on Rayleigh
independent block fading channels for illustration; othgres of block fading channels can be studied
in a similar way.

We note that the optimal input distribution of the chanré)l & not known in general when the
transmitter has no CSI. For the sake of mathematical tréityalve consider Gaussian inputs. For INR,

the mutual information/ Q@R} (m) and[ﬁ?}m (m) can be written as

1 m
IE?;I/R] (m) = B Zlogg (1+X)
i=1

R, v 1K |
and Iy (m) = B ;108}2 (I+v), a7
where
/\zzth and Vi:gipa 1=1,..., M, (18)

are the signal-to-noise ratios (SNRs) at the legitimateivec and the eavesdropper, respectively, during

transmission. For RTD, we can express the mutual information quantitgé;sm} (m) andlggm (m) as

1 m
Ig?;/m] (m) = B log, (1 + Z )\i>
=1

1 m
and 18P ) = 517 108 (1 +3 uz-> . (19)
=1

Although we consider only Gaussian signaling here, theltesu Section IV can be applied to other

input distributions, for example, discrete signaling und®dulation constraints.
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Let M denote the number of transmissions within a HARQ sessioverGa distribution of the main

channel SNR), for both INR and RTD protocols, the probability mass fuontbf M can be expressed

as
p[/\/l = m] = PT{IXy(m — 1) < Ry andIXy(m) > Ro}
= PT{IXy(m— 1) < Ro} —Pr{fxy(m) < RQ}, m=1,....M—1,
and p[./\/l = M] = PT{IXy(M — 1) < Ro}, (20)

wherelyxy(m) andIxz(m) are chosen either frorh (IL9) or from {17) corresponding toexific HARQ
protocol. LetP, denote the connection outage probability, daddenote the secrecy outage probability.

The definition in [(2D) implies thaP, and P, can be written as follows:

P, = PT{IXy(M) < Ro} s (21)
M

and Pe=>_ plm|Pr{Ixz(m)> Ry — R.}. (22)
m=1

Now, we study the secrecy throughput basedrand P;. We first consider a target secrecy outage
probability &; that is, at least a fractioh — &, of the confidential message bits sent by the transmitter
are kept completely secret. Under this constraint, theesgahroughput), measured in bits per second

per hertz, is defined to be the average number of bits decddibe degitimate receiver,

_ oalt)
= tllglo N’ (23)

where againN is the number of symbols in each block an() is the number of information bits
successfully decoded by the intended receiver up to tintef glohen a total oft N blocks are sent). The
event that the transmitter stops sending the current codeisaecognized to be gecurrent even{23].

A randomreward R is associated with the occurrence of the recurrent everpaltticular,R = M R,
bits/symbol if transmission stops because of successftbdieg, andR = 0 bits/symbol if it stops
because successful decoding has not occurred aftaransmissions. By applying the renewal-reward

theorem [1], [23], we obtain the secrecy throughput as

E[R] MR;
E[M] ~ E[M]
whereE[M] is the expected number of transmissions in order to comple®deword transmission, i.e.,

W(Ro, Rs) = (1 - Pe)> (24)

M
EM] =" mpM =m]
m=1

M
=14 > Pr{lxy(m) < Ro}. (25)
m=1
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We can properly choose the mother code parameférsa(d R;) to obtain the maximum throughput

while satisfyingé,-secrecy requirement. Hence, we consider the followinglera

) 26
pax n(Ro, Rs) (26)
s.t. P <&,

The optimization problem(26) imposes a probabilistic E@rwequirement in terms of confidentiality;
that is, the service quality is acceptable as long as theahitity of the secrecy outage is less than
&5, a parameter indicating the outage tolerance of the aptjglitaNote thatP; is a decreasing function
of R, andn is linearly proportional toR,. Hence, we can solve the optimization probldm]| (26) in the
following two steps: first, for give/, Ry, and¢,, we find the maximum valu&’(R,); next, we obtain
the optimumR, which maximizes the secrecy throughputzy, R} (Ry)).

On the other hand, reliability is another important quatifyservice parameter. To achieve both the

connection outage targét and the secrecy outage target we consider the following problem

) 27
max n(Ro, Ry) (27)
s.t. P, <&, P.<E.

In addition to the service requirement of confidentialityglem [27) also imposes a probabilistic service
requirement on the connection outage, i.e., at least dadratt- £, of HARQ sessions are successful. The
connection outage constraint ensures that, at the expémpsssibly lower average throughput, the delay
constraint (that a packet can be delivered withintransmissions) is satisfied— &, of the time, hence
enabling applications which trade average rate for degpdelay like voice communication systems,
e.g., CDMA2000 [24]. A similar constraint has been congdein [25] in terms ofservice outagdor
parallel fading channels.

To evaluatep[m], P, and Ps, we need the cumulative distribution functions (CDFs)Igf (m) and
Ixz(m). For the RTD protocol, we can use the fact thaf’, \; and} ", v; are gamma distributed to
express the CDFs dﬁ)?gm (m) andlyggm (m) in terms of incomplete gamma functions. In the case of the
INR protocol, the distributions olggm (m) and[ﬁ?}m (m) cannot be written in a closed form. Hence, we
resort to Monte-Carlo simulation in order to obtain em@h€DFs. Note that Monte Carlo simulation is

needed only to estimate empirical CDFs, whil&;, R}) is found numerically by a (non-random) search.
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VI. ASYMPTOTIC ANALYSIS

In general, the secrecy throughput of the INR protocol ifialift to calculate since there is no closed
form available forPr{Ixy(m) < Ro}. In this section, we consider the asymptotic secrecy thipug
which does have a closed form.

We are interested in asymptotic results &5 increases without bound. Note that this asymptote
corresponds to a delay-unconstrained system. In this casere HARQ protocols yield zero packet
loss probability, i.e., the transmission of a codeword emaly when it is correctly decoded. As a result,
the problems[(26) and (R7) yield the same throughput, whaohlme obtained froni(24) as follows:
MR MR,

EIM] ~ 14+ 20, Pr{Ixy(m) < Ro}
Let us consider how to choose a mother Wyner code for the INfopol in order to meet reliability

77(R07 Rs) = (28)

and confidentiality constraints whel is large. LetA and v denote the instantaneous SNRs at the

legitimate receiver and the eavesdropper, respectively.

Lemma 2. Consider an INR secure HARQ protocol with the mother Wyneeco € C(Ry, Rs, M N).
Then

lim PRI =0 and lim PRI =g, (29)

M—o0 M—o0

if and only if

Ry < 3Ellogy(1+ )]
Ellog,(1 + v)]

and Ry— Ry > Ry————2, 30
0 e = g gy (14 ) o
where the expectations are ovirand/or v. Furthermore, if [3D) does not hold, then
either lim PRl =1 or lim PRI =1 (31)
M—o0 M—o0
Proof: A proof of Lemma2 is given in Appendix]C. [ |

For comparison, we consider the situation in which the Whcede C' is transmitted over\/-block
fading channel without using the HARQ protocol. We refer his tcase as thé/-fading-block (MFB)
coding scheme. Theordm 1 implies that, by using the MFB sehéme requiremenf(29) can be achieved
if and only if

Ry < SE[logy(1 + A)]

= A

and Ry — Ry > 5Ellogy(1 + 1)), (32)
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We note that the conditiod (BO) for the INR protocol is weak®an the condition[{32) for the MFB
scheme. In other words, the INR scheme can achieve the cotifitity and reliability requirements more
easily than can the MFB coding scheme by using the same Whnder. @ his result illustrates the benefit
of the INR secure HARQ protocol.

Based on Lemmil 2, we have the following asymptotic resulteoring the achievable throughput for

secure HARQ protocols.

Theorem 3. We consider the secure HARQ protocols over a block-fadimg-taip channel. If the secrecy

information rate R, satisfies

J\/}gnoo MR, =0, (33)

then the secrecy throughput of RTD and INR protocols can higewras follows:

0 RTD
lim max n(Ry, Rs) =
M—oc Ro.R, (1/2)E [logy(1 + A) — logy(1 + )] INR

where\ and v are the instantaneous SNRs at the legitimate receiver amedvesdropper, respectively.

Proof: We provide a proof in AppendixID. [ |
We note that the RTD protocol involves suboptimal codingesces, for whichE[M] grows faster
than M R in (28). Hence, the limiting secrecy throughputs zero. Theorern]3 again asserts the benefit
of INR over RTD.

VII. NUMERICAL RESULTS

In our numerical examples, we consider Rayleigh block fadire. the main channel instantaneous
SNR X has the probability density function (PDF(\) = (1/5\)e‘A/X, and the eavesdropper channel
instantaneous SNR has the PDFf (v) = (1/7)e*/”, whereX and? are the average SNRs of the main
and eavesdropper channels, respectively.

To illustrate how the secrecy throughpylis related to the choice a®, (and R;), we give a numerical
example ofy versusRy in Fig.[3, in which the parameter settings are as followsntiaén channel average
SNR \ is 15dB, the eavesdropper channel average SN&5dB, the maximum number of transmissions
M is 8. (We observe that similar results are obtained by usingrggheameter settings.) For eaély, we
obtain the maximun®?:(R,) that meets the secrecy constrajpt= 1,10-2 or 10—, respectively. When
there is no secrecy constrairf; (= 1), due to the sub-optimality of the RTD scheme, the RTD curve

is uniformly below the INR curve. This does not happen wherdhis a secrecy constraint. The reason
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Fig. 3. Secrecy throughput versus the main channel code rdge under different secrecy requiremergts where the main
channel average SNR is 15dB, the eavesdropper channelgavBidR is5dB, and the maximum number of transmissions is
M =38.

is that INR not only favors the information transmission @ intended receiver, but also benefits the
eavesdropping by the eavesdropper. Hence, INR needs tificger larger portion of the main channel

code rate than RTD in order to keep the eavesdropper ignafatite confidential messages. This is
reflected in Fig[B that a largeRy has to be chosen for INR (than RTD) in order to obtain a pasitiv
secrecy throughput.

It is clear from Fig[B that there exists a uniqi¥ (and thereforeR’(R;)) to maximizer for each
parameter setting. For all secrecy constraigts=¢ 1,10~2 or 10~%), if the bestR} and R:(R}) are
chosen for each scheme accordingly, INR yields higher sgdrgoughput than RTD does, which shows
the benefit of INR over RTD.

According to [21), the choice dk, decides the reliability performance. This is shown in Elgwhere
we plot the connection outage probabily versus the value aRy. For both INR and RTDP, increases
with the value ofRy. Note that a more strict secrecy constraint requires a falge(as shown in Fig.

[3), which however causes the degradation of the reliabiléyformance. We can see that there exists a
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Fig. 4. Connection outage probabilify. versus the main channel code rdtg, where the main channel average SNR36B,

the eavesdropper channel average SNRIB, and M = 8.

tradeoff between secrecy and reliability.

Given a strict connection outage constraiit < &, the choice ofRj (and R}(R{)) might not be
feasible. For instance, in order to obtdi < 103, we need to choosEéRTD] <0.38 andR([)INR] <1.25
(marked with ‘A" and ‘B’ respectively in Fid.]3 and Fifl 4). 8gifically, for a connection outage constraint
P. <1073, R; is not feasible for INR wherg, = 1072, and R; is not feasible for both INR and RTD
when ¢, = 107* in Fig. [3. Note that for the case &f = 10~* (and &, = 1073), positive secrecy
throughput cannot be obtained for INR, but can be obtainedRfD. This implies that RTD might
outperform INR, when we have strict secrecy and connectislage constraints. This is a surprising
result in the view of the well-known HARQ performance whearthis no secrecy constraint, where INR
always outperforms RTD [1].

In Fig.[§ and FiglB, we show the secrecy throughpunder different target secrecy outage probabilities
&. There is no connection outage requirement in Elg. 5. Theran additional connection outage
requirement ofp, < £ = 1073 in Fig.[8. The parameter settings axe= 15dB, 7 = 5dB and M = 8.
We can see that small secrecy outage probability can be\achihen the throughput is small for

both protocols. The INR protocol outperforms the RTD protamiformly when there is no connection
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Fig. 5. Throughput) versus target secrecy outage probabiitywhen the main channel average SNR18B, the eavesdropper
channel average SNR &B, and M = 8.

outage requirement. However, when there is a strict coiorecutage requirement, the RTD protocol
outperforms the INR protocol whefy is small (e.g.£s < 107%).

Fig.[7 illustrates the relationship between the secreayidinputy and the main channel average SNR
A when there is a target secrecy outage probalglity: 10~2 and no connection outage requirement. The
average SNR of the eavesdropper channel is fixed todBe We find that the INR protocol outperforms
the RTD protocol significantly, especially when the mainroinel SNR is large.

In Fig. [8, we show the secrecy throughputversus the maximum number of transmissiahs
Comparing with the secrecy throughput without the conoactiutage constraint, the secrecy throughput
with a connection outage constrair®,(< 10~3) suffers some loss whei/ is small due to insufficient
diversity. Both secrecy throughputs converge when suifftaiiéversity can be obtained &g increases. In
particular, when/ — oo, both throughputs are the same and are giveih By (28) in the@syic analysis.
For INR, the secrecy throughpytN®! increases monotonically with/. For RTD, P! decreases with
M due to its strongly suboptimal coding scheme. This conclitls the asymptotic analysis that, when
M — oo, a constant (nonzero) secrecy throughpus ¢ E [log,(1 + A\) — logy(1 4+ v)] = 1.31 according
to Theorem 3) can be achieved for INR, while zero throughput can be obthiior RTD.
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Fig. 6. Throughput) versus target secrecy outage probabifityunder connection outage probabilify = 10~%, when the

main channel average SNR 15dB, the eavesdropper channel average SNRIB, and M = 8.

VIII. CONCLUSIONS ANDFUTURE DIRECTIONS

In this paper, we have studied secure packet communicatienfeequency-flat block-fading Gaussian
channels, based on secure HARQ protocols with the joint ideretion of channel coding, secrecy
coding and retransmission protocols. From an informatfwotetic point of view, we have considered
two secure HARQ protocols: a repetition time diversity sokewith maximal-ratio combining (RTD),
and an incremental redundancy scheme based on rate-cbfepAner secrecy codes (INR). We have
proved the existence of good Wyner code sequences, whicieetieat the legitimate receiver can decode
the message and the eavesdropper can be kept ignorant ofait fdARQ session under certain channel
realizations.

To facilitate the formulation of the outage-based throughpve have defined two types of outage:
connection outage and secrecy outage. The outage praiteshilinore specifically, the connection and
secrecy outage probabilities have been used to charactibréz tradeoff between the reliability of the
legitimate communication link and the confidentiality withspect to the eavesdropper’s link. We have
evaluated the achievable throughput of RTD and INR prowcwlder probabilistic requirements (con-

straints) on secrecy outage and/or connection outage, arelifustrated the benefits of HARQ schemes
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Fig. 7. Throughput; versus main channel average SNRunder a target secrecy outage probabifity= 10~%, when the

eavesdropper channel average SNRdB and M = 8.

to information secrecy through some numerical results andsymptotic analysis.

In general, INR can achieve a significantly larger throudhpan RTD, which concurs with the results
not involving secrecy that mutual-information accumuati(INR) is a more effective approach than
SNR-accumulation (RTD). However, when one is forced to emsmall connection outage for the main
channel even when it is bad, one is forced to reduce the manngt code rate. The INR scheme,
having a larger coding gain (to both the intended receivel the eavesdropper), needs to sacrifice a
larger portion of the main channel code rate (i.e., requiréarger secrecy gap) in order to satisfy the
secrecy requirement. Hence when the main channel codesrdieunded due to the connection outage
constraint, the achievable secrecy throughput of INR magrballer than that of RTD.

We conclude this work by pointing out some future researcéctions.

First, as pointed out in [26], many practical encoders apaisged from the modulator and therefore
the performance of HARQ protocols is impacted by modulationstraints. Although we have assumed
Gaussian signaling, it is possible and also meaningful terekthe analysis to take discrete signaling
into account.

In our analysis, we have assumed random coding and typitdeseding. Future work should consider
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Fig. 8. Throughput; versus the maximum number of transmissiddsunder a target secrecy outage probabitity= 1073,

when the main and eavesdropper channel average SNR$@Beand5dB, respectively.

practical coding and decoding schemes for secure HARQ gutstoExisting work on the practical secrecy
code design includes coset coding [27], low-density pasfigck (LDPC) code design [28], and nested
codes [29]. The design of practical rate compatible secmmes for Gaussian channels remains a

challenging problem.

APPENDIX A

PROOF OFTHEOREM[

For convenience, lgp £ (h,g) and P, denote the set of channel paifs, g) so that

M
1
MZI(X;Y]hZ-) =Ry +6 (34)
i=1
1 M
and i ; I(X; Z|g;) = Ry — Ry + 0, (35)

whered > 0 is arbitrarily small. It is clear thaP, C P whend — 0.

In order to prove Theoref 1, we first consider the followingea.

Lemma A.1. There exists a cod€ € C(Ry, Rs, M N) that is good for any channel pajp € P..
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A. Proof of Lemma4.1

Proof: Following standard continuity arguments [22], we consideguantization of the input and
output of the channe[11) and work on the resulting discré@noel. Given a channel pair = (h, g),
on every fading block € [1, M], the channel is time-invariant and memoryless. xetenote the input,
and lety andz denote the outputs at the legitimate receiver and the eeygselr, respectively. From

the weak law of large numbers, we have the following limitgpnobability:

. 1
]\}1—I>noo N log, Pr(x) = —MH(X),

1
Jim - log, Pr(y ZH (Y|hi),
]\}gnooﬁlogz Pr(z ZH (Z\g:),

hm Nlogz Pr(x,y) ;H (X,Y|hi),

1
and hm — log, Pr(x, z) ZH X, Z|gi),
i=1

where H(X) is the input entropy per lettetf (Y |h;) and H(Z|g;) are the output entropy per letter
at the intended receiver and the eavesdropper, respgctimeblock i« = 1,...,M; and H(X,Y |h;)
and H(X, Z|g;) are the joint entropies per letter in blo¢kDefine the typical seT’” as the set of all
sequencesx,y, z) for which the above sample means are withiof their limits.

The random coding ensemble= C(Rg, R,, M N) is constructed by generatirg)*" o codewords

x(w,v), wherew = 1,2,... ,2VME: andy = 1,2,...,28MFe—E.) by choosing the( M N)2NM o
symbols independently at random. Givenc W = {1,2,...,2VME.}1 the encoder randomly and
uniformly selects a from {1,2,...,2VM(Eo=E)1 and transmitsc(w, v).

1) Error Analysis: Given a message < WV, the legitimate receiver declares thatvas transmitted, if
x is the only codeword that is jointly typical with. An error is declared if eithex is not jointly typical
with y, or there is another codewosdjointly typical with y. Let us denote this type of error &. By
following the same steps in [22, Theorehv.1], we obtain thatEccc[Pr(&1|p, C)], the probability of

error &; averaged over the code ensemblés

Ecec[Pr(&ilp,C)] < EQPri(xy) ¢ TN (Pxy)] + Y Prl(%y) € TN (Pxy)]
X#£X
< e+ VM _DE{Pr[(%,y) € TN (Pxvy)]}
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= e+ (2VMEo _ 1)g-N[EI I(XYTh)~
< et 27 N0E=9,

By choosingd > ¢, we have
Ecec[Pr(&1|p, C] < e, (36)

for every channel paip € P, as the codeword lengtly is sufficiently large, where; = ¢ +2-N0—9),
Let B(w) denote the set of codewords corresponding to mesgage)/V (bin w). Suppose that the
eavesdropper gets to know a priori, based on which it tries to determine which codewwss sent.
The eavesdropper declares tlkatvas sent, ik is the only codeword irB(w) that is jointly typical with
z. An error is declared if eithex is not jointly typical withz, or there is another codewotdin B(w)
jointly typical with z. Denoting this type of error a§,, we obtain thatfccc[Pr(&|p, C)], the average

probability of error averaged over the code ensendbie

Ecec[Pr(&|p,C)] <E {Pr [(x,2) ¢ TN (Pxy)] + Z Pr[(%,2) € TN (Pxz),% € B(w)] }
X#£X

<e+ (2VMEo _ E{Pr((%,2) € TN (Pxz)] Pr[x € B(w)]}

<e+ oNM(Ro—R.)o—N[3M, 1(X;Z|g:)~¢]
<e4 2 NG—o)

By choosingé > ¢, we have
Ecec[Pr(&p,C] < e (37)

for every channel paip € P, when the codeword lengtN is sufficiently large, where, = e+2-N(0—¢),

Now we define an error eve@t, which occurs whenevef; or & occurs, i.e.
EL£EUE. (38)
According to [36) and(37), by using the union bound, we haveahyp € P,
Ecee[Pr(€lp,C)] < Ecec[Pr(&i|p,C)] + Ecec[Pr(&|p, O]
< €1+ € =es.
It is clear that the average error probability, averaged tive channel seP, is

Epep, [Ecec[Pr(&|p, O)]] < es.
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Interchanging expectations with respectgoc P, and with respect ta” € C (since the integrand is

nonnegative and bounded by 1) yields
Ecec [EpeP* [Pr(&|p, O)]] < es.
Then, there exists a sequence of codésc C (for increasingV) such that
Epep. [Pr(€]p,C7)] < e3,

wherePr(&|p, C*) is a random variable that is a function of the channel pai\ccording to the Markov

inequality, we have

Pr(€lp,C*)] _ ey
va Va

By letting \/e3 = €4 (¢4 is still arbitrarily small), we obtain that, for any € P,

Pr (Pr(E]p, 0°) > v/a3) < peP:] _ V&

Pr(Pr(&lp,C*) > €4) < ey
or Pr(Pr(&|p,C") < €1) > 1 — ey (39)
SincePr(& |p, C*) and Pr(&|p, C*) are both upper bounded Br(E|p, C*), we have that
Pr(Pr(&i|p,C") <e) >1—¢4 (40)
and Pr (Pr(&|p,C*) <€) > 1 —ey. (41)
According to [(40), there exists a (non-random) sequenc@dé¢sC* € C(Ry, Rs, M N), which when
used, the legitimate receiver can decode the message Wittagty small error probability for alp € P,
with probability 1. Inequality[(4l1) will be used in the egaaation calculation as followed.
2) Equivocation Calculation:Now we calculate the equivocation rate to check whether #réept

secrecy requirement can be satisfied when codeldtols used.

We bound the equivocation at the eavesdropper as follows:

v

H(X|h,g) — I(X;Z|h,g) — H(X|W,Z,h,g).

For the first term, we notice that
H(X|h,g) = NMRy. (42)
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To bound the second term, we define
1 if (X,Z) ¢ TN(Pxz)

0 otherwise.

n(X,Zlh, g) = {
Now
I(X;Zh,g) < I(X,p;Zh,g)
= I(X;Zlh, g, p) + I(n; Z|h, g)
1
Pr(u=j)I(X;Z|h, g, p = j) + I(1;Z|h, g). (43)
§=0
Note that/(u; Z|h,g) < h(p) <1,

Pr(p=1)I(X;Zlh,g,u=1) < NPr[(X,Z) ¢ T (Pxz)h,g]log,|Z|

IN

Nelog, | Z],
and
Pr(p=0)I(X;Zh,g,p=0) < I(X;Zh,g,u=0)
= H(X[h,g,u=0)+ H(Zh,g,u=0)— H(X,Zh,g,u = 0)
r M

M
< N |MH(X)+ > H(Zlg:) - Y H(X, Z|g:) + 3¢
=1 =1

r M
= N |D I(X;Z|gi) + 3e] .
=1

Therefore, we can bound the second term as

M
I(X;Zlh,g) < N[ZI(X;Z|91)+<1og2|Z|+3>e +1
i=1

= NMI[Ry— Rs+ 9 — (logy | Z] + 3)e — 1/N]
= NM(Ry— Rs+01). (44)
To bound the third term, we need to ukel(41), according to hwthie eavesdropper can decca¥lewith
arbitrarily small error probability, given thal” is known in prior andZ is observed. Fano’s inequality

implies that
H(X|W,Z,h,g) <1+ NM(Ry — Rs)Pr(&|p, C*) = NMd, (45)

for every channel paip € P,.
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Now we can combind(42)[_(#4) and {45) into the equivocatiaicidation:
H(W|Z,h,g) > NMRy— NM(Ry— Ry +6) — NMé,
= NM(R, — 83). (46)

Note that the above equivocation calculation is obtainedrmmon-random) codé™ is used, instead
of the random code ensemldléRr,, Rs, M N ). Equation[(4b) implies that the perfect secrecy requirgmen
is met. This, together with the error probability analysmplies that code”* is good for all channel

pairsp € P, with probability 1. [ |

B. Proof of Theorerhll

Proof: Now we show that cod€* is also good for any channel pair € P. Note that for every
p = (h,g) € P, there always existat leasta channel paip, = (h,,g.) € P., such thath > h, and
g =< g.. With the inputX, we denote the outputs from the chan(lelg) at the legitimate receiver and the
eavesdropper by andZ, respectively. We also denote B, andZ; the outputs at the corresponding
receivers fromh,, g.). Since cod&* is good for(h,, g.), Y1 can be decoded with arbitrarily small error
probability at the legitimate receiver and the equivoaati the eavesdropper with; being observed
satisfies

H(W|Z1,g.) = H(W) — Ne (47)

for all e > 0 and sufficiently largeN. Sinceh > h,, Y, is a degraded version &, and thus ifY;
can be decoded at the legitimate receiver with arbitrarifals error probability, then so ca¥. We also

have that
H(W|Z,g) — H(W|Z,gx)
= I(W;Z1|g.) — I(W;Z]|g) >0,

where we use the fact th@ is a degraded version &, sinceg < g,. Therefore,

H(W|Z,g) > H(W|Zy,g.) > H(W) — Ne, (48)
for all e > 0 and sufficiently largeV, which is the perfect secrecy requirement. [ |
APPENDIX B

PROOF OFTHEOREM[Z

Proof: We note that the punctured codg,, is obtained by taking the first: blocks, x(m) =

[z,...,zXN], of the mother cod&”, where the blocksY is transmitted over a wire-tap channel with
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channel pairgh;, g;), fori = 1,...,m. Based on the equivaledt -parallel channel model, we can form
a new sequence of channel pairs by adding oflfer- m dummy memoryless channels whose outputs
are independent of the input. For example, we cartjet 0 andg; =0 foralli =m+1,..., M. The

dummy channel pairs have zero mutual information betweerirthut and output; that is,

M m
> I(X;Y|h) Z (X:;Y|h)
=1 =1

M m
and > I(X; Zlg:) Z (X Z19i)-
i= =1
Now, by using Theoreril1 and the faB{m) C P, we have the desired result. [ |
APPENDIXC

PROOF OFLEMMA [2]

Applying the weak law of large numbers, we have the followiegnma that is used in the proofs of
Lemmal2 and Theorefd 3.

Lemma C.1. Let A; be i.i.d. random variables with means, and variancess%. Then, for allle > 0,
LM 1
lim Pr [MZ(Ai—uA)<e =1

M—o0 ‘
=1

M—o0

v -
. 1
and lim Pr [M 2:(14Z —pa) < —€| =0. (49)

Now, we consider the proof of Lemna 2.
Proof: Define 4; = (1/2)log,(1 + X;) and its meanuy = E[4;], and B; = (1/2)log,(1 + ;) and
its meanup = E[B;], fori =1,..., M. The connection outage probabili}ye[INR], defined in[(211), can
be rewritten as follows:

M
PINE — pr (L34, < Ry
N M

i=1

= (MZ — pa) <Ro—uA>

By using Lemma C.1, we have, for all> 0,

lim P[INR} 0 Rospa—e (50)
M—ro0 1, Ro>pa+te
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We first prove the sufficiency given by (29) in Lemida 2 and shioat f

Ry < pus—e€ and Ro—R82R0< ol +6>, (51)
pa —€
then [29) holds.
Define
My = {MRO J (52)
pa —€

Note that[(5]l) implies that/; < M. Hence, we can bound the secrecy outage probalﬁfﬁV‘], defined

in 22), as follows:

M, m M m
1 1
[INR] _ il , _ il , _
PINE = 5™ pm]Pr (M ZBZ > Ry RS> + Y plmlPr (M ZBZ > Ry RS>
m=1 i=1 m=M, +1 i=1
M, 1 M, M
- (z p[m]> . (M S 5s - Rs> S gl
m=1 i=1 m=M;+1
_M1 Ml
<Pr|) Bi>M(Ry—R,)| +Pr (Z A; < MR0>
Li=1 i=1
[ M M
~ Bj —pup _ M(Ry— Ry) ~A;j—pa MRy
= > — —
Pr ; M S A up| + Pr ZZ:; R < R A
_Ml Ml
B; —up Ai—pa MRy
< = 2> — —
<Pr ; M S e(pa —€)| +Pr <; L < A ,uA> (53)
where the last step follows from the conditign](51) and thiiniteon of A7, in (52). Applying Lemma C.1,
we have
A Bi — 1B
Jim Pr [Z; 2 e(pa e)] 0 (54)
and

M- M
. ~ A —pa _ MRy . ~ A — pia
e (Zizl M, < MA) T b Zz‘:l —a, €

= 0. (55)

Combining [BD), [(5B),[(54), and_(b5), we haye](29).
Next, we prove the necessity given thy|(31) in Lenoha 2. Base@8nhwe need only to show that if

Ry — Rs < Ry <':—B—€> and Ry < pa + e, (56)
A
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thenlimp; oo PS[INR] = 1. Define

My = [MW (57)
nB — €2
wherees = (ua — €)e. Note that the conditio (56) implies that, < M. In this case, we obtain the
following lower bound onPs[INR]:
M m
PINR] > Z p[m|Pr Z B; > M(Ry — Ry)
m=DM, i=1
M M,
> ( > p[m]> Pr|> B; > M(Ro — Ry)

Mo
B; > M(Ry — Rs)
i—1

M2—1
:Pr<z AZ-<MR0>Pr
i=1
M2—1
A — pa MRy
_p - P
r<z My—1 M1 M)t

i=1

Mo
B —up _ M(Ry — Rs)

E > — .

P My — Mo 1o (58)

Based on the conditio (56) and the definitionsid$ ande,, we have

MRy MRy
My—1 " 7 TMRo— R)/(up —e)] -1 '
Ry
Ro_ R. (1B —€2) — pa
o pad?
UB — €A
> 0.

By applying Lemma C.1, we have

M2—1
. AZ — HA MR()
lim Pr < ;:1 M, 1 < MA) =1. (59)

M—00 Mg—l_

On the other hand, since

M(Ry — Rs)
-~ - %7 < —
Lemma C.1 implies that
Mo
) 1 Ry — Rs
b <M2 Zizl(B’ ) Z —3n ”B> ! (60)

Finally, combining [(5D),[(58),[(89), anf _(60), we have theeassity of Lemmal2. [ |
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APPENDIXD

PROOF OFTHEOREM[3

To derive Theorer]3, we need the following lemmas from [1].

Lemma D.1. Supposed be a random variable with CDF'4. Then, for alla and a. we have
Fy(a) < Fy(a)+1(a > a) (61)
where1(-) denote the indicator function.

Lemma D.2. Supposd 4;} is a sequence of i.i.d. zero mean random variables with vagas?. Then,
for all e > 0 and sufficiently largen,
1 — €
Pr (% ;Ai < —ﬂe) < exp <—nﬁ> . (62)
We note that Lemma D.2 follows from the central limit theoramd the bound on the Gaussian tail

function, Q(a) < exp(—a?/2), where@ denotes the tail function of the standard Gaussian digioibu

A. INR Protocol

Proof: Again, we defined; = (1/2)logy(1 + \;) with meanus = E[4;] and variancer?, B; =
(1/2)logy(1 + v;) with meanup = E[B;], fori =1,..., M, and
My = { MHq J :
pA+e€
The reliability condition in[(BD) implies\/y < M.
We first consider an upper bound @f"% based on[{28):

- M,

n™NF < MR, ZPr (ZA <MR0>

- M,

MR, Z Pr (ZA < MRO>

{ My

IN

-1
Z MA MRy _
M4 lu’A .

Since M Ry/M, — g > € > 0, according to Lemma C.1, we have

M4
MR
Z Ao uA] =1 (63)

lim Pr
M —o00

My
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Hence,

MR R
[INR] < s _ s
lim 7 lim ; O,u A

(64)

)] (©5)

Next, we consider a lower bound mHNR]. Let M5 = |[MRo/(ua — €)]. We have

1 A; MRy
—n[INR} < MR [Pr<2—<,u,4—e>+1< -
1+ L(M) M5
MR, MR’
where [€5) follows from Lemma D.1 and

Z Pr < Z —pa) < —e> . (66)

=1

By Lemma D.2, there exists an integey finite and mdependent aRy, so that

L(M) = ZPr( Z — pa) —e>+ Z Pr(%i(Ai—uA)<—e>

i=1 m=n+1 i=1

Zpr<z ) _e>+zexp< ).

i=1 m=n+1

IN

Since the first sum contains a finite number of terms (eachgtdess thanl), and the second converges

for all ¢ > 0, we have that

.1+ L(M)
Y e v
Hence, we have that
MR R
INR] > s _ s
DAL T R 7
Combining [64) and[{(87), we obtain
R, Ry
[INR] _ _
i g 7oA = 3R, E [logy(1 + A)]. (68)
Furthermore, Lemm@l 2 implies that
R, E[logs(1 4 v)]
=<l - 69
Ry — E[logs(1 4+ N)] (69)

Finally, combining [(6B) and_(69), we have the desired rethat

1
lim ™Rl = iE [logy(1 + ) —logy (1 + v)].

M—o0
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Proof: We first consider the connection outage probabiH’é?TD]. Let A; = \; with meanu =

E[\;], fori=1,..., M. Based on[(21) we have

M
1
[RTD] __ .
P = Pr [—2 log, <1 + Z,_El Al> < Ry

M

Aj—py 2R

= Pr <Z; i < i — A |-
1=

By using Lemma C.1, we have, for all> 0,

22MR0

1
i perol = ) 0l “lspa—e

M—o00 € 1’ %(22MR0_1)2MA+6

Hence, to ensure the connection outage requirem@nshould satisfy
92MRo _ {
—F
Now, we consider an upper bound g™/, Let
My — {W;J .y
pA+ €
where the inequality follows fronf_(¥1). By using(28), we bav

B M3 m -1
nfTP < MR, |14 ) Pr (Z A; < 2*MPBo _ 1)]
L m=1 i=1

< pa+e

M, M -1
< MR, ZPr( Ai<22MR°—1>]
Lm=1 i=1
M. —1
MRy, 3 A; — A 92MRo _
< Pr < — A .
(S

Since(22Mfo —1)/M3 — pa > e > 0 and Lemma C.1, we have that

M.
, LA —pa 22MBo g
lim P E ! < — =1.
Ml T (i:1 ’,3 Z‘rg HA

Therefore,
M M
lim B0 < M0y MBolia+es)

M—o00 T M—oo Mg M5oo 22MRe 1

= 0.

(70)

(71)
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