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Abstract—Relay networks havingn source-to-destination pairs
and m half-duplex relays, all operating in the same frequency
band and in the presence of block fading, are analyzed. This
setup has attracted significant attention, and several relang
protocols have been reported in the literature. However, mst
of the proposed solutions require either centrally coordirated
scheduling or detailed channel state information (CSI) at he
transmitter side. Here, an opportunistic relaying scheme s
proposed that alleviates these limitations, without sacficing the
system throughput scaling in the regime of largen. The scheme
entails a two-hop communication protocol, in which sources
communicate with destinations only through half-duplex rdays.
All nodes operate in a completely distributed fashion, withno

I. INTRODUCTION

HE DEMAND for ever larger and more efficient wireless

communication networks necessitates new network archi-
tectures, such asd hocnetworks and relay networks. As such,
there has been significant activity in the past decade toward
understanding the fundamental system throughput limits of
such architectures and developing communication schemes
that seek to approach these limits.

Among other notable recent results on the throughput scal-

ing of wireless networks, Gowaikat al. [1] proposed a new

cooperation. The key idea is to schedule at each hop only awireless ad hoc network model, whereby the strengths of

subset of nodes that can benefit frommultiuser diversity. To  the connections between nodes are drawn independently from
select the source and destination nodes for each hop, CSI is

required at receivers (relays for the first hop, and destinaion
nodes for the second hop), and an index-valued CSI feedback a
the transmitters. For the case whenn is large and m is fixed, it
is shown that the proposed scheme achieves a system througtp
of m /2 bits/s/Hz. In contrast, the information-theoretic upper
bound of (m/2)loglogn bits/s/Hz is achievable only with
more demanding CSI assumptions and cooperation between the
relays. Furthermore, it is shown that, under the condition tat
the product of block duration and system bandwidth scales
faster than logn log log n, the achievable throughput of the
proposed scheme scales @ (logn). Notably, this is proven to
be the optimal throughput scaling even if centralized schedling
is allowed, thus proving the optimality of the proposed schee
in the scaling law sense. Simulation results indicate a ragr
fast convergence to the asymptotic limits with the system’size,
demonstrating the practical importance of the scaling reslis.

Index Terms—Ad hoc networks, channel state information
(CSI), multiuser diversity, opportunistic communication, scaling
law, throughput.
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a common distribution, and analyzed the system throughput
under various fading distributions. Such a model is appater
for environments with rich scattering but smaliysicalsize,

so that the connections are governed by random fading ohstea
of deterministic path loss attenuations. When the random
channel strengths follow a Rayleigh fading model, the sgste
throughput scales aegn. This result is achievable through
a multihop scheme that requires central coordination of the
routing of nodes. Moreover, full knowledge of the channel
state information (CSI) of the entire network is needed to
enable the central coordination.

Along with the work on multihop schemes, such as [1] and
[2], there is another line of work characterizing the system
throughput for wireless networks operating with two-hop
relaying. Thelisten-and-transmitprotocol, studied by Dana
and Hassibi [3] from the power-efficiency perspective, surn
out to have interesting properties from the system throughp
standpoint as well. This is in fact a two-hamplify-and-
forward scheme, where relays are allowed to adjust the phase
and amplitude of the received signals. A throughpu®df)
pits/s/Hz is achieved by allowing source-to-destination (S—
D) pairs to communicate, whilen = ©(n?) nodes in the
network act as relays. It is assumed that each relay node
has full knowledge of its local channels (backward channels
from all source nodes, and forward channels to all destinati
nodes), so that the relays can perfodistributed beamform-
ing. Morgenshtern and Bolcskei worked in [4] with a similar
distributed beamforming setup, and their results revealey
offs between the level of available channel state inforomati
and the system throughput. In particular, utilizing a sceem
with relays partitioned into groups, and where relays inheac
group have CSI knowledge of only one backward and one
forward channel, the number of relays required to support
a © (n) throughput ism = ©(n?). In other words, with
lower level CSI, the number of required relays increasesfro
O(n?) to ©(n?). An equivalent point of view is to state the
throughput in terms of the total number of transmitting rode
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in the systemp = n + m. Then the system throughput is
(C] (p1/3), when the relays in each group know the channel
for only one source-destination pair. When relays know the
channels for all source and destination nodes, the thraitghp
scales a® (p'/?).

Although these works have made great strides toward under-
standing wireless ad hoc network capacity, implementatain
the schemes require either central coordination amongshode
[1], [2] or some level of CSI (channel amplitude and/or phase
at the transmitter side [3], [4]. The centralized coordirat
between wireless relays does not come for free, since the
overhead to set up the cooperation may drastically reduee th
useful throughput [Eﬂl. Likewise, in a large system, obtaining
this level of CSI, especially at the transmitter side, may no
be feasible. This paper addresses the need to alleviate thes
limitations by proposing an opportunistic relaying schetheg
works in a completely decentralized fashion and imposes les
stringent CSI requirements.

A. Main Contributions and Related Work

The main contributions of this work can be summarized as
follows. .

o A two-hop opportunistic relaying scheme for operating
over fading channels is proposed and analyzed. The
scheme’s salient features are:

— It operates in a decentralized fashion. No cooperation
among nodes is assumed or required. .

— Only modest CSI requirements are imposed. At each
hop, each receiver is assumed to have knowledge
of its local incoming channel realizations, while
transmitters have access to only index-valued CSI
via low-rate feedback from the receivers.

if m grows faster tha® (logn). Furthermore, when
the product of the block duration and the system
bandwidth scales faster thésy n log log n, the over-
head due to feedback is negligible, and therefore,
the achievable throughput scaling of the proposed
opportunistic relaying scheme is given B\logn).

« Itis proven that, under the assumption of independent en-

coding (i.e., no cooperative encoding) at the transmitters
and independent decoding (i.e., no cooperative decoding)
at the receivers, the system throughput is upper-bounded
by the order oflogn, even if centralized scheduling is
allowed. This result is of interest in its own right, since
it quantifies the system throughput of wireless ad hoc net-
works under the scenario where neither transmitters nor
the receivers can cooperate in avoiding and/or canceling
interference. Thus, the network is interference-limited,
unlike other works in which global CSl is assumed (and
thus either cooperative encoding or decoding is possible),
leading to a linear throughput scaling. The throughput
scaling results under our pessimistic, yet more realistic,
scenario, improve the understanding of throughput scal-
ing of wireless ad hoc networks.

The proposed scheme is order-optimal in achieving the
O(log n) throughput scaling. This suggests that, as far as
throughput scaling is concerned, operating the network
in a decentralized fashion, with local CSI at the receivers
and low-rate feedback, incurs no loss.

Simulation results show that the asymptotic conclusions
developed in this work settle rapidly. Hence, the above
scaling laws provide rule-of-thumb guidance for the de-
sign of practical wireless systems.

The key idea behind the proposed scheme is to schedule

) _at each hop only the subset of nodes that can benefit from
« The throughput of the proposed scheme is characterizedi,ser diversity The concept of multiuser diversity was

by:

originally studied in the context of cellular systems [&}[It

— It is shown that, in the regime of a large numbeis known that the capacity of single-cell system is maximize

of nodesn and fixed number of relaysn, the py allowing only the user with the best channel to transmit
proposed scheme achieves a system throughputg@fany given time. The concept is by now well understood
m/2 bits/s/Hz. This can be contrasted with then the context of infrastructure wireless networks, and has
information-theoretic upper boun@n/2)loglogn been adopted in 3G cellular systems and other emerging
on the scaling of the throughput, achievable onlyjireless standards [9]. However, to the best of our knowdedg
with full cooperation among the relays and full CSkt has received less attention for wireless ad hoc networks,
(backward and forward) at the relays. These resulfth some exceptions such as [10], in which the potential
reveal an interesting feature of multiuser diversityof opportunistic relaying is reported in a setup with one
whereas full cooperation between relays can readi§D pair and multiple relay nodes, and the focus is on
form parallel channels, and multiuser diversity cagiversity-multiplexing trade-off analysis [11]. In thisork, we
boost the throughput of each channel by a factor @fighlight another aspect of multiuser diversity: its apation

log log n, when cooperation is not possible, multiusefo simplify network operations and its effect on throughput
diversity succeeds in restoring the parallel chargcaling. The opportunistic scheme proposed here is in thie sp
nels, but must forsake the multiuser diversity factosf [12], where distance-dependent, random channel gains we
loglogn. _ exploited in scheduling.

We show thatm can grow (as a function of) as |5 this work, we restrict ourselves to those assumptions
fast asO(logn), while still guaranteeing the linear 4t are implementable with the state-of-the-art techgiel
throughput scaling inn. The linearity breaks down gpecifically, we focus on the assumptions of perfect CSI at
the receivers and partial CSl at the transmitters via lo-ra

IHowever, in throughput scaling law studies, see, e.g., [A],and [5],
among many others, the overhead needed to set up coopeisatisnally not

feedback. With these less idealistic CSI assumptions, it is

explicitly accounted for. envisioned that independent encoding at the transmitteds a



independent decoding at the receivers are employed. To ihdo relay nodes, 1 < r < m. Thus, the channel gains follow
best of the authors’ knowledge, there are no analogoustsesan exponential distribution, i.eq;, = |h;,|[*> ~ Exp(1).

in the literature that consider the same scenario. It waantgc Likewise, we assume that the channel gajns from relays
shown, however, that under more optimistic assumptions on1 < r < m, to destination nodeg, 1 < j < n,

CSl in the network, linear throughput can be achieved tye i.i.d. Exp(1l), and that channel gains;, and ¢, ; are
either joint encoding at the transmitters [13] or hieracahi independent for alk, », and j. This model is appropriate
cooperation with joint decoding at the receivers [5]. for dense networks in a rich scattering environment, where
the distance between transmitters and receivers has only a
marginal effect on attenuation, and the channel attenuasio

B. Organization of the Paper : : ¢ )

h t of th ) ed foll h dominated by the small-scale fading due to multipath. Quasi

€ rest of the paper 1S organized as ITollows. 1N€ Sygr,yc fading is assumed, with channel gains fixed during
tem model and the proposed two-phase relay protocol

3f2 transmission of each hop, which is assumed to have a
introduced in SectioJll. Section JIl characterizes the-s P

Yuration of T seconds, and taking on independent values at
tem throughput in the regime of large and fixedm. The ' g P

h h i £ th d sch : | dolif'ferent transmission times. In practic, can be as large
t roug put scaling O the proposed scheme 1S eva uat_e a¥ the coherence time of the channel allows. Regarding CSl,
Section[1V by explicitly taking the feedback overhead int

. ) e assume that at each hop, each receiver has perfect CSI
account. Also n SectiolL v, the throughput up_per.bound l?nowledge, while the transmitters have access only tmd@ex
developed, valid even when centralized scheduling is &ltbw

Sectior[ Y i ical perf its. Seifib valuevia receiver feedback used to indicate a source chosen
eclorLY presents numerical pertormance resuits. "for transmission. This CSI assumption is reasonable intigeac
briefly discusses the impact of relay cooperation on syst

. : : most wireless access network standards incorporate some
throughput and the delay cc_)n5|derat_|on. Finally, Sedigh Viorm of pilot signals, and the type of feedback specified has
concludes the paper. Technical details and proofs are qbla%)W overhead.
in the appendices.

Notation The symbol|X| denotes the cardinality of the
set X, and unless specified otherwisleg(-) indicates the
natural logarithm. We writeX ~ Exp(1) to indicate that
the random variableX follows the standard exponential
distribution with probability density function (pdf) gimeby

x(x) = exp(—z), x > 0. The indicator function is denoted
by 1(-), and we use ¥?(2p)” to denote a chi-square rando
variable with2p degrees of freedom. For two functiorign)
andg(n), f(n) = O(g(n)) means thalim,, | f (n) /g(n)| <
oo, and f(n) = Q(g(n)) means thayy(n) = O(f(n)). We
write f(n) = o(g(n)) to denotelim,,,.|f(n)/g(n)| = 0,

We now describe the scheduling at each hop. We start
with the first hop (Phasg). All relays operate independently.
Thus, without loss of generality, let us focus on any specific
relay, sayr. By assumption, relay- has the knowledge of
Yir,t=1,...,n, and it will schedule the transmission of the
strongest source node, sgy= arg max; v; », by feeding back
the indexi, at the beginning of the block. The overhead of
Mthis phase of the protocol is a single integer per relay node.

Suppose the scheduled nodes constitute £set{1,...,n};

then since there arew relays, up tom source nodes can be

scheduled in this fashion, i.gX| < m. It is noted that it is

possible for multiple relays to schedule the same source. In

such cases|K| < m. The scheduled source nodes transmit

simultaneously with constant powér and fixed transmission

rate of 1 bit/s/Hz@ Each relay sees a superposition of all the
Il. SYSTEM MODEL transmitting signals, i.e.,

Consider a wireless network withh S—D pairs andn relay
nodes, all operating in the same frequency band of witith ¥r = \/Fhir,r Ti, + Z \/th,r Tetne, r=1,...,m
Hz, in the presence of fading. Ad hoc nodes that generate data t’fif
traffic are referred to as source nodes; nodes that recefae da ) .
traffic are referred to as destination nodes. Relay nodes h¥(herez; denotes the transmitted signal of souice, denotes
no intrinsic traffic demands. We consider a two-hop, decodé® additive noise at relay. In this paper, we assume’s
and-forward communication protocol, in which sources cai{€ letters from codewords of a Gaussian capacity-actgevin
communicate with their destinations only through half4gwp C0debook sat|sfy|ngE[|xi!2] = L. We further assume:,’s
relays. In the first hop of the protocol, a subset of sourc@e i-i.d. complex Gaussian with zero mean and unit variance
is scheduled for transmission to relays. The relays decdad (0,1) and are independent of the fading channels. Since
and buffer the received packets. During the second hop of #f€ transmission rate i$ bit/s/Hz, communication can be
protocol, the relays forward packets to a subset of degtimat SUPPOrted in an information-theoretic sense if the cowadp
(not necessarily the set of destinations associated with R Signal-to-interference-plus-noise ratio (SINR) igafer or
source set in the first hop). These two phases are interleav@gual to one, i.e.,
the first hop is run in the even-indexed time-slots, and the P1 Vi,

. . ) . SINR; , = ———=——>1
second hop is run in the odd-indexed time-slots. An example T p+ Y tek Ve
of the two-hop relay protocol is depicted in Fig. 1. t#ir

We first describe the channel model. It is assumed that th(_;Generalizing to higher transmission rates is straightéody but it encum-
wireless network has independent and identically disteiu bers notation without adding insight. See discussions im&g[@ for the
(i.i.d.) Rayleigh connections; ,. from source nodeg 1 < < motivation of choosing the rate df bit/s/Hz.

and f(n) = O(g(n)) to denote f(n) = O(g(n)) and
g(n) = O(f(n))

, r=1,....m (1)



©, D
NN
R2 7 A\\\

4 ~ A}
-
47 T
@ 3 @

(b)

Fig. 1. A two-hop network withn = 5 S-D pairs andn = 3 relay nodes (denoted by the blue disks). (a) In the first hoprce nodeq3, 4,5} transmit
to the relays. (b) In the second hop, the relays transmit éodésstination node$2, 3,4}. Solid lines indicate scheduled links, while dashed linedicate
interfering links.

wherep = P is the average signal-to-noise ratio (SNR) of ththe SINRs, but this is not the case for the first hop. This is
source—relay link. because in the first hop, each receiver (relay) selects aesour
The scheduling at the second hop (Ph&jeworks as node without knowledge of what the other relays select. As
follows. All relay nodes transmit simultaneously with fixeda consequence, each relay has no access to the interference
power Pr. Assume that the additive noise at the destinatisiemming from all other concurrent transmitting sources| a
nodes are i.i.dCN(0,1) and are independent of the fadingherefore has na priori knowledge of its own SINR. For
processed¢, ;}, and assume that independent messages asample, in[{lL) relay- knows the desired link strength, .,
sent across relay nodes (which is the case in the proposed it does not know and the corresponding interference
scheduling), destination nodg can computem SINRs by term Zte,c_’t#ir .. For the second hop, the senders (now
assuming that relay is the desired sender and the other relaythe relays) are knowa priori, and therefore the destination

are interference as follows: nodes have direct access to SINRs. This implies that once the
o €rj destination node captures &NR"? > 1, and accordingly
SINR, 5 = r=1L....,m (2) requests a transmission, this transmission will be subtdesis

=1 m —5
/PR 21%5 Sed a data rate of bit/s/Hz. This key difference between the two

where pr = Pg denotes the average SNR of a re|ay‘c1hases is mirrored in the analysis in Secfiah II.

destination link. If the destination nodecaptures one good Remark 2:In both hopsjndependent encodiraf the trans-
SINR, say,SINR > 1 for somek, it instructs relayk to  mitters andindependent decodingt the receivers are em-
send data by feedlng back the relay indeat the beginning ployed. By independent encoding, it is meant that the tratasm
of the block. Otherwise, the nogedoes not provide feedback.ters encode their message independently. This is a consegue
It follows that the overhead of the second hop is @smnost of the fact that the transmitters have access to only paz&al

an index value per destination node. When scheduled bySmmilarly, by independent decoding is meant that receivers
feedback message, reldyrelays the data to the destinatiordecode their message independently by treating interferas
node at ratel bit/s/Hz. In case a relay receives multiplenoise. It is worth pointing out that, with the assumption &IC
feedback messages, it randomly chooses one destinationgpthe receivers, techniques like interference cancelaie
transmission. It is noted that in steady-state operatiothef possible at the receivers. However, as elaborated in Refark
system, the relays have the ability to buffer the data receivthey are not interesting in our setup and thus are not coreside
from source nodes, such that it is available when the oppéere.
tunity arises to transmit it to the intended destination esod
over the second hop of the protocol. This ensures that relays
always have packets destined to the nodes that are scheduled

In addition, due to the opportunistic nature of schedulthg,  \jotivated by the observation that as communication devices
received packets at the destinations are possibly out Cﬁcrprd%sﬁ?urce and destination nodes in our system) become more and
and therefore each destination is assumed to be able tar bufg)re pervasive, the number of infrastructure nodes (rglays
them before decoding. not likely to keep pace, the throughput analysis in this pape
Remark 1:It is noteworthy to draw a comparison betweepays special attention to a regime in which the number of
Phasel and Phas@. From the relays’ perspective, both hopsource and destination nodes, is large, while the number
of the communication protocol rely on scheduling a subset of relay nodes,m, is relatively small. We show that both
“good” source/destination nodes for transmission. Howevéhasel and Phase achieve average throughput (by averaging
these two phases of the protocol differ in one key aspeciver random channel gains) ef bits/s/Hz, yielding am/2
transmission over the second hop can be guaranteed toblie/s/Hz throughput for the complete two-hop scheme. We
successful since receivers (the destinations) have adoesslso show that forany two-hop protocol, the throughput is

IIl. THROUGHPUT. LARGEn AND FIXED m



upper-bounded by3 loglogn bits/s/Hz. This information- > Pr[X > s]-Pr [_ X >1|X > S}
theoretic upper bound holds even if we allow full coopenatio :1//) +Y
between relaysnd assume full CSl is available at the relays. S

. L . > . — >
Thus, the proposed scheme, with much simplified assumptions 2 Pr{X > s] - Pr 1/p+Y — x> S}
of decentralized relay operations and CSI at the receiver, [ s ]
succeeds in maintaining the linearity of the throughputhie t = Pr[X >s]- Pr 1/p+Y > 1 (4)
number of relay nodes. _ (1 B FX(s))Fy(s “1/p), )
A. Phasel: Source Nodes to Relays where [4) follows from the fact that, with < s < s, and

. r[X < s9] — 0, we havePr[X > s] — 1, and thus
In Phasel, m relays operate independently and ea [ s > 1\X - S} N Pr[ s > 1] (which can

schedules one source node for transmission. Hence, tHe t té 1/p+Y p .
' ' B trivially shown by the law of total probability). Note tha

Tuml(ajer Of. sche’gulgd sm:rce nodes cr:]anlge any mteglet_r ?Etwﬁ%nlower bound[{5) suggests a suboptimal scheduling scheme
andm, i.e., |K| < m. In cases whenK| < m, multiple according to which, each relay schedules the transmission o

relays schedule the same source node, and the analys§h8 “strongest” source only if the source’s power gain egsee

the _p_robablhty .Of suc_cessful_ transm|_SS|on should con&dg prescribed threshold The probability of such event is given
explicitly those links with multiple receivers. Due to theun by 1 — Fx(s), and Fy (s — 1/p) is a lower bound on the

tiplicity of possible combinations, the e>_<act charac@m probability of a successful communication with the relayaat
of the average throughput of PhakeRz;, is mathematically rate of 1 bit/s/Hz

mvolvedl; lTortunater,tT order. to. shovyttheﬁgchlive}b |I|fyn®d The characterization of distribution of the interfereneet
successiul concurrent ransmisstons, it sultices to Y in (@) needs more care. This is due to the fact that, condi-

Rldby consljo_letr_mgtomy cz:t)sez_ln wfg;_ch t:’:]escheilgllje(;l_ SOUI ré:e tioned on not being the maximum amonghannel strengths,
nodes are distinct (thereby discarding the contribui each interference term il is no longer exponentially dis-

throughput of the other combinations). . tributed, and the interference terms are not independent in
By symmetry, eagh source node has a probability of to .general. However, as shown in Appenflix A, these properties
be the best node with respect oa relay. Thus, the probabi old asymptotically withn. Numerical results in Append[X]IA
that the scheduled users are d|st|nct,_ \.€., No source rmd%ﬁow that these asymptotic trends are achieved for relative
scheduled by more than one relay, is given Ry N, = small values ofi. Thus, we can approxima®é as chi-square

n(nd_. p ' t (n —m +d1)/nm’ Whhers ]Ye’fé denotles theb evegt random variable witl2(m — 1) degrees of freedom, whose cdf
{m distinct source nodes are schedyleNow, a lower bound "\, given by [15, eq. (2.1-114)]

onR; is
m B m—2 1 .
Ry > Pr[N,] S Pr[SINR,,, > 1] -1 Fy(y)=1-e" > =y (6)
r=1 k=0
= m Pr[N,,] Pr[SINR"! > 1], 3) Substituting [(b) and({6) intd(3) yields the following lower

bound on the throughput of Phase
where, for notational brevity and by the i.i.d. channel nlpde

e drop the source node and relay indices in the last equatj Lemma 1:For anyp, m and0 < s < logn —loglogn,
W P plu y Indl : qQuatifll achievable throughput of the opportunistic relay sahem
and useSINR" " to denote the SINRs at all relay nodes.

Now, we focus on thePr[SINR"' > 1] term. Again, for in Phasel is lower-bounded by

notational convenience, for a realization ofi.i.d. random Ry > mw& —(1—e)")
variablesXy, ..., X,, we introduceX := max{Xy,..., X, } m-2 )
andY := ", X; whereK’ is any randomly selecten — > (1 _ o= (s=1/p) Z —(s— L)k>,
1)-element subset of1,...,n} \ {j : X; = X}. With these k=0 k! ?

definitions, we havéPr[SINR"! > 1] = Pr[ 2+ > 1]. For asn — .
. . . . L1/ptY ..

the Rayleigh fading case, in which the link strengths ard.i.i

Exp(1) random variables, the cumulative distribution function

(cdf) of X' (largest ofn ii.d. Exp(1) random variables) can o, o cise The tightness of the lower boulld (7) is substaatia

be written explicitly ast’y (x) = (1 —¢™*)". The asymptofic | erical results shown in Figl 2 of Sectigh V.
properties ofX are well studied in literature (see [8] and [14]). _

For so = log n—loglog n, it can be shown thatr[X < so] — Remgr_k 3:Inspecting[(¥), we note t_hat the Iowe_:r bound on
0 [14, eq. (A4)]. With the help of this property, we proceed tdt ex_h|b|ts a trgdeoff petween quantity and quality of sched-
lower-boundPr [SINR"" > 1] by introducing a real variable uled links. By increasing the number of relays one can

5 (0 < s < s9). By the law of total probability, we have schedule more simultaneous transmissions, which is béadefic

from the throughput perspective. However, more transonssi
X X i i i
Pr > 1| =Pr[X > s|-Pr > 1‘X S s generate more interference, degrading the SINR and logerin
p+Y — /p+Y — the probability of successful transmissions. In fact, assh

A tighter lower bound can be found by maximizing (5)
ver s, but we find that little insight can be gained from this

X
PrlX < s]- P ——_>qx<
#PX <l P 2 1] <)

in Section[Y, not only the lower bound discussed here, but
also the actual throughput; demonstrates this tradeoff. The



characterization of the best (in terms of scaling) that Thus, each destination node can have at mostguuel relay
maximizes throughput is pursued in Sectiog IV. as its sender.

For the regime of interest, whereis large andn fixed, it ~ Now the sum-rate for Phasedepends on how many relays
can be trivially shown, e.g., by setting= logn — loglogn, are sch(_edul_ed by (_jes'ginations. Th_japrobability that a rfahalg
that the above lower bound approaches Note that this is NO destination satisfyin§INR > 1 i
also the best we can hope for in Phaseince theSINR > 1
constraint to decode a transmitter implies that no more than
m sources can be successful. =Pr {SINREE <1, Vj}

The following corollary to Lemmal1l follows immediately. B (F(l))” .

- (1 _ —e_l/pR)n.
2m71
B. Phase2: Relays to Destination Nodes

We now develop an exact expression for the sum-rate OfThe throughput of the relay-destination links is given by

the relay-destination links. This is done by first showingtth summing the probabilities of the relays engaged in transmis

. S i Sion. Accounting for the bit/s/Hz rate per relay, we have that
only a single relay per destination can produce a requir

SINR larger than one, and then computing the probability ﬁ?e average throughput of the second hop is given by

the event that a relay is scheduled and consequently deliver m
throughpuit. Ry = Z Prlrelay r transmits data to a destinatjori

Pr[relay r does not receive feedbdck

Corollary 1: For fixedm, Ry — m asn — oc.

Lemma 2:For anypr, m andn, the achievable throughput

Il
/N =
—_

I
—~
|
—~
—
—
S—

3
N—

of the opportunistic relay scheme at Phasie given by (11)
e~ 1/pr\" B e 1/pr\"
Before embarking on the proof, it is worth examining thél-hiS completes the proof of the lemma. -

statistics of the SINR in[{2). Given the i.i.d. channel model 1he following corollary ensues by direct computation:
introduced in the previous section, the SINRs measured atCorollary 2: For fixedm, Ry — m asn — oc.

each geSt'”at'O” (cf[12)) are of the generic foBiNR, = Remark 4:It is interesting at this point to draw a connection
W%m—z)' With the help of[(6), the pdf of the SINR canbetween the scheduling of Phasef the opportunistic scheme
be shown as [14]: proposed here with the random beamforming scheme due to
o0 Sharif and Hassibi in the context of multiple-input mulépl
f(z) = / f(@ly) fy (y)dy output broadcast channels (MIMO-BCs) [14]. Seemingly un-
O_I/pR related, the SINRs of both setups turn out to have the same
- (i(l +2)+m— 1) ) (9) distribution (cf. [2)). To explain this subtlety, note thatthe
(I+2)™ \pr random beamforming scheme of [14], a random unitary matrix
The corresponding cdf is @ is applied to the data streams before sending them over the
e/ channelH (hence the terminology “random beamforming”).
Flz)=1- ¢ ' z>0. (10) With the assumption of i.i.d. Rayleigh fading, entries Bf
(1 +z)m=t’ follow i.i.d. circularly symmetric complex Gaussian ramado
Note that thélNRf?s are iid. over = 1,....n (but are not variablesCA/(0,1). By the isotropic property of the i.i.d.

complex Gaussian random matrid, #H has the same
distribution asH [16]. It follows that the channel statistics
of the random beamforming scheme in the beam domain are
the same as in the original antenna domain. In other words,
the SINR in the beam domain is still of the generic form

xX*(2)

independent over = 1,...,m).

Proof: First, we observe that each destination ngdws
at most on&SINR% > 1 for all relaysl < k < m. To see this,
assumeSINREfj > 1 for some relayk, and consider another
index k¥’ # k. From [2), we have

> 4 . SINR = 13
&> 1/pr+ Y, & Upn + x2(2m —2)’ (13)
1<e<m
Lk which is the same as in our Phagécf. (2)).
from which it follows that Despite the mathematical equivalence, our proposed scheme
for Phase2 simplifies the random beamforming scheme in
. 7 oa /
kj > &y, VE #k several respects:
Therefore
3|t may seem logical to turn off a relay for which the highesNRBI is
SINRPQ- _ §k’,j gk’,j <1 still less than one, but we still allow such relays to trarts(aay, control
k'3 — 1/PR + Zlgzgm &_’j fk,j ’ information). This is because, as shown by numerical restile performance

1A% is limited by the source-relay link.



« Random beamforming requires cooperation among theultiuser diversity gain is a power gain, e.g., in the Raytei
transmitters to form a beam. Opportunistic relaying ogading case, multiuser diversity schedules the best user fo
erates in a completely decentralized fashion. transmission, and boosts the average power by a factop of

« Random beamforming requires the feedback of an inted&t. With the assumption of relay cooperation, as in Leniiina 3,
(the beam index) as well as a real number (the imspatial multiplexing gain equal to the number of relaysan
stantaneous SINR). The proposed opportunistic relayibg readily achieved (e.g., even by a suboptimal zero-fgrcin
scheme requires the feedback of only an index numbegceiver [16]). Then, multiuser diversity can further biobos
This simplification is justified by [14, Th. 2], which the rate of each parallel channel by logn, as shown by
implies that when the system operates in the limit dssmmd3. In contrast, with the proposed opportunistic séhem
n — oo with m = O(logn), the aggregate interferencewhere relays operate independently, there is no guarantee
from concurrent transmissions eventually hardens tloé achieving the multiple parallel channels. Here, mukius
instantaneous SINR near the value 1. Thus, there is diversity is used as a mechanism that compensates for the
longer a need to feed back the SINR value. Furthermoiaterference plus noise so that the scheduled link can stuppo
in terms of the throughput scaling law (as discussed lateit/s/Hz. Ultimately, one achieves the linear scalingrinNote
in Section1V), this simplification incurs no loss. that only with multiuser diversity gain does the SINR of each

noncooperativdink have the chance to meet the threstbld.

c. Feedpack Overhead Analysis ) ) Remark 6:At this point, it is worthwhile to revisit the

A detailed study of feedback overhead in the regime gksymption ofl bit/s/Hz fixed transmission rate. According
large n and fixedm is omitted here for the sake of brevity.;; the scheduling scheme, receivers select their trarisgitt
The calculation can follow the same steps as in Se€fionlIV-Goges by feeding back their indices. Accordingly, the nodes

where we present a detailed analysis of the feedback ov&rhga ,smit independently at bit/s/Hz. Receivers decode their

in the limiting regime of large: andm. scheduled transmitters independently, by treating coeatir
o interference as noise. In other words, it is assumed that 1)
D. Two-Hop Communication the transmitters do not adapt their transmission rate to the

With the help of Corollarie§]1 and 2, and by taking inténstantaneous channel realizations; and 2) the receiverot
account thd /2 penalty due to the two hops, the overall systerattempt to perform any interference cancelation. It is saas
throughput, defined a§ min{ Ry, R2}, can be readily shown able to expect that a higher throughput can be achieved if we
to be given as follows. allow rate adaptation and interference cancelation atdseaf

Theorem 1:For fixedm, the two-hop opportunistic relaying more feedback overhead and higher computational complexit

scheme achievesasystem throughpuﬂg‘ﬁ bits/s/Hz as) — However, what Lemmﬂ?) tells us is that the return is at
0. most the multiplicative factotoglogn. Simulation results in

Since the proposed scheme works in a decentralized fash%)?{:t'oq] |_nd|cate_ a rather;)fast fcon\éergelnce to th‘? alsymptot
and with low rate CSI feedback, it is natural to expect son%'én'tS with Increasing number of nodes. In a practical syste

throughput degradation compared to more intensive schem4" ginite (burf maryl/behlar%e)z,l the tﬁrrglog log "l,is g small i
We will show that the opportunistic relaying scheme exisibif'UMPer- On the other hand, given the decentralized schreguli

the pre-loglog factor of the scaling law of the throughput olicy adgpted herg, i,t is not straightforward ,“? determine
more intensive schemes. To see this, we find an informatigl€ @daptive transmission rate for each transmitting node (

theoretic upper bound on the achievable scaling law for ﬂl]?eemarlﬂ)_
aggregate throughput @fny two-hop relaying scheme.

Lemma 3:For any two-hop relaying architecture, with IV HOW FAST CAN m GROW?

fixed m and SNR, the sum rate capacity scales at most aghS discussed in Remaild 3, in Phasehere is a tradeoff
Lmloglogn asn — oo. between the number of relays that serve as conduits between

Proof: In two-hop relay schemes, all data traffic passetge source and destination nodes and the mutual interferenc

through relays. Therefore, tHeestscheme would be one in cagsed_by the transmissiqns. The same Is true for Phase
which allm relay nodes can cooperaiadthe relays have full Th|s_ b_rmgsthupt';]he qﬁes';;)hr_wr_lat 'S .thT Otpf['malwli. thatth
CsSl (i.e., backward as well as forward channel realiza)ionénax'mIzes € throughputthis 1S equivaient 1o asking the

In such case, the two-hop communication can be interpre ximum throughput of the network. In th.is section, we show
as MIMO multiple access channels (MACs) followed b;; at both hops of the proposed decentralized scheme succeed

a MIMO-BC. The capacity region of the MIMO-BC, and™ achieving®(logn) throughput scaling (without taking the

- . P : L feedback overhead into account). We then quantify the feed-
the optimality of dirty-paper-coding (DPC) in achievingeth chk overhead and conclude that, under the condition tleat th

capacity region have been shown in [17]. Furthermore, t ) )
capacity scaling of the DPC scheme is shown in [14] to eroduct of the block duration and the system bandwidth scale

m log log n, which is also the capacity scaling for MIMO- aster tharlog n loglog n, the feedback overhead is negligible
MAC due,to the MAC-BC duality [18]. Now, Lemm] 3and therefore theisefulthroughput of the proposed scheme
follows by taking the two-hop penalty/2 into ac;:ount. is given by ©(logn). As a by-product in characterizing the

Remark 5:Contrasting Thelorerﬂ; to _ Lemnid 3 reveals 4 gne schedules the transmission randomly, the averagevezcSINR
two different facets of multiuser diversity. Fundamenall can be shown to be——

m—1"



throughput upper bound of the first hop, we also concludied successful concurrent transmissions frdm- ¢) zl‘ffg”2+2
that ©(logn) is indeed the best throughput scaling even Egurces tan = (1—¢) logn 4 9 relays.

centralized scheduling is allowed. Thus, as far as throughp See AppendixB for25)§t2ai|ed proof. 0

scaling is concerned, operating the network in a decené@li  Remark 7: These results may be of interest in their own
fashion, with local CSI at the receivers and low-rate feettbaright, since, given the assumptions of independent engodin

to the transmitters, incurs no loss. at the transmitters and independent decoding at the reseive
(reasonable assumptions in ad hoc networks in which global
A. Phasel CSl is not available to enable cooperative encoding and/or

o ) decoding), Theoreril2 establishes the upper bound and the

Earlier, in Sectiof III-A, the lower bound(7) of the systemychievable throughput scaling that are valid even if céined
throughput of Phasé was found. This lower bound wasscheduling is allowed. Th&(logn) throughput exemplifies
adequate for the discussion in that section which assumgd interference-limited nature of the network, and thi-su
a largen and fixedm. Howevgr, in seeking to determinejjnear throughput scaling (compared to other works, e3}- [
how the throughput scales withn, the lower bound[{7) [5), [13]) precisely demonstrates the price one has to pay fo
might considerably underestimate the true throughpuight | ot having global CSI knowledge to mitigate the interferenc
of this, in order to address the question of optimal we |ndeed, recent works show that if one allows either cooperat
reason as follows: First, we consider a genie-aided SCheHLPcoding between receivers (see, e.g., [5]) or cooperative
by relaxing the assumptions of decentralized relay scliglul encoding between transmitters (see, e.g., [13]), one ceeh
Thus, the throughput scaling for a genie-aided network with gy oig/cancel interference, enabling linear throughpatisg.

relays serves as an upper bound on the proposed deceruiraliz% Achievable throughput scaling of Phase Theoren{®

sch_eme_.d V(\j/e shhow tgalt the t’[llroughputhscalwg lﬁwl of th&ates that, with high probability, there exists a validugro
genie-aided scheme B(logn). Next, we show that the lower (1— €)% 12 sources such that all transmissions
bound [7) of the proposed decentralized scheme also asimegpe succe 2log2

the (1 lina. Th ble t lude that t ssful. However, the proof is nonconstructiveoésd
€ O(logn) scaling. Thus, we are able 1o conciude tha hr‘?ot afford insight into how to find such a set in practice.
throughput scaling of the original scheme of Phass given

by O(1 di iimal i ina | _The propf assumes that there is a genie \_/vi_th_global channel

y ©(logn), and is optimal in a scaling law sense. information that can enumerate all possibilities and gelec
1) Phasel: Upper bound due to genie-aided scheme:a good one for scheduling. In contrast to the genie-aided

In this subsubsection, we establish the upper bound on #iheme, the opportunistic relaying scheme seeks to operate

throughput scaling of Phasebased on the following genie-in a decentralized manner, and it is not clear whether this

aided network. The genie-aided network has access to #gerational simplification incurs a loss in the scaling orole

full CSI of the network, and can coordinate the operatioe throughput. Serendipitously, it can be shown thatdhe:

of the entire network, i.e., centralized scheduling is\a#ld. scaling is also met by the lower bound [d (7). To see this, we

Therefore, the genie network can always achieve the maximggamine the asymptotic behavior & (7).

throughputin that, by assumption, it can enumerate allipless ~ Consider the exemplary casesnmf= logn ands = logn —

combinations of source-to-relay transmissions. Nevé&se oglogn. With n — oo, the term "(”‘1)';7(”"‘"“1) — 1. The

we still assume that independent encoding at the sourcesnoggm (1 —(1- e—S)n) is independent ofn, and approaches

and independent decoding at the relay nodes. These caontstraor s = logn — loglogn asn — co. Therefore, a throughput

are needed to keep the genie-aided upper-bound result 806 (logn) can be achieved as long & (s —1/p) = © (1).

too loose with respect to the proposed decentralized n&twafideed, form = logn, the interference ternY” in (@), by

(cf. Sectior(l). Note that given a set of channel realizagio the central limit theorem, can be approximated as Gaussian

the successful source-relay pairs, in the proposed decgihdom variable with mean and variance both equabgon.
tralized scheme, must also be successful in the genie-aidgslv, we have

scheduling scheme. Thus, the throughput of the genie-aided 1
scheduling scheme upper-bounds the proposed decentralize [y (logn —loglogn —1/p) = Fy(logn) = 5, (14)
scheme.

due to the symmetry of the Gaussian distribution. Conse-
Theorem 2:Under the assumption of independent encodinguently R, ~ %1ogn, This result implies that forn = logn
at the source nodes and independent decoding at the rq@mys, each running the two-nop Opportunistic re|aying- pr
nodes, one cannot achie%(%%+2throughputwith probability tocol, it is possible to schedule up togn source nodes to
approaching one. Conversely, with probability approaghifransmit simultaneously, but half of them will fail to sdyis
one,(1—e) 21(1’5;2 +2 throughput is achievable for alle (0,1). the SINR requirement due to the multiple access interferenc

Outline of proof: The upper bound result is establishedn terms of throughput, this example yieldslogn, which

by showing that, givemn = logn 4 o relays, with probability confirms that the scheme is in fact order-optimal in achigvin

log 2
approachingl, one cannot find2%% + 2 sources whose con-& throughput o (log n) at Phasd.

current transmissions to the relays are all successfuh bye

enumerating all possibilities of choosing sources and rimgpp B. Phase2

sources to relays. The achievability result follows frone th In this subsection, we will show that the optimal value of
fact that, by exhaustive search, with probability of onee oan m in Phase2 exhibits a sharp phase transition phenomenon.




That is,m = log”’bi};’%"’l/p’* +1 succeeds in retaining the 1) Overhead per fading block:

linearity of Ry in m, butm = & nHO% léanfl/pR + 1 does Feedback overhead in the first hdp:the first hop, each relay
not. As far as the scaling law is concerned, this implies thgghedules one source. Since a totahogources need to be
the throughput of Phasg scales a®(log n). identified, the feedback overhead per relayois, » bits. The

overall feedback overhead of all relays is thus givenrby

Theorem 3:For Phase of the two-hop opportunistic relay-
Do y log, n, Which scales a® ((logn)?) sincem = ©(logn).

ing scheme, if the number of relays = 1°g”_1°$;;§"_1/’”% +

1, then R, = ©(m) = O (logn). Conversely, ifm = Feedback overhead in the second htipthe second hop, any
10gn+10§; logznfl/rm +1, then Ry = o(m) destination feeds back the index of a relay only if there ig on
og ! '

relay meetingSINR > 1; otherwise, no feedback is sent. One

Proof: For convenience, we repe&% of and : ) . .
pedt, of (1) p) needsO(log, m) = O(loglogn) bits to identify a relay. The

Ry = m(l — (F(l))") (15) number of users that capture a good SINR, and consequently
1 pr\ " feed back follows the binomial distributioli(n,q) with
—ml1= <1 _ e—_1> (16) 4 being the probability that the destination will provide a
2m feedback. Then, the average overall feedback overheaddn gi

by the average number of destinations that feed bagkjmes
the number of bits of each feedback.

With m = log”’bi};’%"*l/”’* + 1, we have

| (1) = e—1l/pr o mles21/pn _ 1Ogn. To calculateq, we have,
Then 2m K g = Pr[the destination feeds back index
’ N = Pr[Ul™, {the rth relay hasSINR > 1}]
(F)" = <1 - log”> _ ntos(i-22) m
n < ZPr[the rth relay hasSINR > 1]
—e lognJrO(logT%) _ eflogn+o(logn) r=1
] =m(l-F(1))
fry —_ m —
@] (n) ) (17) — 2m_1e 1/p’ (19)

where we have used the fact that, for smalllog(1 — ) = \yhere the last equality is due {G{10). The quantityd (1%fis
—z+ O(2?) ande” = 1+ O(x). Thus, most of the transmis-he order 010 ((log )2 /n) whenm = logn—loglogn=1/pr | |

sions meet the SINR threshold (with probability- O(1/n)), (cf. TheoreniB). log 2

and consequently the throughpfes is given bym(1-0(3)). Finally, the average feedback overhead of the second hop
Ry = @(m) = O(logn) follows readily. is O(ngloglogn) = O((logn)?loglogn).
Similarly, whenm = & "’L“’i};i" Yrr 1 1, we havel — . o
F(1) = —L_ and 2) C(_)ndltl_on forQ(logn) use_ful throughput:n th_ls_ Work,_ _
nlogn a quasi-static fading model is assumed. Specifically, it is
(F(1)" = o Tz TO(Gizy) assumed that channel gains are fixed during the transmission
of each hop, and take on independent values at different hops
The feedback overheager block is analyzed above. The
=1-0(1/logn). (18) throughput of the system scales with the duration of thelbloc
Now, in contrast to the case of — logn,bi}ggn,l/% ey ziagillag(;ﬁégg?grﬁdmdth. That is, the total throughput
when we increasen to 128nHoslogn—l/on 11 phase 2 of the  Now, we can find conditions 6PV for which the feedback
two-hop scheme cannot support a throughput that scales Witferhead does not imperil the throughput in the sense of
m. With probability one, the SINRs cannot meet the thresholghroughput scaling. This is true when the feedback overhead
In this case, the throughput does not scale linearly with is |ess than (in terms of scaling) the total throughput ofheac
anymore, i.e.,2a = o(m). U hop. Let us look at the second hop, which has larger feedback

This ©(logn) scaling result is consistent with the randomgyerhead. To havé(logn) useful throughput, we need
beamforming scheme of [14], an outcome that is not surgisin

in light of the connection discussed in Remftk 4. (logn)?loglogn = O(TW -logn),

— e—@-ﬁ—o(l/ log n)

C. Feedback Overhead Analysis which hOId_S whenever' W = Q(lognloglogn).
o i In practical system desigrn]’ can be as large as the
One of the contributions of the paper is the proposal of & arence time of the chann@l, and 1 can be as large
two-hop scheme that alleviates the assumption of full CSI at o coherence bandwidth of the chariiel For a typical
the transmitters and the assumption of centralized schrgiul ;¢ |o5s channel, this condition is easy to meet. This is due

In the proposed scheme, only CSI at the receivers is employggine act that typical wireless channels arederspreagthat

but low-rate feedback from the receivers to the transnsitier is, they satisfy7,JV, > 1. In typical urban environments
assumed to enable scheduling. In this subsecyon, we d’wa_n{he coherence bandwidth is of the order of several MHz, and
the qyerhead d_ue to feedback, _ and fpr_mahze a sufficighl conerence time is of the order of milliseconds [16]. Thus
condition for which the overhead is negligible. the product of coherence bandwidth and coherence time is
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Fig. 2. First hop average throughpli as a function of the number of relays fior= 1200 S—D pairs. From the top: simulation results utilizing alusz node
assignments, simulated results with distinct scheduletesidlower bound with optimized threshaidand lower bound with thresholg = log n — log log n.

of the order of103. As a concrete example, suppose ththroughput is calculated a®(logn) - ©(1) = ©O(logn),
carrier frequency isf. = 900 MHz, and the delay spread issince one ha®(logn) concurrent transmissions, and each of
T, =1 ps. Based on the definitions of coherence bandwidthem has successful probability ©f 1). Further increasing.

and coherence time in [16], the coherence bandwidth is givessults in a decreased probability of successful transomss
by W, = 1/(2T,;) = 0.5 MHz. The coherence time depend®Referring back to RemaiK 3, we see that the optimdin the

on velocity v, where let us assume = 3 km/h. This leads sense of maximizing system throughput) is given by the order
to a maximum Doppler spread d?; = f.v/c = 2.5 Hz, of multiuser diversity. The interpretation of the throughp
and accordingly, to a coherence time’fif = 1/4D, = 100 scaling in terms of multiuser diversity is discussed in more
ms. In this example], W, = 5 x 10*, which makesI W, > detail in [19].

log nloglogn hold even for extremely large. For example,

for n = 1.0 x 108, lognloglogn = 53.7. V. NUMERICAL RESULTS

D. Two-Hop Communications In this se_ctlon, we provide some numerical e>§ar_nples pro-
uced by simulations of the proposed opportunistic relgyin

With _the results in previous_subsections, We can Condug@heme under Rayleigh fading. Throughout these examples,
the achievable throughput scaling of the scheme in thevf/ellothe SNR for both hops is set 46 dB (p — p = 10 dB).

ing theorem. We examine in Fig.]2 the average throughpytof the first
Theorem 4:Under the setup of Sectiof]ll, and givemgp of the protocol and its various lower bounds. The figure
TW = Q(log nloglogn), the proposed two-hop opportunisticcontains four curves. The two simulation curves were okthin
relaying scheme yields a maximum achievable throughput 9§ averaging throughputs overo00 channel realizations. The
© (logn). “simulated R,” curve was obtained using all assignments of
Remark 8:The throughput scaling results in this papesource nodes, while the curve marked “simulat@d with
afford a multiuser diversity interpretation. To see thisjsi distinct nodes” represents only assignments of distinatc®
useful to take a closer look at the first hop. The power of thedes. The other two lower bounds shown are computed with
signal of each scheduled link is given Iygn [8] (due to (7): one is obtained by optimizingl(7) over(numerically);
multiuser diversity). In the regime where is fixed (cf. Sec- the other lower bound is fos = logn — loglogn. Three
tion[Il), the signal power can mitigate the interferencevpo observations are noteworthy relative to Fig. 2. First, both
(which is of the order of one), and therefore each scheduldw simulated throughput and the analytical lower boudnd (7)
transmission is successful. This translatesitdits/s/Hz total exhibit linearity with respect tan, consistent with the analysis
throughput of the first hop, as shown in Corollédy 1. In thef SectioIII-A. Second, it is observed that whenexceeds a
limiting operating regime withm = ©(logn) relays, the certain value (in this casé), the throughpuf?; starts to fall
aggregate interference for each scheduled link is of theroraff. Noting thatlog 1200 = 7, this effect is consistent with
of ©(logn). Now, the network saturates as the interferendhe analysis in Section IVAA that established that the linea
power is of the same order as the signal power. The syst@mrease in throughput with the number of relays holds only
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Fig. 3. First hop average throughpi, second hop average throughpRg, and average system throughpidtas a function of the number of relaya
for n = 1200 S-D pairs.

as long asm is of the orderlogn. Third, the lower bound throughput. In Fig[h, the optimal value of the number of
of R, of (@) becomes loose when grows. The developmentrelays,m, is shown versus the number of nodesComparing
leading to [[b) suggests two possible reasons for this behavihe values ofn from the curve, with the valué‘l’oLg"2 +2, which
The first is that the computation &fr [V,,,] is based on only is the bound on the number of relays for the genie scheme in
distinct source nodes. However, the close match between frreeorem 2, we observe that the optimalis very close to
two simulation curves in Figld2 eliminates this possibilitythat of the genie-bound. This explains why the scheme can
It follows then that the bound is loosened due to the seribarness large portions of throughput as promised by Theorem
of lower-boundings ofPr[ leading to [[b) being too 4.
conservative.

In Fig.[3, we illustrate throughput8; and R», as well as V!- OTHER CONSIDERATIONS RELAY COOPERATION AND

X
ead

the corresponding system throughput of the full schemengive DELAY

by R = 1 min{R1, R;}. As discussed in Sectidn Il, the trans- One of the key contributions of this work is to propose
missions over the second hop are destined to be successinl,opportunistic relaying scheme that features decersali
since they are scheduled based on SINR measurements atréfesy operations and practical CSI assumptions. In thissgc
destination nodes, whereas the transmissions over théadipst we discuss the case in which relays are allowed to cooperate
are not guaranteed to be successful since they are based onlgncoding/decoding. In order to isolate the impact of the
on SNR measurements. As a consequence, we observe frefay cooperation on the two-hop scheme, we leave the CSI
Fig.[d thatR; is lower thanR,, and is the bottleneck to theassumptions unchanged. Specifically, it is assumed that the
system throughput, i.eR = JR;. In addition, we observe relays have full CSI knowledge of the source—relay link, but
that the optimal number of relays for Phads consistent have only partial index-valued CSI knowledge of the relay—
with the analysis of Theorefd 3 in Section I1]-B. Neverthslesdestination link via feedback. This discussion will helpriify

both R, and R, display the linearity inm as predicted by the fundamental limits of the opportunistic relaying scleem
Corollaried 1 and2 in Sectidnlll. Finally, we briefly address the issue of network delay.

The total throughput of the two-hop opportunistic relaying
scheme is shown in Fifi] 4 as a function of the number of nod&s Cooperative Relays
n. We observe that the throughput exhibits logn trend,  |n the proposed opportunistic relaying scheme, we assume
as predicted by Theorefd 4. In fact, the system throughpHe relays perform independent decoding (in the first hod) an
curve can be perfectly approximated Wy36logn. Since independent encoding (at the second hop). In particular, th
the system throughput is always limited by Phasei.e., relays treat the received interference as noise, and nmpitte
R = min{Ry, Ry} = § Ry, we also plot two bounds ¢fR; s made to cancel the mutual interference caused by comturre
for reference. More specifically, the genie boug’s + 1  transmissions. As a consequence, the systemtésference
(cf. Theorem[R) serves as an upper bound, anditlh@n limited. In this subsection, we address the questiblow
curve from [(I#) serves as a lower bound for the systedoes cooperation between relays in decoding/encodinggshan
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Fig. 4. Simulated average system throughput of the propsskdme as a function of the number of S-D pairand for optimized number of relays.
Also shown are a genie upper bound and the lower bogmg n.
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Fig. 5. Optimal value ofn that maximizes the average throughput, aﬁ@g% + 2 curve (cf. Theorerl]2)).

the scheduling operation and the throughput scalinfg® MAC, the sum-capacity can be achieved by allowing all
example, it is conceivable that the relays could be impldgeten users to transmit. The receiver can retrieve the data vilesom
as infrastructure nodes that are connected to a wired baekbasophisticated signal processing algorithm, e.g., MMSE-SI
This setup has been referred to akydbrid network(see for (minimum-mean square estimator with successive intentere
example [20] and references therein). cancelation) [21]. The optimal scaling in the largeand fixed

When the relays are allowed to fully cooperate in decod? "€9iMe is given bymloglogn. However, if we seek to

ing/encoding, they can be considered to be a muIti-anten%%p'eve only linear scaling im, it suffices to schedulany

array. Accordingly, the first and second hops are equivaldfit source nodes for transmission. With high probability, the
to a MIMO MAC \;vith receiver CSI. and a MIMO BC with resultingm x m channel is well-conditioned, and a spatial
partial transmitter CSI, respectivelg/. Now, the schedylin multiplexing gai_n ofm is achieved [1.6]' In contrast, P_ha_%e
Phasel can be simplified. It is well-known that for the MIMO does not benefit from the coaperation of relays. This is be-
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TABLE |
DEPENDENCE OFTHROUGHPUTSCALING ON RELAY COOPERATION INENCODING/DECODING AND CS| KNOWLEDGE OF THERELAY—DESTINATION
LINK

Scenarid@ | Throughput Scaling of R; | Throughput Scaling of Ry | Throughput Scaling of R

Casel O(logn) O(logn) O(logn)
Case2 O(n) O(logn) O(logn)
Case3 O(n) O(n) O(n)

aCasel: independent decoding/encoding at the relays; perfecti€8ie first hop and partial CSl in the second hop
Case2: cooperative decoding/encoding at the relays; perfecti€®e first hop and partial CSl in the second hop
Case3: cooperative decoding/encoding at the relays; perfecti€&e first hop and perfect CSl in the second hop

cause, with only partial transmitter CSI, and since detitina B. Delay Considerations

nodes are not allowed to collaborate, arbitrarily selectim  There is always a tension between opportunistic scheduling
destination nodes cannot yield a throughput lineamifl4]. and delay considerations [8]. The delay issue is more dalien
The impact of relay cooperation on throughput scaling the two-hop scheme than in the cellular setup [8], because
exhibits similar behavior to that demonstrated for schiadul packets transmitted by one particular source in PHaseust
Phasel benefits from relay cooperation, and in principlgye puffered at a relay, until that relay schedules the oaigin
Ry = O(n) is possible (note that the capacity okan MIMO  destination during Phasg. While one can partially relieve
channel scales linearly with [22]); Phase is still bounded by he problem by, say, prioritizing the destination in caséem
O(logn), and becomes the bottleneck of the two-hop scheme ejay receives multiple requests from multiple destorai
The reason for this is that, due to the lack of full CSI at thﬁncluding the destination of interest, of course), theaglel

relays, there is no way to generate more thefog n) parallel - may still be large. The detailed study of end-to-end delay is
channels. The reader is referred to [14] for a discussioh®f tcyrrently underway.

impact of CSI knowledge on MIMO downlink channels.

We summarize the discussion of relay cooperation in Ta- VII. CONCLUSION
ble[. In the first two scenarios, we examine the impact of |n this work, we have proposed an opportunistic relaying
cooperation in decoding/encoding at the relays on systegheme that alleviates the demanding assumptions of tentra
throughput by fixing the CSI assumptions to perfect receivgeheduling and CSI at transmitters. The scheme entails a two
CSl in the first hop and partial CSI in the second homop communication protocol, in which sources can commu-
Specifically, casel corresponds to the setup considered inicate with destinations only through half-duplex relaybe
Section[), where the relays perform independent decodirgy idea is to schedule at each hop only a subset of nodes that
(in the first hop) and independent encoding (in the secosén benefit from multiuser diversity. To select the sourcg an
hop), and case allows for cooperation among relays indestination nodes for each hop, relays operate indepdgdent
decoding/encoding. In the comparison, we also include thgth receiver CSI only, and with an index-valued feedback to
optimistic scenario, casg, where the relays are assumed teéhe transmitter. The system throughput has been charzateri
have full CSI knowledge of both the source-relay link, arel tffor the operating regime in which is large andn is relatively
relay—destination link and the relays are allowed to coafger small. In this case, the proposed scheme achieves a system
In this case©(n) throughput is obtained in both hops, a resuthroughput ofm/2 bits/s/Hz, while the upper bound with
not surprising from the MIMO theory [22], [23]. From thefull cooperation among relays and full CSl(is:/2) log log n.
table, one can readily identify that CSI plays a criticalerolMoreover, we have further shown that, given that the product
in determining if linear throughput scaling is achievaliiis  of the block duration and the system bandwidth scales as
observation justifies our study on throughput scaling based ((log n loglogn), the achievable throughput scaling of the
the seemingly pessimistic, yet practical, assumptions 8h Gproposed decentralized scheme is given@iog n), which
knowledge in this paper. is the optimal scaling even if centralized scheduling is al-

It is important to point out that in the above discussion, thewed. Thus, operating the network in a decentralized tashi
focus is on CSI. In cases where perfect CSI is available @fth only CSI at the receivers and low-rate feedback to the
the relays, but cooperative decoding/encoding is not abvil transmitters, incurs no penalty. Finally, compared to thedr
(e.g., due to nodes located randomly), different conchsiothroughput scaling results reported in the literature ,(seg.,
can be drawn. For example, one can operate the two-hgpand [13]) with more optimistic CSI assumptions, this wor
amplify-and-forward scheme [3] to achie@n'/?) through- quantifies the price that one has to pay for not being able
put scaling. A detailed discussion of the case of perfect Cfg mitigate interference. The delay behavior of the progose
but no cooperation between relays is outside the scope ®f thpportunistic relaying scheme is left for future work.
paper. It is also important to point out that the discussion
applies only to the underlying Rayleigh fading model. For APPENDIXA
other fading models, the opportunistic relaying scheme may CHARACTERIZATION OF INTERFERENCEY’ oF @)
exhibit a different scaling law. See [24] for discussions of In this appendix, we characterize the statistical propeif
throughput scaling under more general fading models. the interference terny” in (). More specifically, it is shown
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Fig. 6. Empirical pdff(x;|X; is not the maximum with n = 10, 20,40 and 100 respectively and the pdf of a standard exponential randomabla,
fl)y=e"%, z>0.

that, asymptotically im, each individual term that comprisesand thus, asymptotically, each interferer is still expdizdiy

Y has an exponential distribution, and all interferers adistributed.

asymptotically independent. It is also illustrated by nuiced While the above results are of an asymptotic nature,

results that these asymptotic trends are achieved quickiymerical result shows that they hold for practical values

enabling the approximation of" as a chi-square randomof n as well. For example, in Fig.6, the empirical pdf

variable with2(m — 1) degrees of freedom. f(x;|X; is not the maximurnis plotted together with the pdf
For notional convenience, we denote the channel connef-Exp(1), i.e., f(z) = e~ %, = > 0, for various values of..

tions fromn sources to the relay aX,,..., X,,. According It is seen that the empirical pdf is well approximated by the

to the scheduling of Phask for each time-slot, i.e., eachstandard exponential distribution.

realization of Xy,..., X, the desired signal strength is the Next, we show that the interferers are asymptotically

maximum among all connections. The interference t&fns independent. DefineA as {none of Xi,...,X,, | is

the summation ofm —1) out of the remainingn—1) channel the maximun}. The eventA is then {at least one of

connections. X1,...,X;m—1 is the maximun. Again, by the law of total
We first show that each interferer is asymptotically expgrobability,

nentially distributed. By the law of total probability, fevents

B and A, we have

Pr[B] = Pr[B|A] Pr[A] + Pr[B|A] Pr[4], (20)
where A denotes the complement of the eventNow define Due to the underlying i.i.d. assumptidp;[A] = (1—1/n)(1—

the eventB as{X; < z;}, andA as{X; is notthe maximuth. 1/(n—1))---(1—1/(n—m+2)) — 1 andPr[A] — 0 when
Then we have for the cdfs n is large andm small relative ton. Then it follows readily

Fy, (2;) = Fx, (2:]A) Pr[A] + Fx, (:vilz) Pr[Z]. 21) from (24) that in the regime of interest

In our i.i.d. model, by symmetry, each node has probability _—
of 1/n to be the maximum, i.ePr[4] =1 — 1/n. Thus, the
above equation can be written as F@ns s emald) = @1, emea) f(@i). (25)

F(z1,...,xm-1) = F(a1,...,2m_1]|A) Pr[A]

+ F(xy,..., 2 1|A) Pr[A]. (24)

i=1

Fx, (z;) = Fx,(z;]A) (1 — l) + Fx, (:cz-lA)l : (22) Therefore, asymptotically, all interferers are indepetide
NN — Combining the facts that, in the regime of interest, 1) each
-t -0 interferer is exponentially distributed and 2) all integes
Therefore, we have are independent, the aggregate interfereficean thus be

Fx,(z;|A) = Fx,(z;) asn — oo, (23) modelled as chi-square with(m — 1) degrees of freedom.
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Numerical result shows that this approximation is accui@te  The linearity of the expectation yields

values as low as = 40. n
B )] = (2 )mt (o)™ (28)
APPENDIXB Then, the upper bound is established by showing
PROOF OFTHEOREM 2 Pr[X(m) > 1] — 0 whenm = 1252 + 2. This can be seen
Here, we prove Theorei 2 of Sectibn IV-A. For convefrom Markov’s inequality:
nience, the theorem is repeated below. Pr[X(m) > 1] < E[X (m)]
Theorem 2:Under the assumption of independent encoding n! m
at the source nodes and independent decoding at the relay - (n—m)! (Pm)

nodes, one cannot achie{?’é(%% +2 throughput with probability

approaching one. Conversely, with probability approaghin

one,(1—¢) 2“1’§g"2+2 throughput is achievable for alle (0,1). =e
< em(lognf(mfl) log2). (29)

ne—1/r

< (npp)™ < (B=)™
m(logn—(m—1)log2—1/p)

Proof: The proof relies on the probabilistic method [25].
The basic idea of the probabilistic method is that in order
to prove the existence of a structure with certain propgrtie Pr[X (m) > 1] < e~ logntollogn)
one defines an appropriate probability space of structurds a _ O(l). (30)
then shows that the desired properties hold in this spade wit " _
positive probability. This method of proof has been seen What [30) tells us is that whem = {24 + 2, the proba-
various subjects of information theory, for instance, s2@, [ bility of finding a set ofm nodes for concurrent successful
Ch. 8], which studies the bandwidth scaling problem in tHéansmissions decreases to zero rasncreases. Since the
context of spectrum sharing. The line of our proof follow§ansmission rate is fixed at bit/s/Hz, it is equivalent to
[26]. concluding that, with probability approaching or’%gé%‘ +2

The upper bound is established by the genie-aided schedtifs/s/Hz throughput is not achievable. S
ing, which performs an exhaustive search for the maximumNext we Iook_ at achlev_ab|llty. In proving t_he achievability
concurrent successful transmissions. Specifically, inings €Sult, we consider a variant of the genie-aided scheme used
whetherm bits/s/Hz is achievable, the genie-aided schenf@ove. Here, the scheme divides the totasources intom
enumerates aln-element subset of source nodes and tes§OUPSTi, i = 1,...,m with each group having/m sources.
whether the resulting: transmissions to the: relays are all Each group is associated with one relay node. For example,
successful. According to the genie-aided scheme, we deffife illustrated in Fig[]7, without loss of generality, we can
the probability spac& = {(A, ) : A C {1,...,n},|4] = label the total source nodes fromto n and assign sources

m,  is any permutation of1,...,m}}, where A denotes {l:---.7/m} t0 Gi, {n/m +1,...,2n/m} 10 Gy, and so

a randomme-set of all n source nodes and denotes any ©N- In testing whethem concurrent successful transmissions
possiblem-to-m mappings fromm source nodes i to m '€ possible, each relay chooses one source from its own
relays. LetB7 be the event{all nodes in.A can transmit groupl] Following the scheme, we define the sample space
simultaneously and successfully under mapping reand ' = {A : [A] = m, R(i) # R(j) ¥i,j € A}, whereR(i)

I7% the corresponding indicator random variable, ik, = denotes the index of the relay associated with the group to

Now substitutingm = ‘;;;g + 2 into (29), we have

Vi, R (1) > ) .. which source belongs. Also definé 4 as the indicator random
1(1/P+Z§§A%Rﬂm 21, Vie A)’ where the subscript variable of the evenftransmission from sourceto relay R(i)
R.(i) denotes the corresponding relay for souiceinder IS successfulyi e A}. Finally, letX'(m) =3~ 4cq La.
mapping ruler. For anyw, we have{R.(i),Vi € A} := To prove the achievability, we seek to find a lower bound
R = {1,...,m}. Finally, define the number of valid sets thaPn Pr[X'(m) > 1], or equivalently, an upper bound on
satisfy the SINR threshold aX (m) = 3, 3" I7. Pr[X’(m) = 0]. We need the following probabilistic tool from

Then [26].
B B Lemma 4:Let p = E[X'(m)] and A =
E[IA] = Pr[B.A] ZAEQ/ Z .A/E,Q' E[IAIA/]. Then,
= Pr[SINRF}, () > 1, Vi€ Al ANAZO .
m Pr[X(m)=0] <e 5. (31)
- <Pr [SINRFE, ) > 1}) (26) | o
o Proof: Following the explanation in the proof of [26,
= (pm)™, (27) Th. 10], the proof of the lemma follows in a fairly straight-
forward way from [26, Lemma 7]. We skip the details for the
where m) follows from the fact that fOII’,] S A,Z 7é j, sake of Saving space. |

SINR; %, ;) @MdSINR} %, ;) are i.i.d. The ternp,, = 1—F(1)

in m) is the probability that a transmission is successfugn 5Similar scheme has been considered by Etkin [26, Ch. 8] irctimeext of
characterizing the bandwidth scaling of spectrum sharyisgesns. Our setup

there arem concurrent transmissions, afd-) is the cdf of g gifferent from Etkin's scheme in that the number of nodessach group
the SINR computed if(10). is a function ofrn, which is not the case in [26].
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; é:l of I4I4 conditioned or{A € ', A" € OV |JANA| = q}.
Gl 7= In the expressions (shown at the bottom of the pade), (35)
el N<l R upper-boundg(34) by neglecting the interference comiomfr
S SRS " 1 the sources belonging tod’ N A in the second term of
e N the product. In so doing, the two produd$, . , 1(-) and
G 3 . L omg [lscana1() in @5) involve independent random variables
gl TN o7 now and therefore are independent (note that this is not true
SR IR TIPS in 34)). A minimal example is illustrated in Figl 8. The uppe
: RN bounding in [3b) can be thought of as reducing the number
e | m of concurrent transmissions from to m — ¢ by keeping the
G et elements{t : t € A'N.A} silent. The probability of successful
mee transmission when there are — ¢ concurrent transmissions,
n e —1
Lo denoted a$,,,—,, can be shown to bg,,_, = ;n,%
Fig. 7. lllustration of the genie-aided scheme used in tlgesability proof. A A
Source nodes are divided inte groupsg;,i = 1, ..., m, each withn/m R R
nodes. Each group associates with one relay node and the imotlee group le——m1 le——m1
have common receiver (i.e., the associated relay)s formed by selecting NN NN
one node from each group. RN SRR
i e———m 2 je——m2

The proof of achievability is more involved than that ofig. 8. Example of4 = {1, i} angé’ = {1WJ} i # j. We can upper-bound
J
the upper bound. This is becauda’s are generally not ¢ S'NS'TN‘;: SO;"C‘? in A" & o 1/Jﬁ+m2 < 7/, Which now is independent
independent. In the upper bound proof, however, dependeRE&e SINRs of source nodes
amongl 4’s is irrelevant due to the linearity of the expectation. Now, we proceed withA. In particular, we have
The quantityA in Lemmal4 is a measure of the pairwise

dependence between tHg’s. Note that, in the case when A = Z Z E[I4l4/]
I4’s are all independent, the lemma reduce®tdX’(m) = A Aeq
0] = e~*, a result which can be reached by direct probability . ANATF0
calculations. B A
We begin withy: = Z:A;Y A%/ E[IAIA’ IAémfvﬂl:J
p=E[X'(m)] = E[Z_AGQ/IA} . lANA|=¢q
— n\"m/m n m—q m m—
n\m _
= (&) ), (33) o
m

where [32) follows from linearity of expectation, and(33) In order to apply Lemmal4, we chec;fg:

is due to the fact that, for anyd € €, all relays see A mo () (- 1)qu( m
- . . —1
i.i.d. channel reallzg_tlons. The term,, = gm—,/f (cf. (IQ) 2 = E : a Tﬂ)m Pm q E aq,
denotes the probability of successful decoding when thexe a g=1 m
m concurrent transmissions in total. (™)(2 )™ yme
q m—q

To computeA, let us start with computing the expectatiowherea, = ~-— 57— Now on definingb, =

e Vi, (k) Ve, R(0)
E[IAIA, New } —E 1( > 1) 1( ’ >1
AN |=a LkeA 2P+ ZtEA 7t R(K) ge ur o?/P + Zte;ﬁ’ Yt,R(€)
t
Vi, R(k Ye,R(0) )
<E|TT1 >1 1 >1 (34)
| e ( 2/P+ ZteA Vt,R(k) ) teAnA (0—2/P + Ztéz‘}' Ve, R(0) ]
Yk, R(k) > ( Ye,R(0) )
a Lke A <02/P + ZtEA Tt R(k) B 1A /\A 02/P + ZtGA \.A Vi R(f) ( )
Yk, R(k) Ye,R(0)
=E 1( > 1) E > 1)
klell 2P+ ZtEA t,R(k) 1 LeA/\A o?/P+ Ztef;’é\A Vt,R(0)
= (pm)" (Pm—qg)" 1 (36)



ag+1/aq, We have thab, = ((m’q)el/p 22(m=a—1) decreases [3]

—1)(g+1)
with ¢, by, < by. Thereforea, < by 'a

On settingm = (1 — €)532% + 2 for any e € (0,1), we 4]
have
1
by = (m —1)e'/? 92(m—2) 5l
2(+—1)

log(m 1)—log(Z —1)+2(m—2)log 2+1/p—log 2 [6]

— ¢ log n+o(logn)

o)

Furthermore, withm =

(7]

(8]

+ 2, we have

(1—e)qre

Zaq<alzbq ! b

1
D@ -0
()™ ()™ 1=b
m_2 (pm—l)m ! 1
n (pm)m 1-0b
m2 el/p 22(m—1)

n 1— bl
e? log m—log n+2(m—1)log2—log(1—b1)+1/p

A [

112

[10]

[11]

A

[12]

(13]

— € log n+o(logn)

~o(2)

[14]

. . [15]
Finally, Lemmd# yields
. [16]
Pr[X =0<e ™. 37
X (m) = 0] < e @
In words, [37) tells us is that when = (1 —¢) 5 IOg" 5 +2 for

anye € (0,1), the probability of not finding a set oﬁ nodes 18]
for concurrent successful transmissions decreases toazero
n increases. In other words, the probability of finding 19
concurrent successful transmissions with= (1—¢) 595" +2 ]
approacheg. Again, since the transmission rate is ?xedlat
bit/s/Hz, it is equivalent to concluding that, with probléli
approaching oneyn = (1 —¢) ;‘ffgng + 2 bits/s/Hz throughput
is achievable by the genie-aided scheme.

This achievability result, together with the upper boun@)(3

completes the proof of the theorem. O

[20]

[21]

[22]
ACKNOWLEDGMENT

The authors wish to thank Dr. Raul Etkin for helpful discud?®!
sions on the proof of Theoremh 2, and for pointing dufl (35) in
particular. The authors would also like to thank the Assmcial24]
Editor Sennur Ulukus and the anonymous reviewers for their
thoughtful comments and valuable suggestions which helped
us improve the initial submitted version of this manuscript [25]

[26]
REFERENCES

[1] R. Gowaikar, B. M. Hochwald, and B. Hassibi, “Communioat over
a wireless network with random connectiondigEE Trans. Inf. Theory
vol. 52, no. 7, pp. 2857-2871, Jul. 2006.

[2] P. Gupta and P. R. Kumar, “The capacity of wireless neke@rIEEE
Trans. Inf. Theoryvol. 46, no. 2, pp. 388—-404, Mar. 2000.

17

A. F. Dana and B. Hassibi, “On the power efficiency of segsand
ad hoc wireless networks|EEE Trans. Inf. Theoryvol. 52, no. 7, pp.
2890-2914, Jul. 2006.

V. |. Morgenshtern and H. Bolcskei, “Crystallizatiom large wireless
networks,” IEEE Trans. Inf. Theoryvol. 53, no. 10, pp. 3319-3349,
Oct. 2007.

A. Ozgur, O. Léeveque, and D. N. C. Tse, “Hierarchical coatien
achieves optimal capacity scaling in ad hoc networkSEE Trans. Inf.
Theory vol. 53, no. 10, pp. 3549-3572, Oct. 2007.

R. Knopp and P. Humblet, “Information capacity and poveentrol
in single cell multiuser communications,” iRroc. IEEE Int. Conf.
Communicationsvol. 1, Seattle, WA, Jun. 1995, pp. 331-335.

D. N. C. Tse, “Optimal power allocation over parallel Gaian broad-
cast channels,” inProc. IEEE Int. Symp. Information TheoryJim,
Germany, Jun. 1997, p. 27.

P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunisi@amforming
using dumb antennasdEEE Trans. Inf. Theoryvol. 48, no. 6, pp. 1277—
1294, Jun. 2002.

P. Bender, P. Black, M. Grob, R. Padovani, N.Sindhushayaand
A. Viterbi, “CDMA/HDR: A bandwidth—efficient high—speed reless
data service for nomadic user$£EE Commun. Mag.vol. 38, pp. 70—
78, Jul. 2000.

A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, “A silagooperative
diversity method based on network path selectidBEE J. Sel. Areas
Commun. vol. 24, no. 3, pp. 659-672, Mar. 2006.

L. Zheng and D. N. C. Tse, “Diversity and multiplexingfandamental
tradeoff in multiple-antenna channel$ZEE Trans. Inf. Theoryvol. 49,
no. 5, pp. 1073-1096, May 2003.

M. Grossglauser and D. N. C. Tse, “Mobility increases ttapacity of
ad hoc wireless networks|EEE/ACM Trans. Netw.vol. 10, no. 4, pp.
477-486, Aug. 2002.

V. R. Cadambe and S. A. Jafar, “Interference alignmemt degrees of
freedom of theK—user interference channelEEE Trans. Inf. Theory
vol. 54, no. 8, pp. 3425-3441, Aug. 2008.

M. Sharif and B. Hassibi, “On the capacity of MIMO broadt channels
with partial side information,TEEE Trans. Inf. Theoryvol. 51, no. 2,
pp. 506522, Feb. 2005.

J. G. ProakisDigital Communications4th ed.
Hill, 2000.

D. N. C. Tse and P. Viswanatfundamentals of Wireless Communica-
tion. Cambridge, U.K.: Cambridge Univ. Press, 2005.

H. Weingarten, Y. Steinberg, and S. Shamai (Shitz),eThpacity region
of the Gaussian multiple-input multiple-output broadeasinnel,"IEEE
Trans. Inf. Theoryvol. 52, no. 9, pp. 3936—-3964, Sep. 2006.

N. Jindal, S. Vishwanath, and A. Goldsmith, “On the dyabf Gaussian
multiple-access and broadcast channel&§EE Trans. Inf. Theory
vol. 50, no. 5, pp. 768-783, May 2004.

S. Cui and A. M. Haimovich, “Multiuser diversity in witess ad hoc
networks,” inProc. IEEE Global Communications ConNew Orleans,
LA, Nov.-Dec. 2008.

A. Zemlianov and G. de Veciana, “Capacity of ad hoc véssl networks
with infrastructure support/EEE J. Sel. Areas Commurwol. 23, no. 3,
pp. 657667, Mar. 2005.

M. K. Varanasi and T. Guess, “Optimum decision feedbaukltiuser
equalization and successive decoding achieves the tofmcita of
the Gaussian multiple-access channel,"Proc. of Asilomar Conf. on
Signals, Systems, and ComputePacific Grove, CA, Nov. 1997, pp.
1405-1409.

I. E. Telatar, “Capacity of multi-antenna Gaussian chasheturop.
Trans. Telecommunvol. 10, pp. 585-595, Nov. 1999.

G. J. Foschini, “Layered space-time architecture fareless commu-
nication in a fading environment when using multi-elementeanas,”
Bell Labs. Tech. Jvol. 1, no. 2, pp. 41-59, 1996.

S. Cui, A. M. Haimovich, O. Somekh, H. V. Poor, and S. Sha(shitz),
“Throughput scaling of wireless networks with random catioas,”
IEEE Trans. Inf. TheorySep. 2008, submitted for publication. [Online].
Available: | http://arxiv.org/pdf/0809.4019

N. Alon and J. H. SpenceiThe Probabilistic Method2nd ed.
York: Wiley, 2000.

R. Etkin, “Spectrum sharing: Fundamental limits, sogllaws, and self-
enforcing protocols,” Ph.D. dissertation, Univ. Calif@nBerkeley, Dec.
2006.

New York: McGraw-

New


http://arxiv.org/pdf/0809.4019

	Introduction
	Main Contributions and Related Work
	Organization of the Paper

	System Model
	Throughput: Large n and Fixed m
	Phase 1: Source Nodes to Relays
	Phase 2: Relays to Destination Nodes
	Feedback Overhead Analysis
	Two-Hop Communication

	How Fast Can m Grow?
	Phase 1
	Phase 1: Upper bound due to genie-aided scheme
	Achievable throughput scaling of Phase 1

	Phase 2
	Feedback Overhead Analysis
	Overhead per fading block
	Condition for (logn) useful throughput

	Two-Hop Communications

	Numerical Results
	Other Considerations: Relay Cooperation and Delay
	Cooperative Relays
	Delay Considerations

	Conclusion
	Appendix A: Characterization of Interference Y of (4)
	Appendix B: Proof of Theorem 2
	References

