arXiv:0806.4468v2 [cs.IT] 3 Aug 2009

On Ergodic Sum Capacity of Fading Cognitive
Multiple-Access and Broadcast Channels

Rui Zhang,Member, IEEE, Shuguang CuiMember, |IEEE, and Ying-Chang LiangSenior Member, IEEE

Abstract— This paper studies the information-theoretic limits
of a secondary or cognitive radio (CR) network under spectrun
sharing with an existing primary radio network. In particul ar, the
fading cognitive multiple-access channel (C-MAC) is first sudied,
where multiple secondary users transmit to the secondary s
station (BS) under both individual transmit-power constraints
and a set of interference-power constraints each applied abne
of the primary receivers. This paper considers the long-tem (LT)
or the short-term (ST) transmit-power constraint over the fading
states at each secondary transmitter, combined with the LT 10
ST interference-power constraint at each primary receiver In
each case, the optimal power allocation scheme is derivedrfo
the secondary users to achieve the ergodic sum capacity ofeh
fading C-MAC, as well as the conditions for the optimality of the
dynamic time-division-multiple-access (D-TDMA) schemen the
secondary network. The fading cognitive broadcast channe(C-
BC) that models the downlink transmission in the secondary at-
work is then studied under the LT/ST transmit-power constraint
at the secondary BS jointly with the LT/ST interference-pover
constraint at each of the primary receivers. It is shown thatD-
TDMA is indeed optimal for achieving the ergodic sum capaciy
of the fading C-BC for all combinations of transmit-power and
interference-power constraints.

Index Terms— Broadcast channel, cognitive radio, convex op-
timization, dynamic resource allocation, ergodic capaci, fading
channel, interference temperature, multiple-access chanel, spec-
trum sharing, time-division-multiple-access.

I. INTRODUCTION

over a particular channel only when all primary transmissio
are detected to be off. For OSA, an enabling technology is
to detect the primary transmission on/off status, also know
as spectrum sensing, for which many algorithms have been
reported in the literature (see, e.g., [4] and referenceeih).
However, in practical situations with a nonzero misdetecti
probability for an active primary transmission, it is ugyal
impossible to completely avoid the performance degradatio
of the primary transmission with the secondary user OSA.
Another approach different from OSA for a CR to maximize
its throughput and yet to provide sufficient protection te th
primary transmission is allowing the CR to access the chlanne
even when the primary transmissions are active, providad th
the resultant interference power, or the so-calladrference
temperature (IT) [5], [6], at each primary receiver is limited
below a predefined value. This spectrum sharing strategy is
also referred to as Spectrum Underlay [2], [7] or Horizontal
Spectrum Sharing [5], [8]. With this strateglynamic resource
allocation (DRA) becomes essential, whereby the transmit
powers, bit-rates, bandwidths, and antenna beams of the sec
ondary transmitters are dynamically allocated based upen t
channel state information (CSI) in the primary and secondar
networks. A number of papers have recently addressed the
design of optimal DRA schemes to achieve the point-to-point
CR channel capacity under the IT constraints at the primary
receivers (see, e.g., [9]-[14]). On the other hand, sineeGR

Ognitive radio (CR), since the name was coined byetwork is in nature a multiuser communication environment
Mitola in his seminal work [1], has drawn intensivet will be more relevant to consider DRA among multiple

attentions from both academic (see, e.g., [2] and refeeengRcondary users in a CR network rather than that for the case
therein) and industrial (see, e.g., [3] and referencesethpr of one point-to-point CR channel. Deploying the interferen
communities; and to date, many interesting and importa@mperature constraint as a practical means to protect the
results have been obtained. In CR networks, the SeCOI’]dgﬂmary transmissions, the conventional network modethsu
users or CRs usually communicate over the same bandwidt the multiple-access channel (MAC), broadcast channel
originally allocated to an existing primary radio network(BC), interference channel (IC), and relay channel (RC) can
In such a scenario, the CR transmitters usually need 4@ be considered for the secondary network, resulting in
deal with a fundamental tradeoff between maximizing thgarious new cognitive network models and associated pnoble
secondary network throughput and minimizing the resultégrmulations for DRA (see, e.g., [15]-[18]). It is also ndte
performance degradation of the active primary transmissio that there has been study in the literature on the informatio
One commonly known technique used by the secondary usgigoretic limits of the CR channels by exploiting other type
to protect the primary transmissionsdgportunistic spectrum  of “cognitions” available at the CR terminals different fino
access (OSA), originally outlined in [1] and later introducedthe IT, such as the knowledge of the primary user transmit
by DARPA, whereby the secondary user decides to transmibssages at the CR transmitter [8], [19], the distributed
detection results on the primary transmission status aCtRe
been presented in part at Annual Allerton Conference on Camication, transmitter and receiver [20], the “soft” sensing resultstive
Control and Computing, Monticello, IL, USA, September 28-2008. primary transmission [21], and the primary transmissio+otfn
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and cognitive BC (C-BC) for the secondary network, wherel-TPC at each transmitter [26], [31]. Thanks to the duality
K secondary users communicate with the base station (B8}ult on the capacity regions of the Gaussian MAC and
of the secondary network in the presence Mf primary BC [32], the optimality of D-TDMA is also provable for
receivers. It is assumed that the BS has the perfect CSl the fading SISO-BC to achieve the ergodic sum capacity.
the channels between the BS and all the secondary usersiHasever, to our best knowledge, characterizations of the
well as the channels from the BS and each secondary usegodic sum capacities as well as the optimality conditions
to all the primary receiveﬂ;.‘l‘hereby, the BS can implementfor D-TDMA over the fading C-MAC and C-BC under various
a centralized dynamic power and rate allocation scheme ririxed transmit-power and interference-power constrdiate

the secondary network so as to optimize its performance amat been addressed yet in the literature. In this paper, We wi
yet maintain the interference power levels at all the primaprovide the solutions to these problems. The main results of
receivers below the prescribed thresholds. An informatiothis paper are summarized below for a brief overview:
theoretic approach is taken in this paper to characterige th
maximum sum-rate of secondary users averaged over thé
channel fading states, termedeagodic sum capacity, for both

the fading C-MAC and C-BC. The ergodic sum capacity can be
a relevant measure for the maximum achievable throughput of
the secondary network when the data traffic has a sufficiently
large delay tolerance. As usual (see, e.g., [23]), we censid
both the long-term (LT) transmit-power constraint (TPCatth
regulates theaverage transmit power across all the fading
states at the BS or each of the secondary user, as well as
the short-term (ST) TPC that is more restrictive than the LT-
TPC by limiting the instantaneous transmit power at each
fading state to be below a certain threshold. Similarly, vge a
consider both the LT interference-power constraint (IF@k t
regulates the resultant average interference power oderga

at each primary receiver, and the ST-IPC that imposes a more
strict instantaneous limit on the resultant interferenowvgr

at each fading state. The major problem to be addressed in
this paper is then to characterize the ergodic sum capatity o
the secondary network under different combinations of LT-
/IST-TPC and LT-/ST-IPC. Apparently, such a problem setup
is unique for the fading CR networks. Moreover, we are
interested in investigating the conditions over each case f
the optimality of the dynamic time-division-multiple-ass
(D-TDMA) scheme in the secondary network, i.e., when it is
optimal to schedule a single secondary user at each faditay st
for transmission to achieve the ergodic sum capacity. These
optimality conditions for D-TDMA are important to know as
when they are satisfied, the single-user decoding and emgodi
at the secondary BS becomes optimal for the C-MAC and C-
BC, respectively. This can lead to a significant complexity *
reduction compared with the cases where these conditiens ar
not satisfied such that the BS requires more complex muitiuse
decoding and encoding techniques to achieve the ergodic sum
capacity.

Information-theoretic studies can be found for the detarmi
istic (no fading) SISO-MAC and SISO-BC in, e.g., [24], and
for the fading (parallel) SISO-MAC and SISO-BC in, e.g., The rest of this paper is organized as follows. Section
[25]-[27] and [28]-[30], respectively. In addition, D-TDM [ provides the system model for the fading C-MAC and
has been shown as the optimal transmission scheme to achie8C. Section[Ill and Sectioh IV then present the results
the ergodic sum capacity of the fading SISO-MAC under then the ergodic sum-capacity, the associated optimal power-

control policy, and the optimality conditions for D-TDMA,
1in practice, CSI on the channels between the secondary asersheir P Y P Y

BS can be obtained by the classic channel training, estimatind feedback for the f_ad'ng C-MAC and _C'BC' reSpe(_:t'Vely' under dif-
mechanisms, while CSI on the channels between the secoB®ingers and ferent mixed LT/ST transmit-power and interference-power

the primary receivers can be obtained by the secondary BS/usa, e.g., constraints. Sectiofl]V provides the numerical results @n th
estimating the received signal power from each primary igahmwhen it

transmits, under the assumptions of pre-knowledge on tmeapy transmit e_rg()dic Sum CapaCities of the fqding C-MAC anq_C-BC_ under
power levels and the channel reciprocity. different mixed power constraints, the capacities with vs.

For the fading cognitive SISO-MAC, we show that D-
TDMA is optimal for achieving the ergodic sum capacity
when the LT-TPC is applied jointly with the LT-IPC. This
result is an extension of that obtained earlier in [31] for
the traditional fading SISO-MAC without the LT-IPC.
For the other three cases of mixed power constraints,
i.e., LT-TPC with ST-IPC, ST-TPC with LT-IPC, and ST-
TPC with ST-IPC, we show that although D-TDMA is in
general a suboptimal scheme and thus does not achieve
the ergodic sum capacity, it can be optimal under some
special conditions. We formally derive these conditions
from the Karush-Kuhn-Tucker (KKT) conditions [33]
associated with the capacity maximization problems. In
particular, for the case of LT-TPC with ST-IPC, we
show that the optimal number of secondary users that
transmit at the same time should be no greater than
M + 1. Therefore, for small values of/, e.g.,M =1
corresponding to a single primary receiver, D-TDMA
is close to being optimal. Furthermore, for all cases
considered, we derive the optimal transmit power-control
policy for the secondary users to achieve the ergodic
sum capacity. For the two cases of LT-TPC with LT-IPC
and ST-TPC with LT-IPC, we provide the closed-form
solutions for the optimal power allocation at each fading
state. Particularly, in the case of ST-TPC with LT-IPC, we
show that for the active secondary users at one particular
fading state, there is at most one user that transmits with
power lower than its ST power constraint, while all the
other active users transmit with their maximum powers.
For the fading cognitive SISO-BC, we show that for all
considered cases of mixed power constraints, D-TDMA
is optimal for achieving the ergodic sum capacity. The
optimal transmit power allocations at the BS in these
cases have closed-form solutions, which resemble the
single-user “water-filling (WF)” solutions for the well-
known fading (parallel) Gaussian channels [24], [34].



g1 . allocate their transmit power levels and rate values at each

__/—"'/,’. % transmission block, so as to optimize the performance of the

il gia * secondary network and yet provide a necessary protection to

PR-1 ‘ / SuU-1 hy each of the PRs. We denote the transmit power-control policy
for SUs asPnac, Which specifies a mapping from the fading

channel realizationx to p(a) £ [pi(«),...,px(a)], where

X
:"",’ ““““ \hg‘ pr(a) denotes the transmit power assigned to thth SU.
PR-2 A The long-term (LT) transmit-power constraint (TPC) for the

,‘fi\ * SuU-2 . BS k-th SU,k =1,..., K, can then be described as
Lot . hx
S . . E [pi(a)] < P" (1)
» ‘JK2 e
‘\‘*yKM\\ * where the expectation is taken ovewith respect to (w.r.t.) its
PR-M cdf, F(«), and the short-term (ST) transmit-power constraint
% (TPC) for thek-th SU is given as
a) < PPT Va. 2
SU-K pi(a) < Py (2)

Similarly, we consider both the LT and ST interference-powe

Fig. 1. The cognitive SISO-MAC wher& SUs transmit to the secondary cgnstraints (|PCS) at thes-th PR.m = 1..... M. described
BS while possibly interfering with each df/ PRs. ' E

as
K
without the TDMA constraint, and those with vs. without the E Z gkmpk(a)] <kt (3)
optimal power control, and draws some insightful obseoreti k=1
pertinent to the optimal DRA in CR networks. Finally, Seatio K
[VTlconcludes this paper. ngpk(a) <157 va, (4)
k=1

Il. SYSTEM MODEL respectively. For a giveRy\ac, the maximum achievable sum-

Consider a fading C-MAC as shown in Figl 1, whele rate (in nats/complex dimension) of SUs averaged over all th
CRs or secondary users (SUs) transmit to the secondary BSi&x¥ing states can be expressed as (see, e.g., [35])
sharing the same narrow band with primary receivers (PRs), x
and all terminals are assumed to be equipped with a single _
antenna each. Alock-fading (BF) channel model is assumed Ratac(Phaac) = E | log (1 + kz_:l hkpk(a))] S
for all the channels involved. Furthermore, since this pape . . .
considers coherent communications, only the fading cHam:we_ ergodic sum capacity of the fading C-MAC can then be
power gains (amplitude squares) are of interest. Durindp ea((i,eflned as
transmission block, the power gain of the fading channehfro Cyvac = max _ Ryac(Puac) (6)
the k-th SU to the secondary BS is denoted /by, while that Puacer
of the fading channel from thé-th SU to them-th PR is whereF is the feasible set specified by a particular combina-
denoted by, k=1,...,K,m =1,..., M. These channel tion of the LT-TPC, ST-TPC, LT-IPC and ST-IPC. Note that all
power gains are assumed to be drawn from a vector randofrthese power constraints are affine and thus specify convex
process, which we assume to be ergodic over transmissgsts ofpi(«)’s, so does any of their arbitrary combinations.
blocks and have a continuous, differentiable joint cumul&herefore, the capacity maximization ifi] (6) is in general
tive distribution function (cdf), denoted by'(«), where a convex optimization problem, and thus efficient numerical
o 2 [hi---hg,g11 - 9ims 921 9o, -5 91 9] algorithms are available to obtain its solutions. In thipgra
denotes the power gain vector for all the channels of interese considerF to be generated by one of the following four
We further assume that,’s and gx,,,’s are independent. In possible combinations of power constraints, which are PET
addition, it is assumed that the additive noises (including with LT-IPC, LT-TPC with ST-IPC, ST-TPC with LT-IPC, and
additional interferences from the outside of the seconda®f-TPC with ST-IPC, for the purpose of exposition.
network, e.g., the primary transmitters) at the seconda&8y B Next, we consider the SISO fading C-BC as shown in Fig.
are independent circular symmetric complex Gaussian (QSGZ; where the secondary BS transmitsfoSUs while possibly
random variables, each having zero mean and unit varianceerfering with each of thé/ PRs. Without loss of generality,
denoted a€ A/ (0, 1). Since in this paper we are interested inve use the same notatioh, to denote the channel power
the information-theoretic limits of the C-MAC, it is assudhe gain from the BS to thé-th SU, k = 1,..., K, as for the
that the optimal Gaussian codebook is used by each &JMAC. The interference channel power gains from the BS to
transmitter. PRs are denoted g5,, m = 1,..., M, which are assumed to

It is assumed that the secondary BS knoavgriori the be mutually independent and also independeiityd. Similar
channel distribution informatior’(«) and furthermore the to the C-MAC case, leB £ [hy - - hx, f1 - - - fur] denote the
channel realizatiomx at each transmission block. Thereby, theower gain vector for all the channels involved in the C-BC,
secondary BS is able to schedule transmissions of SUs amltich we assume to be drawn from an ergodic vector random




Therefore, the ergodic sum capacity of the fading C-BC can
be equivalently obtained from its auxiliary fading C-MAC as

hy % Cre = pmax Ryiac(Pmac). (12)
M
SU-1

whereD is specified by a particular combination 61 (7)3(10),

with ¢(3) being replaced b[:szlpk(ﬁ). Note that we can

obtain the optimal power-control policiPsc to achieve the
%SU'Z ergodic sum capacity of the C-BC from the corresponding
optimal Pyiac by solving the maximization problem i {{12).

. Similarly as for Cyac in (@), it can be shown that the
. optimization problem for obtaining@'sc in (I2) is convex.
IIl. ERGODIC SUM CAPACITY FOR FADING COGNITIVE
SU-K MAC

In this section, we consider the SISO fading C-MAC

Fig. 2. The cognitive SISO-BC where the secondary BS trasstoi’ SUs  ynder different mixed transmit-power and interferenceso
while possibly interfering with each off PR. constraints. For each case, we derive the optimal poweraion

policy for achieving the ergodic sum capacity, as well as the
process with a continuous, differentiable joint cdf, dedbby conditions for the optimality of D-TDMA.
G(B). Itis assumed that the additive noises at all SU receivers
are independent CSCG random variables each distributed
CN(0,1); and the optimal Gaussian codebook is used by t
transmitter of the BS. With the available channel distiitut ) )
informationG(3) as well as the CSI ohy,’s and f,,’s at each _ oM (8) and[(b), the ergodic sum capacity under the LT-

transmission block, the secondary BS designs its downlidleC and the LT-IPC can be obtained by solving the following
transmissions to the SUs by dynamically allocating itsgrait  OPtimization problem:

‘rflﬁ_ong-Term Transmit-Power and Interference-Power Con-
aints

power levels and rate values. L@ denote the transmit Problem 3.1:
power-control policy for the secondary BS, which specifies a K
mapping from the fading channel realizati@rto its transmit Maximize (Max.) E [1og (1 + Z hkpk(a)ﬂ
power q(3). Similarly as for C-MAC, we define the LT-TPC {pr(Q)} k=1
and ST-TPC for the secondary BS as subject to (s.t.) @, @.
The proposed solution to the above problem is based on the
E[q(B)] < Q" (7) Lagrange duality method. First, we write the Lagrangian of

o ) this problem as in[{13) (shown on the next page), where
where the expectation is taken oy@w.r.t. its cdf,G(8), and  andy,,, are the nonnegative dual variables associated with each
ST corresponding power constraint if] (1) arid (3), respegtivel
9(8) < Q7 VB, @) = 1,....,K, m = 1,...,M. Then, the Lagrange dual

respectively; and the LT-IPC and ST-IPC at theth PR,m = function, g({Ax}, {m}). is defined as

1,..., M, as mb).
E[fma(8)] < Th' (©) et 2o P B - 8
The dual function serves as an upper bound on the optimal
and value of the original (primal) problem, denoted by, i.e.,
fma(B) <TST, V3, (10) r* < g({ A}, {#m}) for any nonnegative\,’s and yi,,’s. The
- dual problem is then defined as
respectively. .
Now, consider an auxiliary SISO fading C-MAC for the {)\k}7{/‘771}:)\II?§I01;NmZOaVkamg({Ak}7{Mm})' (13)

SISO fading C-BC of interest, wherke,'s remain the same | ot the optimal value of the dual problem be denoteddby

as in the C-BC whileg,, = fn,Vk € {L,....K},m € which is achievable by the optimal dual solutiops; } and

{1,...,M}. Thus, the channel realizatiam in this auxiliary {us}, e d* = g({AL}, {us,}). For a convex optimization

C-MAC can be concisely represented Byin the C-BC. By problem with a strictly feasible point as in our problem, the

applying the MAC-BC duality result [32] at each fading states|ater's condition [33] is satisfied and thus the duality .gap

for a giveng(g), the maximum sum-rate of the C-BC can bg _ 4« < ¢ s indeed zero. This result ensures that Problem

obtained from its auxiliary C-MAC as [3 can be equivalently solved from its dual problem, i.g., b
K first maximizing its Lagrangian to obtain the dual function

max log (11
B ( )

1+ thpk(ﬁ) for some given dual variables, and then minimizing the dual
S pe(B)=al

1 function over the dual variables.



K

K M K

LUEpr(@)}, A} {pm}) = E [log(1+ Y hupr(e)) | =Y M{Elpr(@)] = PE"} = > i {E [Z gkmpk(a)] - F%T}
k=1 k=1 m=1 k=1

(13)

Consider first the problem for obtaining({\x}, {#m}) users that hag? = 0, 4,5 € {1,..., K}. Then useri must
with some given\;’s and u.,,,’s. It is interesting to observe satisfy
that this dual function can also be written as

K M A};i > A]/;Lj , Vi#£i. (22)
g({h {m D) =Eg/ ()] + D AP+ 3 1 THE (168) i+ ey HmGim A+ Xy HmGim
et m= The optimal power allocation of uséris
where
/ K o ( 1 1 >+ 23)
o) = ma; log | 1+ h « i = -
g ( ) {Pk (a)}:Pk(Xa)207Vk & ; kpk( ) )\1 + Zn]\le HmGim hz
K M K
where (z)* = max(0, 7).
— A — m m ) 17 ’
; pk(c) mz::l : ;gk pr(e). (1) Proof: Please refer to Appendix]Il. [ |

h he dual funct be obtained vi ing f Solutions of Probleni 3l2 across all the fading states are
q uls%t € ual un’ctlon %a? €o ;Ea';_e via so V.'?]g hor SuSﬂ'asically an optimal mapping between an arbitrary channel

ual-functiong (a)s, each for one fading state with channef, ;; 4tion and the transmit power allocation for any gixgis
realization,. Notice that the maximization problems [0 {17

. . ) nd u.,,,’S, which can then be used to obtain the dual function
with differenta’s all have the same structure and thus can b?{/\k} {1 ). Next, the dual function needs to be minimized
solved using the same computational routine. For concésgn o ’

d heq i 's for th o bl ver \,'s and u,,’s to obtain the optimal dual solutions;’s
we rop_t €a in pi(a)’s for t € maximization problem at and u’s with which the duality gap is zero. One method to
each fading state and express it as

iteratively update\;’s and u,,’s toward their optimal values

Problem 3.2: is the ellipsoid method [36], of which we omit the detailsdner
K K M K for brevity.
Max. log (1 + Z hkpk> — Z AkDk — Z Hm ngmpk Lemmal31L suggests that at each fading state, at most one
{px} k=1 k=1 k=1 SU can transmit, i.e., D-TDMA is optimal. Since this result

(18)  holds for any given\;'s and u,,’s, it must be true for the
s.t. pp >0, Vk. (19) optimal dual solutions\;'s and;,’s under which the optimal
This problem is convex since its objective function is caeca value of the original problem or the ergodic sum capacity is
and its constraints are all linear. By introducing nonnegachieved. Therefore, we have the following theorem:
tive dual variablesi;,k = 1,..., K, for the corresponding  Theorem 3.1: D-TDMA is optimal across all the fading
constraints on the nonnegativity @f.'s, we can write the states for achieving the ergodic sum capacity of the fading C
following KKT conditions [33] that need to be satisfied byMAC under the LT-TPC jointly with the LT-IPC. The optimal
the optimal primal and dual solutions of Probleml 3.2, dedoteules to select the SU for transmission at a particular fgadin

m=1

as{p;} and{d;}, respectively. state and to determine its transmit power are given by Lemma
N o [B.2 with all \,’s and p,,,’s replaced by their optimal dual
+ M\ — Z LimGem + 01 = 0,Yk  (20) solutions for Probl_erﬂl. . _ .
L4+ >70 hupf el Remark 3.1: Notice that if the LT-IPC given by[{3) is not

Sipi=0,vk (21) Presentin Probleti 3.1, or equivalently, the LT-IPC values
I'T's are sufficiently large such that these constraints are
with p; > 0 andé;; > 0,Vk. The following lemma can then inactive with the optimal power solutions of Problgéml]3.Jisit

be obtained from these KKT optimality conditions: then easy to verify from its KKT conditions that the optimal
Lemma 3.1: The optimal solution of Problei 3.2 has atual solutions for all,,,’s must be equal to zero. From {22),
most one user indexed by: € {1,..., K}, with pf > 0, i.e., it then follows that only usef with the Iargest% among all
the solution follows a D-TDMA structure. the users can probably transmit at a given fading state. This
Proof: Please refer to AppendiX I. B result is consistent with that obtained earlier in [31] fbet

Given Lemmd_3]1, the remaining tasks for solving Probletmaditional fading SISO-MAC without the LT-IPC. However,
[B.2 are to find the user that transmits at each fading stateuamsler the additional LT-IPC, fronl(22) arfd {23) it is obsefve
well as the optimal transmit power, which are given by théhat the selected SU for transmission and its transmit power
following lemma: depend on the interference-power “prices,,’s for different

Lemma 3.2: In the optimal solution of Problein 3.2, lét PRs and the instantaneous interference channel power gains
denote the user that hag > 0, andj be any of the other g,,’s.



B. Long-Term Transmit-Power and Short-Term Interference- Problem 3.4:
Power Constraints

K K
The ergodic sum capacity under the LT-TPC but with the Max. log (1 + Z hkpk> — Z AkDk (28)

ST-IPC can be obtained as the optimal value of the following {pe} k=1 k=1

problem: K
Problem 3.3: st > grmpr <50, Vm (29)
a o> 0, (30)
pr 2 0, Vk.
{pM:(l(};(v')} E llOg (1 + ;hkpk(a)ﬂ The above problem is convex, but in general does not have

<t ) a closed-form solution. Nevertheless, it can be efficiently
Similar to Probleml}jl, we apply the Lagrange dualitsolved by standard convex optimization techniques, ehg., t

method to solve the above problem. However, different fro?terlor point method [33], or alternatively, via solvingsi

Problem[3.1l that has both the long-term transmit-power a ! problem; and for brevity, we omit the details here. Afte
interference-power constraints, it is noted that in Prnoti&3, solving Problen{3}4 for all the fading states, we can obtain

only the transmit-power constraints are long-term while ththe dual functiony({Ax}). Next, the minimization of({\; })

interference-power constraints are short-term. Theeeftite lql\(/ert;]\’“ffcag b(;lresmolvid via the ellipsoid method, similarly
dual variables associated with the long-term constratmsilsl ke that for Froble :

be introduced first, in order to decompose the problem intoFOr th|_s case, we _next TOCUS on studylng_the condmor_us
individual subproblems over different fading states, mheaunderwhlch D-TDMA is optimal across the fading states. This

of which the corresponding short-term constraints can theen can be done by iT‘VGStig?‘“”g the KKT optimality conldi'Fions
applied. Let)\; be the nonnegative dual variable associatéar ProbleniZ. First, we introduce nonnegative dual

- : : =1,...,M,andd;, k= 1,..., K, for their associated
with the corresponding LT-TPC ifJ(1 = 1,...,K. The Hm =%, M, k) vy S -
Lagrangian of this problem can then be written as constraints in[{29) and (80), respectively. The KKT coruit

for the optimal primal and dual solutions of this problem,

K denoted aqp;}, {u:,}, and{d;}, can then be expressed as
L{pr(e)}, P0}) =E [log <1 +3 hkpm))] ' '
k=1 hy M . .
> M AEpr(@)) = P} (24) =1 P e
k=1
* mpi =TT | =0,V 32
Let A denote the set ofpi ()} specified by the remaining Hom <kz—:1 JkmPle = =m ) m(32)
iI'—IPC in [4). The Lagrange dual function is then expressed Sipt = 0,Vk (33)
K
g = max  L({pe(a@)}, {A)). (25) > gempi <TS!,Vm (34)
{pe(Q)}eA k=1

The dual problem is accordingly defined asith p; > 0,Vk, &5 > 0,Vk, andp?, > 0,Vm. Notice that in
miny, >o.vx g({\r}). Similar to Problem[3]1, it can bethis caseu,,’s are local variables for each fading state instead
verified that the duality gap is zero for the convex optini@at of being fixed as in[{20) for Problefn 3.2. From these KKT
problem addressed here; and thus solving its dual problemcisnditions, the following lemma can then be obtained:
equivalent to solving the original problem. Lemma 3.3: The optimal solution of Problefi 3.4 has at

Consider first the problem for obtaining{\x}) with some mostAs+1 secondary users that transmit with strictly positive
given \;’s. Similar to Probleni 311, this dual function can bgower levels.

decomposed into individual sub-dual-functions, each foge o Proof: Please refer to AppendixJIl. m
fading state, i.e., Lemmal3.B suggests that the optimal number of SUs that
K can transmit at each fading state may depend on the number
g} =E[¢ ()] + Z )\kplgT (26) of PRs or interference-power constraints. For small vabfes
k=1 M, e.g.,M =1 corresponding to a single PR, the number of
where active SUs at each fading state can be at most two, suggesting
. « that D-TDMA may be very close to being optimal in this case.
, In the theorem below, we present the general conditions,
g(e) = {m(&r)l?é(A(a)bg(l * ; hipr(e)) = ; Awpr(er) for any K and M, under which D-TDMA is both necessary

(27 and sufficient to be optimal at a particular fading state.iAga
without loss of generality, here we use’s instead of their

with A(cr) denoting the subset aft corresponding to the optimal dual solutions obtained by the ellipsoid method.

fading state with channel realizatiom. After dropping the  Theorem 3.2: D-TDMA is optimal at an arbitrary fading

a in the corresponding maximization problem [n1(27) for @tate for achieving the ergodic sum capacity of the fading C-

particular fading state, we can express this problem as  MAC under the LT-TPC jointly with the ST-IPC if and only




if there exists one user(the user that transmits) that satisfieThe  dual problem is accordingly defined as
either one of the following two sets of conditions. Letbe min,,, >0 vm g({tm}). Similar to the previous two cases, this
any of the other users; € {1,...,K},j # i; andm’ = dual function can be equivalently written as

ST

arg mlnme{l, LMY

Gim
s . _ m LT 37
e %+ and 4 > };—j,Vj # 4. In this case, 9{nm}) = )]+ Z“k (37)
P = % - ) ; where
L4 L - L m and (hgzm’ - hzg 'm’) % S K
heo T g ’ ’ "}h o g(@)=  max log |1+ hipi(a)
(Nj Gim' — /\Z—gjm/) Vj # i. In this casep} = {rr(0)}eB(0) 1
Proof: Please refer to Appendix]V. ‘ [ |
Remark 3.2: Notice that in Theoreni 32, the first set of - Z umngmpk(a) (38)
conditions holds when the optimal transmit power of the user k=1

with the Iargest’“ among all the users satisfies the ST-IPC ., B(a) denoting the subset oB corresponding to the
at all the PRs; the second set of conditions holds when ﬂf?ﬁimg state with channel realizatian. After droppinge in

first set fails to be true, and in this case anyfoiSUs can be o maximization problem if(38), for each particular faglin
the selected user for transmission provided that it sagisfie ¢iote we can express this problem as

given K — 1 inequalities. Problem 3.6
Remark 3.3: In the special case where only the ST-IPC
given by [4) is present or active in Problédm]3.3, ails in K
Theoren 3.2 can be taken as zeros. As a result, the first set of Pg;f‘}' log { 1+ Z hkpk Z Hm Z grmpr (39)
conditions can never be true, while the second set of camditi STkzl k=1
are simplified as; g — hig;m' < 0,Vj # i, and the optimal st. pr <P, Vk (40)
ST

power of user that transmits is stilp? = —=-. We thus have pr >0, VE. (41)
the following corollary if it is further asstimed that there i After solving Probleni3l6 for all the fading states, we obtai

only a single PR. For conciseness, the indexor this PR is the dual functiory({x.}). The dual problem that minimizes
dropped below. g({pm}) overp,,’s can then be solved again via the ellipsoid

Corollary 3.1: In the case that only the ST-IPC given by (4ynethod.
is present in Problefi3.3 and, furthermaié,= 1, D-TDMA Next, we present the closed-form solution of Probleni 3.6

is op'umal and the selected usefor transmission satisfies based on its KKT optimality conditions. Lek, and 5k,
that i > M i i, with transmit powep; . k = 1,..., K, be the dual variables for the corresponding

9 =95’ gi user power constraints i_{(#40) and_{41), respectively. The

. KKT conditions for the optimal primal and dual solutions of
C. Short-Term_Transmn-Power and Long-Term Interference- this problem, denoted a§;}, {\:}, and{5:}, can then be
Power Constraints expressed as

In the case of ST-TPC combined with LT-IPC, the ergodic

sum capacity is the optimal value of the following optimigat ~ hx i LimGm + 07 = 0,k (42)
problem: L+ 3005 hup; =1 o
Problem 3.5: A (ph— P2T) =0,k (43)

K
5 ©=0,Vk 44
Max. E |log 1+thpk(a) kpl: ST 9
{pr(Q0)} P Pk < Pk ,Vk (45)

s-t. @), @ with pr > 0, \X > 0, and§; > 0,Vk. From these KKT
Again, we apply the Lagrange duality method for the aboy c%ndmons the followmg Iemma can be first obtained:
e

pr_i)r? Itehm IL__?th;Cs_be the noin?ganvejz\/([ju?rlhvanLables a;som?t Lemma 3.4: Leti andj be any two arbitrary users, j
wi € in B),m = 1,..., M. The Lagrangian o {1,2,..., K}, with pf > 0 andp} = 0 in the opt|mal solu'uon

Problem{3p can then be written as of Probleml:EB Then, it must be true th M

K 1;“'77191771
L{Epr(@)} {pm}) = E llog (1 + hkpk(a)ﬂ ST i
k=1 I5roo Please refer to AppendiX]V. |
M K Let m be a permutation over{l,..., K} such that
- m E m —TLr 35 hor (i) > hr )
mzd,u { l;gk pk(a)] m } (35) S SL TP <. S7m— if i <j,4,57€{1,...,K}.

Supposing that there arfZ| users that can transmit with
Let B denote the set ofp.(a)} specified by the remaining Z C {1,..., K} denoting this set of users, from Lemmal3.4 it
ST-TPC in [2). The Lagrange dual function is expressed ags easy to verify thaZ = {#(1),...,7(|Z])}. The following
lemma then provides the closed-form solution to Prollerh 3.6
o) = max_ L(pr(@)} () (36) P



Lemma 3.5: The optimal solution of Problef 3.6 is Problem 3.7:

P a<|T K
m(a) 2l Max. E |log |1+ Z hipr(c)
in [ PST hr(z) 1 {pr(Q)} —
. A w20 \ ST e zim =
prr(u,) = Il-1 s.t. (B), (@)
- ZL:‘; h,r(b)PS(Tb) m a=|Z| Notice that this case differs from all three previous casekat
all of its power constraints are short-term constraints g
0 a > |Z| i
separable over fading states. Therefore, we can decompose
where|Z| is the largest value of such that—s Br(a) < the_orlgmal problem |r_1to individual subprob_lems each faeo
- or > mme1 Hm Gr()m fading state. For conciseness, we drop agairotteend express
1+> hw(b)P,,(b)- the rate maximization problem at a particular fading state a
Proof: Please refer to AppendixVI. [ | Problem 3.8:

From Lemma3Bb, it follows that in the case of ST-TPC K
along with L'_I'—IPC, for the active secondary users at onatigdi Max. log [ 1+ Z I (48)
state, there is at most one user that transmits with powearlow {pr} Pt
than its ST power constraint, while all the other active siser

ST

transmit with their maximum powers. st pIk( =Bk (49)
Furthermore, from Lemnia3.5, we can derive the conditions ngpk <TST v (50)

for the optimality of D-TDMA at any fading state, which P -

are stated in the following theorem. Again, without loss of pe >0, VE. (51)

generality, we usg,,'s instead of their optimal dual solutionsthe apove problem is convex, but in general does not have a

for Problem(3.b in expressing these conditions. closed-form solution. Similar to Probldm B.4, the intepoint

Theorem 3.3: D-TDMA is optimal at an arbitrary fading method [33] or the Lagrange duality method can be used to
state for achieving the ergodic sum capacity of the fading Gp|ve this problem and thus we omit the details here.
MAC under the ST-TPC jointly with the LT-IPC if and only = For this case, we next present in the following theorem the

if user (1) satisfies conditions for D-TDMA to be optimal at an arbitrary fading
hn2) state:
1+ heyPrty 2 =7 (46)  Theorem 3.4: D-TDMA is optimal at an arbitrary fading
2m=1 Hmn(2)m state for achieving the ergodic sum capacity of the fading

&-MAC under the ST-TPC jointly with the ST-IPC if and
only if there exists one user (the user that transmits) that
satisfies both of the following two conditions. Lg¢tbe any

User w(1) is then selected for transmission and its optim
transmit power is

+ of the other usersj € {1,...,K},j # i, andm’ =
Py = min ps(Tl) 1 1 argmin &
T " ’ M m 1,..., M .
( ) Zm:l ,umgﬂ'(l)m hﬂ'(l) FST G{ . } 9im
@47) e g =P

Proof: From Lemma(35, it follows that D-TDMA is o _ti > q}_”/ Vi A
optimal, i.e.,|Z| < 1, occurs if and only if[[46) holds. Then, e . . qer
@7) is obtained from Lemm@3.5 by combining the cases of'€ optimal transmit power of useris p; = --

Yim/

IZ|=0and|Z|=1. - Proof: Please refer to Appendix VII. [ |

Remark 3.4: In the case of the traditional fading SISO-
MAC with the user ST-TPC given ii{2), but without the LT-IV. ERGODIC SUM CAPACITY FOR FADING COGNITIVE BC

IPC given in [3), it can be easily verified that the ergodic From [12), the ergodic sum capacities for the SISO fading
sum capacity is achieved when all users transmit with thei.BC under different mixed TPC and IPC constraints can be

i i i T . . . P .
maximum available power values given by *'s at each optained as the optimal values of the following optimizatio
fading state. This is consistent with the results obtaimed jroplems:

(48) by having allu,,,’s associated with the LT-IPC take zero proplem 4.1:
values. With zerou,,’s, it can be easily verified that the

condition given in Theorerh 3.3 is never satisfied, and thus K
D-TDMA cannot be optimal in this special case. {gjg')} E llog <1 + ; hi.pr(B)
=1
s.t. [@), (@) (Case I: LT — TPC and LT — IPC)
D. Short-Term Transmit-Power and Interference-Power Con- or (@), (@0 (Case IT : LT — TPC and ST — IPC)
straints or @), @) (Case IIT: ST — TPC and LT — IPC)

The ergodic sum capacity under both the ST-TPC and ST- or (@), @0 (Case IV: ST — TPC and ST — IPC).
IPC can be obtained by solving the following optimization Notice that in [¥){{ID), the transmit power of the secondary
problem: BS at a given fading state(3), needs to be replaced by the



user sum-power in the dual C-MA(Z:szlpk(ﬁ). Compared random variables distributed a\(0,1). In total, 10,000

with the problems addressed in Sect[ad Il for the C-MAQ;andomly generated channel power gain vectorsdoor 3

it is easy to see that the corresponding problems in the &€ used to approximate the actual ergodic sum-rate of the

BC case are very similar, e.g., both have the same objectasecondary network in each simulation result. Furthermweee,

function, and similar affine constraints in termsmf{a)’'s or assume that the TPC (LT or ST) values are identical for all

pr(B)’s. Thus, we skip the details of derivations and prese®Us, and the IPC (LT or ST) values are identically equal to

the results directly in the following theorem: one, the same as the additive Gaussian noise variance, at all
Theorem 4.1: In each of Cases I-IV, D-TDMA is optimal PRs. For convenience, we ugeto stand for allPST’s and

across all the fading states for achieving the ergodic suRfT's, @ for both Q5T and Q'T, andT for all I'}I’s and

capacity of the fading C-BC. In each case, the ussvith T'“T’s. The simulation results are presented in the following

the largesth; among all the users should be selected faubsections.

transmission at a particular fading state. The optimal fate

assigning the transmit power of the BS at each fading st

te . .
(for concisenes$3 is dropped in the following expressions%‘ Effects of LT/ST TPC/IPC on Ergodic Sum Capacity
in each case is given below. Lgtbe any of the users other First, we compare the achievable ergodic sum capacities for

ST

thani, j € {1,...,K},j #i; m' = argmin,,e(i, T, . the fading CR network under four different cases of mixed

T : .
and\ andy,,’s are the optimal dual variables associated with?C and IPC. Fid.13 shows the resuilts for the fading C-MAC
the LT-TPC in [T) and the LT-IPC if[{9), respectively, if theyvith K =2 andM = 1, and Fig[# for the fading C-BC with

appear in any of the following cases. K=5andM = 2.
For the C-MAC case, it is observed in Hig. 3 that the ergodic

» Casel . sum capacityCviac in Case | is always the largest while
. 1 1 that in Case IV is the smallest for any given SU transmit
4 = <)\ n ZM s o E) ; (52) power constraintP. This is as expected since both the ST-
m=l TPC and ST-IPC are less favorable from the SU’s perspective
o Case II: as compared to their LT counterparts: The former one imposes
rsT /1 1\t more stringent power constraints than the latter one over
¢" = min <fm, ; <X - 5) ) ; (53) the DRA in the SU network. It is also observed that s
m ! increases, eventuallf\jac becomes saturated as the IPC
o Case Il (LT or ST) becomes more dominant than the TPC. On the
4 other hand, for small values a? where the TPC is more
¢ = min | QST 1 1 . (54) dominant than the IPC, it is observed that the LT-TPC (where
’ Z%Zlﬂmfm h ' D-TDMA is optimal in Case | and close to being optimal

in Case 1) leads to a capacity gain over the ST-TPC (where
« Case IV: ST D-TDMA is non-optimal in Case Il or IV) due to the well-
¢* = min [ Q5T, ¥ (55) known multiuser diversity effect exploited by D-TDMA [37].

Fu i i initi
R k 4.1: In the case of the tradifional fading SISO_B{urthermoreC’MAc in Case Il is observed to be initially larger

without the LT- or ST-IPC, by combining the results in [31 hatjnaltr:gtalrr:dCe?/seitﬂglrors;rgﬁlgr\;igjrfsthi,ir?uéal?sic?lrll}zz
for the fading SISO-MAC and the MAC-BC duality results in q Y

. . o . increases. This is due to the facts that for small value® of
[32], it can l.)e inferred that it 'S optimal to deploy D'TPMATPC dominates IPC and furthermore LT-TPC is more flexible
by transmitting to the user with the largeist at each time

over ST-TPC; while for large values @f, IPC becomes more

in terms of maximizing the ergodic sum capacity, regardie Bdminant over TPC and LT-IPC is more flexible over ST-IPC.

of th? LT- or ST-TPC at_the BS. TheordmK.1 can thus b_e For the C-BC case, similar results like those in the C-
considered as the extensions of such result to the SISOgadl\ﬁAC are observed. However, there exists one quite different
C-BC under the additional LT- or ST-IPC. Also notice that the ) ' q

optimal power allocation strategies in {52)454) resenthke phenomenon for the C-BC. As the secondary BS transmit
well-known “water-filling (WF)” solutions for the singleser power @ becomes large, the achievable ergodic sum capacity

. Cpc shown in Fig[% under the LT-IPC is much larger than
fading channels [24], [34]. that under the ST-IPC, regardless of the LT- or ST-TPC, as
compared withCyrac shown in Fig[B. This is due to the fact

V. NUMERICAL EXAMPLES that for the C-BC with\/ = 2 and a single BS transmitter, the

In this section, we present numerical results on the pe3T-IPC can limit the transmit power of the secondary BS more
formances of the proposed multiuser DRA schemes for somsteingently than the case of C-MAC shown in Hig. 3, where
example fading CR networks under different mixed transmithere are two SU transmitters but only a single PR. Since it is
power and interference-power constraints, namely: Calse |: not always the case that both channels from the two SUs to
TPC with (w/) LT-IPC; Case II: LT-TPC w/ ST-IPC; Casethe PR have very large gains at a given time, in the C-MAC
[ll: ST-TPC w/ LT-IPC; and Case IV: ST-TPC w/ ST-IPC.case the SU with the smallest instantaneous channel gain to
For simplicity, we consider symmetric multiuser channekhe PR can be selected for transmission, i.e., there exists a
where all channel complex coefficients are independent CS@erestingnew form of multiuser diversity effect in the fading
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16F — constraint against that with an explicit TDMA constraing. ]

B e L at most one SU is selected for transmission at any time.
A However, for the cases with the explicit TDMA constraint,

we still allow DRA over the SU network to optimally select

the SU (i.e., using D-TDMA) and set its power level for

transmission at each fading state, so as to maximize the long

141

I
N
T

-
T

S, LT-TPC wi LT-IPC term average sum-rate. For conciseness, we discuss theabpti
08 e e e | DRA schemes for the fading C-MAC under the explicit TDMA
= = ST-TPCw ST-IPg) constraint in Appendik VIII.

i In Figs.[B and B, we compare the achievablgac W/ vs.
w/o the TDMA constraint for Cases II-IV with =2, M =
1 1, and K = 4, M = 2, respectively. It is observed in both
s figures that the achievabté;ac in each case of mixed TPC
o2 7 and IPC is larger without the TDMA constraint. This is as
. : : : : : expected since TDMA is an additional constraint that limits
o - S Transmit Pover Constraint (48] 5 2 the flexibility of DRA in the SU network.

In Fig.[3, it is observed that the gap between the achievable
Cwvac’'s w/ and w/o the TDMA constraint in each of Cases

o
>

Ergodic Sum Capacity (nats/sec/Hz)

0.4

Fig. 3. Comparison of the ergodic sum capacity under diffecembinations

of TPC and IPC for the fading C-MAC with — 2, M —= 1. [I-IV diminishes as the SU transmit power constraift
becomes sufficiently large. This phenomenon can be exglaine
15 as follows. First, note that aB increases, eventually the TPC

will become inactive and the IPC becomes the only active

power constraint in each case. As a result, Case Il and Case

IV only have the (same) ST-IPC and Case lll only has the

e ‘ LT-IPC as active constraints. Thus, the observed phenomeno

: is justified since D-TDMA has been shown to be optimal for

the above two cases, according to Corollaryl 3.1 (notice that

M = 1 for Fig.[8) and Theoreri 3.1 (with al\;’s taking

a zero value), respectively. However, in Fig. 6 withh > 1,

only Case lll has the same convergégiac w/ and w/o the

LT-TPC w/ LT-IPC 1 TDMA constraint asP becomes large, according to Theorem

— — = LT-TPC w/ ST-IPC .
- ST-TPC Wi LT-IPC 3. In general, the capacity gap between cases w/ and w/o

~ = STIPCWSTIPG the TDMA constraint becomes larger &S or M increases,

as observed by comparing Fidd. 5 ddd 6. For example, for

Case Il, in Fig[h withM = 1, the capacity gap is negligible
%o s 0 5 10 s for all values of P, which is consistent with Lemnia3.3; but
Secondary BS Transmit Power Constaint (18) it becomes notably large in Figl 6 with/ = 2.

0.5

Ergodic Sum Capacity (nats/sec/Hz)

Fig. 4. Comparison of the ergodic sum capacity under diffecembinations C. Dynamic vs. Fixed Resource Allocation

f TPC and IPC for the fading C-BC withk = 5, M = 2. . . .
© an orfhe fading " At last, we compare the ergodic sum capacity achievable

with the optimal DRA against the achievable average sum-
C-MAC. In contrast, for the C-BC, the BS is likely to transmit ate of users via some heuristic fixed resource allocati®A)F
with large power only if both channel gains from the BS t§chemes for the same fading CR network. For DRA, we select
the two PRs are reasonably low. the most flexible power allocation sc_heme for the SU_ ne_twork
under the LT-TPC and the LT-IPC (i.e., Case I), which is D-
. TDMA based and gives the largeSiac and Cgc among
B. Fading C-MAC With (w/) vs. Without (w/0) TDMA Con- )| cases of mixed power constraints under the same power-
straint constraint value® (Q) andT for the fading C-MAC (C-BC).
Next, we consider the fading C-MAC and examine thBor FRA, we also consider TDMA, which uses the simple
effect of the TDMA constraint on its achievable ergodic surfround-robin” user scheduling rule, under the ST-TPC and
capacity. Notice that for the fading C-BC, it has been shawn the ST-IPC. More specifically, for the fading C-MAC, at each
Theoren{ 41l that D-TDMA is optimal for all cases of mixedime the SU, say usei, which is scheduled for transmission,
TPC and IPC; and for the fading C-MAC, it has also beewill transmit a power equal tanin(P, ﬁ), while for
shown in Theoreni 31 that D-TDMA is optimal in Case Ithe fading C-BC, the BS transmits with the power equal to
Therefore, in this subsection, we only consider the fadingin(Q,ﬁ). Notice that the considered FRA can be
C-MAC in Cases lI, Ill, and IV. We compare the ergodianuch moremegsily implemented as compared to the proposed
sum capacityCviac achievable in each of these cases viaptimal DRA. Therefore, we need to examine the capacity
the optimal DRA rule proposed in this paper w/o the TDMAyains by the optimal DRA over the FRA.
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16 16
LT-TPC w/ ST-IPC N
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Fig. 5. Comparison of the ergodic sum capacity w/ vs. w/o ti®MA  Fig. 7. Comparison of the average achievable throughptt BRA vs. with

constraint for the fading C-MAC with = 2, M = 1. FRA for the fading C-MAC withK = 2 or 4, M = 2.
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Fig. 6. C i f th di i | vs. w/o thiEVIR . . . .
cclJ%straint fgmﬁgnfz%?ng C_GA%QV?/“;%S;Z %?[picg).l Wi vs.wio Fig. 8. Comparison of the average achievable throughpiit BRA vs. with

FRA for the fading C-BC withA/ = 1 or 4, and QFT = QST = 3dB.

In Fig.[4, capacity comparisons between DRA and FRA are
shown for the fading C-MAC with' = 2 or 4, and M = 2. In Fig.[d, we show the capacity comparisons between the
Notice that for the DRA case we have normalized the SU LTading C-BC with DRA and that with FRA, for a fixed
TPC for K = 4 by a factor of2 such that the sum of usersecondary BS transmit power constraipt= 3dB, M =1 or
transmit power constraints for bothik = 2 and K = 4 are 4, and different values oK. Since there is only one transmitter
identical. Furthermore, for fair comparison between DRA arat the BS for the C-BC, there is no user power normalization
FRA, the SU ST-TPC values in the FRA case drand2 required as in the C-MAC case. The capacity gains by DRA
times the LT-TPC value in the DRA foK = 4 and K = over FRA are observed to become more significant for both
2, respectively. It is observed that DRA achieves substantis/ = 1 andM = 4 cases, a% increases, due to the multiuser
throughput gains over FRA for bothk = 2 and K = 4. diversity effect. As an example, & = 20, the capacities with
Notice that for FRA, it can be easily shown that with th®RA are2.75 and3.83 times of that with FRA, forM = 1
user power normalization, the average sum-rate is statisti and M = 4, respectively. This suggests that in contrast to
independent ofi. Furthermore, multiuser diversity gains inthe conventional fading BC without any IPC, the multiuser
the achievable ergodic sum-rate for the DRA are also obdendiversity gains obtained by the optimal DRA become more
by comparingK = 4 againstK = 2, given the same sum of crucial to the fading C-BC as the number of PR$, becomes
user power constraints. larger.
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VI. CONCLUDING REMARKS satisfy [22). Sincep; > 0, from (21) it follows thatd} = 0.

In this paper, we have studied the information-theoretinced; > 0,V # i, from (20), it follows that
limits of the CR network under wireless spectrum sharing

M
with an existing primary radio network. By applying the _hi N P Z LmGim = O (57)
interference-power constraint as a practical means tcegtrot 1+ hipj m—1
each primary link, we characterize the achievable ergadit s b M
capacity of the fading C-MAC and C-BC under different —L )\ - Z UmGim < 0, Vj#i (58)
mixed LT-/ST-TPC and LT-/ST-IPC. Optimal DRA schemes 1+ hip;] m=1

for both cases w/ and w/o a TDMA constraint are presentegom which [22) can be obtained.
Interestingly, except the cases where the optimality of D-
TDMA can be analytically proved, it is verified by simulation
that there are also many circumstances where D-TDMA with
the optimal user scheduling and power control performs very ) _
closely to the optimal non-TDMA-based schemes in the fading SUPPOSe that there afg’| users withp; > 0, wherej € J
C-MAC. Furthermore, an interesting new form of multiusef"dJ € {1,2,..., K}. Then from [3B), it follows that; —
diversity is observed for the fading C-MAC by exploiting thd) if j € J. Letc* = 1+37/* | hyp;. From [31), the following
additional CSI of channels between secondary transméteds equalities must hold:
primary receivers, which differs from that in the conventb b M
fading MAC by exploiting only the CSI of channels between 2N =) phgim =0V €T (59)
secondary users and BS. ¢ m=1

Finally, it is worth pointing out that with the teChniqueﬁ?emovingc* in the above equations yields
introduced in this paper, it is possible to derive the optima
resource allocation for the more general cases where al; + Zn]\le Lo Gim  Aj 422

APPENDIXIII
PROOF OFLEMMA [3:3

M .
el EndI vj € J,j #

LT/ST TPC and IPC are present, and/or secondary users have hi h;

different priorities for rate allocation (i.e., charadtation of (60)

the capacity region instead of the sum capacity). Moreov#¢herei is an arbitrary user index it7. Notice that in [GD)
the results in this paper are also applicable to the genelfa@re areM variablesys,. .., uj,, but [J] — 1 independent

channel models consisting of parallel Gaussian channels ogquations (with probability one). Thereforg/ > | 7] — 1
which the average and instantaneous (transmit or interéeje must hold in order for the above equations to have at least
power constraints can be applied, e.g., the frequencythade One set of solutions. It then concludes that must be no
fading broadband channel which is decomposable into ghragreater tham\/ + 1.

narrow-band channels at each fading state via the well-know

orthogonal-frequency-division-multiplexing (OFDM) muald- APPENDIX IV
tion/demodulation. PROOF OFTHEOREM[3.2
Suppose that user transmits withp? > 0, while for the
APPENDIX| other userg € {1,...,K},j # i, p; = 0. We will consider
PROOF OFLEMMA 3.1 the following two cases: i) Allu*,’s are equal to zero; ii)

Suppose that there are two arbitrary useasd; with p¥ > There is one and only ong},, denoted as:),,, which is
0 andpj > 0. From [21), it follows thav; = 0 andd; = 0. strictly positive. Notice that it is impossible for more thane
Applying this fact to [2D), the following equality must hold x*,'s to be strictly positive at the same time, which can be

h h shown as follows. For uset, from (32), 1, > 0 suggests

3 . .

3 i =3 e . (56) thatg;, p; = TST. Supposing that there i& # m’ such that
i T 2 me1 Bmim J T 2om=1 fmGjm ws > 0 and thusg;;p; = T'SF, a contradiction then occurs

Since h; and g;»,’s are independent of; and g;,,'s, and as ‘;S*LT = {£& holds with a zero probability.

furthgrmoreAi: Aj, and p,,’s are all constgnt_s in F_’rc.)blem. First, we will prove the “only if” part of Theoreni3.2.
[3.2, it can be inferred that the above equality is satisfietth wiconsider initially the case where alf,'s are equal to zero.
a zero probability. Thus, it is concluded that there is atmosuppose thap: > 0, from (33) it follows thats? = 0. Since

one user with a strictly positive power value. 5% > 0,5 # i, from (33) the followings must be true:
APPENDIXII b N = 0 (61)
PROOF OFLEMMA 32 L+ hipj
Let useri be the user that can transmit, iz, > 0, while L* -} < 0, Vj#i (62)
for the other userg # i, p; = 0. Problen{3.R then becomes L+ hipj '

. . . M . . .
the maximization oflog(1 + hipi) — Aipi — > _,,—1 BmPimPi  Thus, useri must saUsfy% > %,Vj # i. From [61), it
subject top; > 0, for which p? given in [23) can be easily . ) R .
shown to be the optimal solution. Next, we need to show thillows thatp; = ()\_i - E) in this case. Also notice that
for the selected usei for transmission, ifpy > 0, it must from 33) gi,p; < TS5 must hold forym = 1,..., M.
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’

Therefore, we conclude thayb* < gri where m' = Proof: Suppose that there are two usérand j with
) o 0 <p; <PTand0 < p; < PST. From [@3) and[(44), it
argminmeqs,.. =M} g andthus 5o — - goere There- oows that)\* =\ = 0 and 6* = &% = 0, respectively.

fore, the first set of condmons in TheordE_IS 2'is obtained. Using these facts fronm2) it follows that the followingct
In the second case where there is one and only.gpe> 0, equalities must hold at the same time:

it follows from (32) thatg;,, p; = I'ST. Since from [(34) we

1

haveg;,p; < T5T Vm # m/, it follows that T < Tl and hi M
imP; LsT Gim! — qT?ST . +* — Z UmGim = 0 (70)
thus, againyn’ = argmin,,cq1, ay g2, andp; = = in I D 7] —
this case. Fron[(31), we have ‘ o b f:
J
hi 1 ——k 5 2 HmIim = 0. (71)
W e : 63 D SN LU ) —
Hm <1 + hip} > Gim/ (63) iz '
_ s Thus, we have
Sincey,, > 0, from (€3) it follows thats- h > p} m//.
Furthermore, from[{31), the foIIowmgs ‘must be true o hi _ h; (72)
M M :
hi * 0 (64) Zm:l HmYim Zmzl HmGjm
PR i = Mo Gim! =
L+ hip; Sinceh; andg;,,’s are independent df; andg;,,'s, andu.,,’s
h _ _ C g5) are constants, it is inferred that the above equality iskati
T o N T M Gim! < 0, Vj ?’é 2. ( ) . - .
1+ hip; with a zero probability. Thus, we conclude that there is asimo
Thus, we have one user with 0 < p; < PST. From [70), we have
hi h; . . K IZ|
> - , Vj#i.  (66) h,
/\i + ,Lt;kn/gim/ /\j + ufn,gjm/ Z hlpl Z hﬂ.(a)pﬂ, (a) = 27 — 1. (73)
Substitutingy* , in €3) into the above inequalities yields m=1 HmJim

Gim! < Oigim — Aigime) Using [42) and[{73), it is easy to see that for any usef
3 9im jm’ ) T,k # 4 with p; > 0, it must satisfy

(hjgim’ - higjm’) m S

(67)
V4 # i. The second set of conditions in TheorEm] 3.2 is thus hy, > hi _ (74)
obtained. Zn]\le HmGkm B Zn]\le HmGim
Next, the “if” part of Theoreni_3]2 can be shown easil
by the fact that for a strictly-convex optimization problemThus, we conclude that= 7(|Z]). =

the KKT conditions are not only necessary but also sufficientLemma6.1 suggests that only one of the following two sets
to be satisfied by the unique set of primal and dual optim@f solutions forpy, k € Z, can be true, which are

solutions [33]. . Case Ip; ) = P3T a=1,..., |I|;

o Casellp;, =P a=1,....|I| -1, andp; ;=

T

APPENDIXV hor (1)) |Z|— 1
(sertosm 1= Uy P )
PROOF OFLEMMA [3.4 SN m9r(Zhm b=1 "m(b) (b)) Pz,

Sincep? = 0, p; > 0, from (@3) and [@4) it follows that Sincep; ;) < P5). it then follows that
Ar =0 andd; = 0, respectively. Then, fron[{22) it follows

that . . ( psT hx(z)|
Pr(z)) = Min <P,r(|z|), ( 77 -1
Z . ) > m=1 Hm3r(Z)m
— % - BmGim = |Z]—1
1+211th1 o —Zh P (b> 1 )
ha(z))
- Z Hm3jm < 0. (69) (75)

L+ Zl LT i—
From the above two inequalities, LemMial3.4 can be easilyTne remaining part to be shown for Leminal3.5 is that the

shown. optimal number of active userg| is the largest value of
such that
APPENDIX VI o)
(T ST
PROOF OFLEMMA [3.8 ZM— >1+ Z ha(yPah)- (76)
The following lemma is required for the proof of Lemma m=1HmYr(z)m
B.S: First, we show that in both Case | and Case II, for any user

Lemma 6.1: The optimal solution of Probleri 3.6 2%5 a(a) € T,a = 1,...,|Z], the above inequality holds. Since
most one user, indexed by which satisfies) < pi < P7",  {or (78), from Lemma 34 it follows that its left-hand side
wherei = 7(|Z]); andZthe optimal sum-power of ransmittingyecreases as increases, while its right-hand side increases
users must satisfy,", hx(a)ps (o) = sera—— — 1. with z. itis sufficient to show thaf(76) holds fer= |Z. This

1 Hm3x(|Z])m
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is the case since froni (42) WIBY 7, = 0 and A% 7)) > 0, (81) for any userj # i, becomesl+h = + 07 = 0. This

(71
we have can be true only wherk; = 0, which occurs with a zero
b |Z| probability. Therefore, we conclude that there is one arlgl on
~(I1Z1) N % 0
> 1+ ) hewPre (77) ON€Hy, >0
Z/[]‘)\{:l :umgrr(\l\)m ; @ ®) Since gim’pl FST and from KB]S) we hav@lmpz S
|Z|-1 o ST Vm # m/, it follows that M’, < l;— and thusm’ =
> 1+ hawyPray- (78 ST mST
; (6)=m(b) (78) argming,c(1,.. 7M} g— andp; =

K} that in this case— < pST must hoId At last, considering

Next, we show that for any user(j),j € {|Z| +1,...,
y user(j), J € {7} dB1) for useri andnany other usef, we have

(Z8) does not hold. Again, it is sufficient to consider us

7(|Z] + 1) since if it does not satisfy {T6), neither does any h;

of the other users(|Z| +2),...,n(K). For userr(|Z| + 1), 1+ hipy i Gim = 0 (87)

from @2) with 67 7,1, > 0 and)\ (z141) = 0, it follows he

that —— — i Gjmr <0 (88)

1+ hip’i“ !
ha(zi+1) =
M s 1+ Z har ()P v)
2 m=1 Hmr(|Z|+1)m b=1 Next the “if” part of Theorerri}]4 follows due to the

17| fact that for a strictly-convex optimization problem, th&K

< 1+ Zh OLE (b) (80) conditions are both necessary and sufficient for the unigtie s
of primal and dual optimal solutions [33].

Therefore, it is concluded thdi{[76) can be used to determine

|Z]. APPENDIX VIII
ERGODIC SuM CAPACITY FOR FADING C-MAC UNDER
APPENDIX VII TDMA CONSTRAINT

PROOF OFTHEOREMZ.4 In this appendix, we formally derive the optimal rule of

The proof of Theoreni 314 is also based on the KKTser selection and power control to achieve the ergodic sum
optimality conditions for Problerh 3.8. LeX;, p;,, andd;, capacity for the SISO fading C-MAGnder an explicit TDMA

kE=1,...,K;m =1,...,M be the optimal dual variablesconstraint, in addition to any combination of transmit-power
associated with the constraints [n49).1(50), dnd (51pees and interference-power constraints. The TDMA constraint
tively. The KKT conditions can then be expressed as implies that at each fading state there is only one SU that
M can transmit. LefI(«) be a mapping function that gives the
f;? — A — Z 15, Gem + 07 = 0,Vk (81) index of the SU selected for transmission at a fading state
L+, upf 1 with channel realizationx. Note that for this particular fading

AL (PZ _ PkST) — 0,k (82) state, priy > 0, while for the other SUSs: € {1,.. .,K},_
K k # (), pr = 0. The ergodic sum capacity of the fading
e <Z GhmPlr, — F7SnT> —0,Ym  (83) C-MAC under TDMA constraint can be obtained as
k=1

s—ovk eay RO TS B B loE (L heopnin (@)
ST vk (85) . . . L (89)
’ where F is specified by a particular combination of power
. ST constraints described ibl(1)}(4). Clearly, for any givendtion
ngmpkm =Ty, vm (86) II(c), the capacity maximization in (89) ovér is a convex
optimization problem. However, the maximization over the
with p; > 0, Ay > 0,pr, > 0, andé; > 0,Vk, m. First, we function II(«) may not be necessarily convex, and thus
will prove the “only if” part of Theoren{3]4. Suppose thastandard convex optimization techniques may not apply di-
useri should transmit wittp} > 0, while for the other users rectly. Fortunately, it will be shown next that the optintipa
Jjed{l,...,K},j #1i, p; = 0. From [82) and[(84), it follows problem in [89) can be efficiently solved for all considered
that A} = 0,Vj # i andd; = 0, respectively. cases of mixed LT-/ST-TPC and LT-/ST-IPC.
We will show that there is one and only opg,, denoted as
wr.,, which is strictly positive. Notice that it is impossiblerfo .
more than one.},’s to be strictly positive at the same time A Long-Term Transmit-Power and Interference-Power Con-
For useri, from (83), %, > 0 suggests thag;,, p; = T5T. straints
Supposing that there i& # m’ such thatu, > 0 and thus ~ From [89), the ergodic sum capacity under the TDMA
gimpi = TS, a contradiction then occurs %r % constraint, as well as the LT-TPC ifl (1) and the LT-IPC in
holds with a zero probability. Second, we W|Iinshow that if3) can be obtained by solving the following optimization
is also impossible for alli*,’s to be zero. If this is the case,Problem:
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Problem 8.1: constraint. Since these solutions have also been showrein th
above to be optimal for the dual problem of Probleni 8.1, we
H(agl,[?;i‘(a)} E [log (1 + hniay e (@))] conclude that the duality gap is zero for Problem 8.1; andi bot
s.t. E[pn(a) - 1(II(@) = k)] < PET, vk (90) Problem(3.1L and Problem 8.1 have the same set of solutions.

LT
" [gn(a)mpn(a) (a)] =L, ¥m (1) B. Long-Term Transmit-Power and Short-Term Interference-
wherel(A) is the indicator function taking the values of 1 or Qeower Constraints
depending on the trueness or falseness of edenespectively.
First, we write the Lagrangian of this problem
L), {p(e@)}, {\}. {pm}), as in [32) (shown on
the next page), wherg, and p,, are the nonnegative dual

The ergodic sum capacity under the TDMA constraint plus
the LT-TPC and the ST-IPC can be obtained as the optimal
value of the following problem:

. . . : : . Problem 8.3:
variables associated with the corresponding constraimts i
(@0) and [Q1), respectivelyy = 1,...,. K, m = 1,..., M. , Max. E [log (1 + hraypri(a) ()]
Then, the Lagrange dual functiog({\}, {1m}), is defined (@), {pr(Q)}
as s.t. @)
ST
gnaymPr(a () <TI0, Ve, m. (99)
H(aﬁapf(a)}ﬁ(n(a% {pk(a)}, {/\k}v {Nm}) (93) Sin:::agyfas forl I-Droblﬁnmbl’ we aptE)IIy thﬁ Lagtragge-dua::y
. . , method for solving the above problem by introducing the

The dual problem is ~accordingly defined a?1onnegative dual variables,,k = 1,..., K, associated with

mingy, 3 {un 3 9{ A&}, {1m}). Since the problem at hand may,
not be convex, the duality gap between the optimal values r?(fc
the original and the dual problems may not be zero. Howev%

it will be shown in the later part of this subsection that the " .. “time-sharing” conditions [38] and thus has a

duality gap for Problerf8l1 is indeed zero. zero duality gap. For brevity, we skip the details of deiivas

W_e _con3|der only the max'm'za“oﬂ prob!em 'ﬂg?’) fo'ﬁere and present the optimal power-control policy in thiseca
obtaining g({\x}, {m}) with some given\,'s and pup,’s, as follows:

while the minimization ofy({\i}, {1im}) OverAy's andum’s - oy g1 Inthe optimal solution of Problef 8.3, the user

can be Obta"?e@' bY the ellipsoid method, since It Is alwaﬁ(a) that transmits at a fading state with channel realization
a convex optimization problem. For each fading state, the

maximization problem in[{33) can be expressed as (with aima:srggzspetgefoffgfxﬂg).expressmn among all the users
dropped for brevity) '

LT-TPC given in[(30). However, since Problém]8.3 is not
essarily convex, the duality gap for this problem maybeot
ro. Nevertheless, it can be verified that Protlerh 8.3fwetis

Problem 8.2: log (1 4 hnpyy) — Auph (100)
M where
Max.  log (1 + hnpn) — Anpn — Z pmgumpn (94)
thm | L A
st om0 oy i, g e (5-) ) aon
For any given usetl, the optimal power solution for the above ) ) )
problem can be obtained as and\,,k =1,..., K, are the optimal dual solutions obtained
N by the ellipsoid method.
. 1 1
AL+ D g BmYTim hn C. Short-Term Transmit-Power and Long-Term Interference-

Substituting this solution into the objective function afoB- Power Consiraints

lem[8:2 yields The ergodic sum capacity under the TDMA constraint, the
M ST-TPC, and the LT-IPC can be obtained as the optimal value
(log( hn ))+ —(1- A+ Zm:l Hm giim + of the following problem:
A+ S0 i grim hn Problem 8.4:
(97)
It is easy to verify that the maximization of the above fuoti H(ay’l{aﬁ-(a)} E [log (1 4 hrpr(ar) (@) ]
overIl is attained with usei that satisfies ’ ST
_ _ s.t. pri(ey (@) < Pijq), Ve (102)
h; h; .
X e > X 4 Vi #i. (98) ©@7).
i T 2=t HmJim j + Lm=1 HmGjm By introducing the nonnegative dual variables,,m =

From [98) and[{98), it follows that the same set of solutioris . .., M, associated with the LT-IPC given in {91), Problem
for Problen{3:2 without the TDMA constraint, which is givefB.4 can be solved similarly as for Probléml8.3 by the Lagrange
in Lemmal3.2, also holds for Problem B.2 with the TDMAduality method. For brevity, we present the optimal power-
constraint. Note that the optimal solutions of Probleml 3dontrol policy in this case directly as follows:

without the TDMA constraint are also TDMA-based, and thus Lemma 8.2: In the optimal solution of Problef 8.4, the user
they are also feasible solutions to Problen 8.1 with the TDMH(«) that transmits at a fading state with channel realization




K
E [log (1 + hn(a)pn(a)(a))} — Z AL {E [pr () - 1(I(ex) =
k=1
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M
k)] — PkLT} - Z Hm {E [gn(a)mpn(a)(aﬂ - F}nT} (92)

m=1

a maximizes the following expression among all the usefs Q. Zhao and B. M. Sadler, “A survey of dynamic spectrumessy’| EEE

(with o dropped for brevity):

M
log (1 + hnpyy) — Z Hom ITIm D1y (103)
m=1
where
1 1 i
* . ST
pp =min | Py, - 1 (104)
Zm:1 Hm giim hn
and yu,,,m = 1,...,M, are the optimal dual solutions

obtained by the ellipsoid method.
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