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Abstract

It is well known that Multiple-Input Multiple-Output (MIMO) systems have high spectral efficiency, especially
when channel state information at the transmitter (CSIT) isavailable. When CSIT is obtained by feedback, it is
practical to assume that the channel state feedback rate is finite and the CSIT is not perfect. For such a system, we
consider beamforming and power on/off strategy for its simplicity and near optimality, where power on/off means
that a beamforming vector (beam) is either turned on with a constant power or turned off. The main contribution
of this paper is to accurately evaluate the information rateas a function of the channel state feedback rate. Name a
beam turned on as anon-beamand the minimum number of the transmit and receive antennas as thedimensionof
a MIMO system. We prove that the ratio of the optimal number ofon-beams and the system dimension converges
to a constant for a given signal-to-noise ratio (SNR) when the numbers of transmit and receive antennas approach
infinity simultaneously and when beamforming is perfect. Asymptotic formulas are derived to evaluate this ratio
and the corresponding information rate per dimension. The asymptotic results can be accurately applied to finite
dimensional systems and suggest a power on/off strategy with a constant number of on-beams. For this suboptimal
strategy, we take a novel approach to introducepower efficiency factor, which is a function of the feedback rate, to
quantify the effect of imperfect beamforming. By combiningpower efficiency factor and the asymptotic formulas
for perfect beamforming case, the information rate of the power on/off strategy with a constant number of on-beams
is accurately characterized.

Index Terms

MIMO, finite rate feedback, power on/off, beamforming

I. INTRODUCTION

This paper considers multiple-input multiple-output (MIMO) systems with finite rate channel state
feedback. Multiple-antenna wireless communication systems, also known as MIMO systems, have high
spectral efficiency. It is also well known that the capacity of MIMO systems with channel state information
(CSI) at the transmitter (CSIT) is generally higher than thesystems without it. When perfect CSI is
available at both transmitter and receiver (CSITR), the MIMO channel can be viewed as a set of parallel
sub-channels. The transmission power on each sub-channel obeys water filling principle [1]. If CSIT is
obtained from channel state feedback, however, perfect CSIT requires infinite feedback rates, which is
not practical. On the other hand, in practical systems such as UMTS-HSDPA [2], there is a control field
which can be used to carry a certain number of channel state feedback bits on a per-fading block basis.
It is reasonable to consider MIMO systems with finite rate channel state feedback.

For a given feedback rate, this paper tries to answer two basic questions, how much benefit the feedback
can bring and how to exploit the feedback to achieve that benefit. It is difficult to answer these two questions
in general. To achieve or calculate the information rate fora given feedback rate, the optimal transmission
strategy and the optimal feedback strategy need to be found.It has been shown in [3], [4] that the design of
transmission and feedback strategies is an unconventionaloptimization problem. For memoryless channels,
it is proved that the information theoretic limit can be achieved by memoryless transmission and feedback
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strategies. However, the explicit forms of the optimal strategies are still unknown. Lloyd algorithm is
resorted to obtain suboptimal numerical solution in [3], [4].

On the other hand, the optimization problems can be simplified if the transmission strategy is restricted
to power on/off strategy (with beamforming). In a general setting, the optimal transmission strategy is to
choose the covariance matrix of the transmitted Gaussian coded symbols according to the current feedback
[3], [4]. By the singular value decomposition, the covariance matrix can be decomposed to a unitary matrix
and a non-negative diagonal matrix which are called as beamforming matrix and power control matrix
respectively. We describe each column vector of the beamforming matrix as abeamand the diagonal
element corresponding to a beam as thepower on that beam. The power on/off strategy means that a
beam is either turned on, i.e., its power is a positive constant Pon, or turned off, i.e., its power is zero.
As we will show later, the power on/off and beamforming assumption simplifies the analysis. Although
power on/off is suboptimal, it has been shown in [5] and [6] that power on/off can achieve performance
close to water filling power control for single antenna systems and parallel Gaussian channels respectively.
This paper will show that power on/off is near optimal for MIMO channels as well.

The main contribution of this paper is to accurately characterize the information rate of the power on/off
strategy with finite rate channel state feedback. Name a beamturned on as anon-beam. The optimization
problem corresponding to power on/off strategy is to find theoptimal number of on-beams, which is
related to power control, and the directions of the on-beams, which is called as beamforming, according
to the channel realization. Both power control and beamforming have influence on the overall information
rate. By analyzing these two effects separately, this paperis able to characterize the overall information
rate accurately.

To isolate the effect of beamforming, we first discuss the perfect beamforming case. Perfect beamforming
means that the beamforming matrix at the transmitter changes the MIMO channel to parallel channels
without interference. We analyze this case by asymptotics,where the numbers of the transmit and receive
antennas approach infinity simultaneously. The derived asymptotic results are as follows.

• Define the minimum number of transmit and receive antennas asthe dimensionof a MIMO system.
We prove that the ratio of the optimal number of on-beams and the system dimension converges to
a constant for a given signal-to-noise ratio (SNR) and perfect beamforming. This result suggest a
power on/off strategy with a constant number of on-beams. The assumption of a constant number of
on-beams is crucial to analyze the effect of imperfect beamforming.

• We also prove that the optimal number of on-beams is a non-decreasing function of SNR.
• We derive asymptotic formulas to simplify the calculations. By following the method developed

in [7], [8], we derive asymptotic formulas to evaluate the optimal number of on-beams and the
corresponding information rate, which are obtained by simulation traditionally. Furthermore, for the
CSITR case, asymptotic formulas are derived to calculate the Lagrange multiplier required for water
filling power control and the corresponding channel capacity for the first time.

It is noteworthy that the asymptotic results are accurate enough for MIMO systems with finite many
antennas.

Then we quantify the effect of imperfect beamforming accurately by assuming a constant number of
on-beams. There are many works studying similar problems. Some works add some structures to make
the MIMO system equivalent to a single-input single-output(SISO) system. The structures could be
single receive antenna [9]–[13] and single beam for a singledata stream [14]–[17]. For MIMO systems
with multiple beams, transmit antenna subset selection is viewed as a special case. Different antenna
selection criteria are proposed in [18], [19] and the effecton information rate is analyzed for extreme
SNR regimes in [20], [21], whose analysis is hard to be generalized to other SNR regimes. For general
multiple beams, assuming that the transmitter knows some singular vectors of the channel matrix perfectly,
power allocation to maximize information rate is discussedin [22] and beamforming matrix selection
to minimize Bit Error Rate (BER) is proposed in [23]. More practically, if the information about the
channel state is obtained through a finite rate feedback, it is reasonable to assume that the transmitter
only knows quantized information about the channel state. The popular strategy is to construct a finite
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size beamforming codebook and select a beamforming matrix for transmission according to the channel
state feedback. The algorithms to construct a beamforming codebook are proposed in [24]–[26]. The
beamforming codebook design criteria and the beamforming matrix feedback criteria, which are often
coupled, are discussed in [23], [27]–[30]. Based on Grassmann manifolds, the effect of finite beamforming
on performance is analyzed in [27], [29] and refined later in [31], all of which are based on Barg’s formula
[32] which is only valid for MIMO systems with asymptotically large number of transmit antennas but
fixed finite receive antennas. Applied for all MIMO systems, the performance of finite beamforming is
analyzed for high SNR region in [30], which is difficult to be generalized to other SNR regimes. Valid for
all SNR regimes, the information rate is quantified in [33], [34] by letting the numbers of transmit and
receive antennas approach infinity simultaneously and applying extreme order statistics. The proposed
formula over-estimates the performance. A correction of the result is in [35]. In the presenting paper,
we take a novel approach by introducing thepower efficiency factorto quantify the effect of imperfect
beamforming. The power efficiency factor can be calculated using a closed form formula derived in [36],
which is valid for MIMO systems with arbitrary number of antennas. As a result, the information rate is
accurately analyzed as a function of feedback rate. The analysis matches the simulations almost perfectly
for all SNR regimes.

Finally, we show the near optimality of the power on/off strategy with a constant number of on-beams
by comparing it with a general power on/off strategy. For a general power on/off strategy, we derive the
optimal feedback strategy for a given arbitrary beamforming codebook. Then we are able to compare the
two different power on/off strategies numerically. Simulations show that a constant number of on-beams
is near optimal for all SNR regimes. Therefore, power on/offstrategy with a constant number of on-beams
provides a simple but near optimal solution.

This paper is organized as follows. The system model and the related design problem are outlined in
Section II, where preliminary knowledge about random matrices and Stiefel and Grassmann manifolds are
also presented. In Section III, the power on/off strategy with a constant number of on-beams is derived as
the optimal solution for perfect beamforming. Section IV considers the effect of imperfect beamforming
due to finite rate channel state feedback. Section V shows that a constant number of on-beams is also
near optimal for imperfect beamforming. Conclusions are given in Section VI.

II. PRELIMINARIES

In this section, we first describe the system model. Then we present some preliminary knowledge about
random matrices and Stiefel and Grassmann manifolds.

In this paper, we useZ+ to denote the set of positive integers,Rk andCk to denote thek-dimensional
real and complex vector spaces respectively,Ck×l to denote the vector space ofk × l complex matrices,
Ik to denote thek × k identity matrix,A† to denote the conjugate transpose of a matrixA, tr (·) to
denote the trace of a matrix,rank (·) to denote the rank of a matrix,‖·‖F to denote the matrix Frobenius
norm, |·| to denote the determinant of a matrix or the cardinality of a set according to its context,EX [·]
to denote the expectation with respect to the random variable X, arg max and arg min to denote the
functions that return the global maximizer and minimizer respectively.

A. System Model and the Corresponding Design Problem

A communication system withLT -transmit antennas andLR-receive antennas is shown in Fig. 1. Let
T ∈ CLT×1 be the transmitted signal,Y ∈ CLR×1 be the received signal,H ∈ CLR×LT be the channel
state matrix andZ ∈ CLR×1 be the Gaussian noise with zero mean. The system model can be expressed
as

Y = HT+ Z

whereE
[

ZZ†] = ILR
. In this paper, the Rayleigh flat fading channel is considered: the entries ofH

are independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian variables with
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zero mean and unit variance (CN (0, 1)) andH is i.i.d. for each channel use1. At the beginning of each
channel use, the channel stateH is assumed to be perfectly estimated at the receiver, then quantized to
finite bits and fed back to the transmitter through a feedbackchannel. The feedback channel is assumed
to be error-free and zero-delay. The rate of the feedback is up to Rfb bits/channel use. After receiving the
channel state feedback, the transmitter transmits the encoded signal according to the current feedback2.

The general design problem for finite rate channel state feedback is difficult to solve. It is well known
that the optimal transmitted signal should be circular symmetric Gaussian signal with zero mean and
covariance matrix adapted according to the feedback [3]. Define the covariance matrix of the transmitted
signal asΣ , E

[

TT†], the codebook of the covariance matrices as

BΣ =
{

Σi ∈ C
LT×LT : 1 ≤ i ≤ 2Rfb

}

and the feedback functionϕ (·) as a mapping from the space ofH to a index set
{

i : 1 ≤ i ≤ 2Rfb
}

.
The corresponding optimization problem is to find the optimal codebookBΣ and the optimal feedback
functionϕ (·) to maximize the information rate

max
BΣ

max
ϕ(·)

EH

[

ln
∣

∣I+HΣϕ(H)H
†∣
∣

]

,

with the average power constraint3 ρ

EH

[

tr
(

Σϕ(H)

)]

≤ ρ.

It has been shown in [3] that the design of covariance codebook and the design of feedback function are
two coupled optimization problems and difficult to solve.

To obtain analytic solution that reflects the influence of feedback rate on the information rate, we
simplify the general problem to suboptimal power on/off strategy (with beamforming). In the later parts of
this paper, we’ll show that power on/off strategy is near optimal. Denote the singular value decomposition
of the covariance matrix asΣ = QPQ† where the matricesQ andP are called as beamforming matrix
and power control matrix respectively. Describe the columnvectors ofQ as beams. Name the beam
corresponding to a positive power as anon-beam. The statistics of the transmitted signal is uniquely
determined by the on-beams and the power on them. In our poweron/off model, every on-beam corresponds
to a constant powerPon. The transmitted Gaussian signalT can be expressed as

T = QX

whereX is random Gaussian vector with zero mean and covariance matrix PonIs, s is the number of on-
beams and the beamforming matrixQ ∈ CLT×s is composed of thes on-beams and satisfiesQ†Q = Is.
The system model for power on/off strategy is given by

Y = HQX+ Z.

The optimization problem for power on/off strategy is stated in Problem 1. Since the number of on-
beamss is the rank of the beamforming matrixQ, the feedback only needs to specifyQ. Denote the
codebook of beamforming matrices asB =

{

Qi ∈ CLT×s : Q
†
iQi = Is, 0 ≤ s ≤ LT , 1 ≤ i ≤ 2Rfb

}

. The

feedback function is a mapping from the space ofH to the index set
{

i : 1 ≤ i ≤ 2Rfb
}

.
Problem 1: (Power On/Off Strategy Design Problem) Find the optimal beamforming codebookB,

feedback functionϕ (·) andPon to maximize the information rate,

max
Pon

max
B

max
ϕ(·)

EH

[

ln
∣

∣

∣
I+ PonHQϕ(H)Q

†
ϕ(H)H

†
∣

∣

∣

]

,

1This is a suitable model for the block fading channel when thechannel state can be estimated and fed back at the beginning of each
fading block.

2For i.i.d. channel states, the memoryless transmission andfeedback strategy can achieve the information theoretic limit provided by the
finite rate channel state feedback [3].

3The average power constraintρ is also the average received SNR because the variance of Gaussian noise is normalized to 1.
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with the average power constraint

EH

[

Pontr
(

Qϕ(H)Q
†
ϕ(H)

)]

= PonEH [s] ≤ ρ,

wheres = s (H) = rank
(

Qϕ(H)

)

is the number of on-beams for a channel realizationH.
As we will show later, the power on/off assumption is the key to decouple the beamforming codebook

design and feedback function design.

B. Random Matrix Theory

In this subsection, we review relevant results on the spectra of large random matrices. Recall thatH is
anLR×LT random matrix with i.i.d. complex Gaussian entries with zero mean and unit variance. Define
m , min {LT , LR} andn , max {LT , LR}. Define

W ,

{

1
m
HH† if LR < LT

1
m
H†H if LR ≥ LT

.

Let {λi} be the set of the eigenvalues ofW. Define the empirical eigenvalue distribution ofW as

F (λ) ,
1

m
|{j : λj < λ}| .

Then asm andn approach infinity simultaneously withτ , n
m

fixed,

lim
(n,m)→∞

dF (λ)

dλ
=

{

1
2πλ

√

(λ+ − λ) (λ− λ−) for λ ∈ [λ−, λ+]
0 otherwise

(1)

almost surely whereλ± = (
√
τ ± 1)

2 [37]. Furthermore, consider a spectral statistical function with the
form

g (W) =
1

m

m
∑

i=1

g (λi) .

If g is continuous and bounded on[λ−, λ+], then

lim
(n,m)→∞

g (W) =

∫

g (λ) dF (λ) (2)

almost surely [7], [8], [37].

C. Stiefel and Grassmann Manifolds

Stiefel manifold and Grassmann manifold are the geometric objects relevant to the beamforming
codebook design. TheStiefel manifoldSLT ,s (C) (whereLT ≥ s) is the set of all complex unitaryLT × s
matricesSLT ,s (C) =

{

Q ∈ CLT×s : Q†Q = Is
}

. Define an equivalence relation on the Stiefel manifold,
i.e., two matricesP,Q ∈ SLT ,s (C) are equivalent if their column vectors span the same subspace. The
Grassmann manifoldGLT ,s (C) is defined as the quotient space ofSLT ,s (C) with respect to this equivalent
relation. It can also be viewed as the set of all thes-dimensional planes through the origin in theLT -
dimensional Euclidean space [38], [39]. A generator matrixQ ∈ SLT ,s (C) for an s-planeQ ∈ GLT ,s (C)
is defined as the matrix whose columns spanQ. The generator matrix is not unique. IfQ is a generator
matrix for ans-dimensional planeQ ∈ GLT ,s (C), thenQU with U ∈ Ss,s is also a generator matrix of
the same planeQ [38].
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This paper considers the projection Frobenius metric (chordal distance) on the Grassmann manifold
because it is relevant to the the performance analysis of power on/off strategy. The chordal distance
between twos-planesQ1,Q2 ∈ GLT ,s (C) can be defined by their generator matrices,

dc ,
1√
2

∥

∥

∥
Q1Q

†
1 −Q2Q

†
2

∥

∥

∥

F

= = s− trace

(

(

Q
†
1Q2

)(

Q
†
1Q2

)†
)

, (3)

whereQ1 andQ2 are the generator matrices ofQ1 andQ2 respectively [38]. Since the chordal distance
is independent with the choice of the generator matrices, itis well defined [38].

The invariant measure and the uniform distribution play a crucial role in the statistics onSLT ,s (C) and
GLT ,s (C). Let M be a measurable set inSLT ,s (C) or GLT ,s (C), a measureζ is called invariant if

ζ (AM) = ζ (M) = ζ (MB)

for arbitraryLT × LT unitary matrixA and s × s unitary matrixB. The invariant probability measure
defines the uniform distribution onSLT ,s (C) or GLT ,s (C) [32], [40].

III. POWER ON/OFF STRATEGY WITH PERFECT BEAMFORMING

To isolate the effect of power on/off from the effect of imperfect beamforming, this section discusses
the perfect beamforming case. The effect of imperfect beamforming will be treated in Section IV.

In this section and throughout, the following notations areused. Definem = min (LT , LR) andn =
max (LT , LR). Define the normalized number of on-beams ass̄ , 1

m
s and the normalized on-power as

P̄on = mPon. DefineW , 1
m
HH† if LR < LT or W , 1

m
H†H if LR ≥ LT . Denote theith largest

eigenvalue ofW by λi.
To analyze the perfect beamforming case, Section III-A describes the corresponding optimization prob-

lem, Section III-B solves the optimization problem by lettingLT andLR approach infinity simultaneously,
and Section III-C shows that the asymptotic solution is nearoptimal for MIMO systems with finite many
antennas.

A. The Design Problem with Perfect Beamforming

The definition for perfect beamforming is given as follows. Consider the singular value decomposition of
the channel state matrixH = UΛV†. Perfect beamforming means that for∀H ∈ CLR×LT and1 ≤ s ≤ LT ,
there existsQ ∈ B such that thes columns of the beamforming matrixQ ∈ CLT×s are some columns of
the right singular-vector matrixV, i.e.,V†Q ∈ CLT×s is with elements either 1 or 0.

With perfect beamforming, the optimization problem can be simplified. Suppose thatPon ands = s (H)
are given. For a channel realizationH, the optimal feedback beamforming matrix isQϕ(H) = Vs

4 where
Vs is composed of the right singular vectors corresponding to the largests singular values ofH. Then,
the mutual information between the transmitted signal and the received signal is

I (H) = ln
∣

∣

∣
ILR

+ PonHQϕ(H)Q
†
ϕ(H)H

†
∣

∣

∣

=

s
∑

i=1

ln
(

1 + P̄onλi

)

. (4)

The corresponding optimization problem is stated as follows.

4Rigorously speaking, the beamforming matrixQ = VsU for any s× s unitary matrixU is optimal.
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Problem 2: (Power On/Off Design with Perfect Beamforming) Find the optimal s = s (H) (or s̄ =
s̄ (H)) function andPon (or P̄on) to maximize the information rate,

max
Pon

max
s(·)

EH

[

s
∑

i=1

ln
(

1 + P̄onλi

)

]

,

with the power constraint

EH [sPon] = P̄onEH [s̄] ≤ ρ.
The following theorem gives the form of the optimals̄ function to solve Problem 2.
Theorem 1:The optimals̄ function to solve Problem 2 is of the form

s̄ =
1

m
|{k : λk ≥ κ}| (5)

whereκ is the appropriate threshold chosen to satisfy the average power constraint

P̄onEH [s̄] = ρ.
Proof: See Appendix A.

The intuition behind the proof is that all the “good” beams (corresponding toλ ≥ κ) and only the
“good” beams should be turned on. This intuition will be usedin the proof of Theorem 6 later.

Although the form of the optimal̄s function is given in (5), it is difficult to find the key parameters (the
optimal P̄on and κ) and the corresponding information rateI. Different from the water filling solution
for CSITR case where the Lagrange multiplier is uniquely determined byρ [1], power on/off strategy has
uncountable many pairs of̄Pon andκ corresponding to the sameρ. Numerical search may be employed to
find the optimalP̄on, κ and the correspondingI. However, if the numbers of transmit and receive antennas
approach infinity simultaneously, as we will show in SectionIII-B, the corresponding key parameters and
information rate can be explicitly computed.

B. MIMO Systems with Infinitely Many Antennas

This section provides explicit formulas to solve Problem 2 by letting the numbers of transmit and
receive antennas approach infinity simultaneously. As a byproduct of the employed method, this section
also presents asymptotic formulas for the capacity of CSITRcase. According to the authors knowledge,
the derived asymptotic formulas are presented for the first time.

1) Asymptotic Analysis for Power On/off Strategy:The main result of the asymptotic analysis is the
following theorem, which gives the optimals̄ function when the numbers of transmit and receive antennas
approach infinity simultaneously.

Theorem 2:Define τ , n
m

. For a given SNRρ, if m andn approach infinity simultaneously withτ
fixed, the optimal̄s function converges to a constant,

s̄∞ , lim
(n,m)→∞

s̄ =

∫ λ+

κ

f (λ) dλ,

almost surely, and the corresponding normalized information rateĪ , 1
m
I also converges to a constant,

Ī∞ , lim
(n,m)→∞

Ī =

∫ λ+

κ

ln

(

1 +
ρ

s̄∞
λ

)

f (λ) dλ, (6)

where

f (λ) =
1

2πλ

√

(λ+ − λ) (λ− λ−),

λ± , (
√
τ ± 1)

2 and λ+ > κ ≥ λ− is the appropriate constant chosen to maximize the normalized
information rate (6).
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Proof: Recall the optimal̄s function in (5). According to (1) in Section II-B,

lim
(n,m)→∞

s̄ = lim
(n,m)→∞

1

m
|{k : λk ≥ κ}|

= lim
(n,m)→∞

1− F (λ)

=

∫ λ+

κ

f (λ) dλ

almost surely.
For any positive constant̄Pon and a channel realizationH, according to the random matrix theory in

(2), the normalized mutual information between the transmitted signal and the received signal converges
to a constant,

lim
(n,m)→∞

Ī (H) = lim
(n,m)→∞

1

m

s
∑

i=1

ln
(

1 + P̄onλi

)

=

∫ λ+

κ

ln
(

1 + P̄onλ
)

f (λ) dλ,

almost surely. Thus the normalized information rate converges to a constant

lim
(n,m)→∞

Ī = lim
(n,m)→∞

EH

[

Ī (H)
]

=

∫ λ+

κ

ln
(

1 + P̄onλ
)

f (λ) dλ.

Furthermore, an elementary calculation shows that the choice of P̄on = ρ/s̄∞ satisfies the average power
constraint. Therefore, we have

Ī∞ = lim
(n,m)→∞

Ī =

∫ λ+

κ

ln

(

1 +
ρ

s̄∞
λ

)

f (λ) dλ.

Finally, s̄∞, P̄on and Ī∞ are all functions ofκ, the optimization problem is to choose appropriateκ to
maximizeĪ∞.

This theorem proves that the optimal normalized number of on-beamss̄ converges to a constant
independent of the specific channel realization for a given SNR requirement. The principle behind this
theorem is same as that of channel hardening [41]: the characteristic of a MIMO channel turns to be
deterministic as the numbers of transmit and receive antennas approach infinity.

To find explicit formulas to calculate the key parameters andthe corresponding performance, we need
the following variable change

λ (t) =
1

y
(1 + y − 2

√
ycos (t)) , (7)

wherey , m
n
= 1

τ
and t ∈ [0, π]. After the variable change, the asymptotic empirical density function of

t can be written as

fT (t) =

{

1
π
· 1−cos(2t)
1+y−2

√
y cos(t)

if y < 1
1+cos(t)

π
if y = 1

(8)

Definea such thatλ (a) = κ whereκ is the optimal threshold in Theorem 2. Then we have the following
corollary according to Theorem 2.

Corollary 1: If m and n approach infinity simultaneously withy , m
n

fixed, the optimal̄s function
converges to a constant,

s̄∞ = lim
(n,m)→∞

s̄ =

∫ π

a

fT (t) dt, (9)
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almost surely and the correspondingĪ converges to a constant,

Ī∞ = lim
(n,m)→∞

Ī =

∫ π

a

ln

(

1 +
ρ

ys̄
(1 + y − 2

√
y cos (t))

)

fT (t) dt, (10)

wherea ∈ [0, π] is chosen to maximize the normalized information rate (10).
Since the variable change (7) is invertible, to find the optimal κ in Theorem 2 is equivalent to find the

optimal a in Corollary 1. The following theorem gives a method to find the optimala.
Theorem 3:If m andn approach infinity simultaneously withy , m

n
fixed, thendĪ∞

da
= 0 has at most

one solution in the domain of(0, π). The optimala to maximize Ī∞ is either the unique solution of
dĪ∞
da

= 0 in (0, π) if it exists, or 0 if dĪ∞
da

6= 0 for all a ∈ (0, π).
Proof: See Appendix B.

The following corollaries show how the optimala and the optimal̄s∞ change when the average power
constraintρ increases. The results will be applied to MIMO systems with finite many antennas in Section
III-C.

Corollary 2: If m andn approach infinity simultaneously withy , m
n

fixed, the optimala to maximize
Ī∞ is a non-increasing function ofρ.

Proof: See Appendix C.
Corollary 3: If m and n approach infinity simultaneously withy , m

n
fixed, the optimal number of

on-beams̄s∞ to maximizeĪ∞ is a nondecreasing function ofρ.
Proof: Note thats̄∞ =

∫ π

a
fT (t) dt which is a monotone decreasing function ofa. This corollary

follows Corollary 2.
Based on the above asymptotic results, the design problem for perfect beamforming (Problem 2) can

be solved. According to Theorem 3, the asymptotic optimal threshold, saya∞, can be found by checking
dĪ∞
da

. The corresponding optimal normalized number of on-beamss̄∞ and the normalized information rate
Ī∞ can be computed by substitutinga∞ into (9) and (10) respectively.

However, the calculations involve integrals, which may be computational complex. To simplify the
computation, Propositions 1-3 express the integrals as some special functions which are defined by infinite
series. Generally, the calculation of the series is much easier than numerical integrals. To make the
expressions clear, the following notations are used.

r ,
√
y, (11)

α ,
s̄∞y

ρ
, (12)

w ,
1

2

(

1 + y + α +

√

(1 + y + α)2 − 4y

)

, (13)

u ,
1

2r

(

1 + y + α−
√

(1 + y + α)2 − 4y

)

, (14)

θr , tan−1

(

r sin (a)

1− r cos (a)

)

, (15)

for r cos (a) 6= 1 and

θu , tan−1

(

u sin (a)

1− u cos (a)

)

, (16)
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for u cos (a) 6= 1. There are also three special functions defined by series. The first one is called
Dilogarithm in literature [42] and defined as

Li2 (x) ,
∞
∑

n=1

xn

n2
, (17)

for |x| ≤ 1. We define the other two as

Sr1 (u, r, t) ,
∞
∑

l=1

rleilt

l

(

l−1
∑

k=1

(

u
r

)k

k
+

1

r2l

∞
∑

k=l

r2k
(

u
r

)k

k

)

(18)

and

Sr2 (r, t) ,
∞
∑

l=1

rleilt

l

(

1

r2l

∞
∑

k=l

r2k

k

)

(19)

for |u| < 1, |r| < 1 and
∣

∣

u
r

∣

∣ < 1.
Proposition 1: If m andn approach infinity simultaneously withy , m

n
fixed, the normalized number

of on-beams̄s∞ (as a function ofa) is given by

s̄∞ =

{

1
π

{

π − a− 1
r
sin (a) + 1−r2

r2
θr

}

if y < 1
1
π
{π − a− sin (a)} if y = 1

.

Proof: See Appendix D.
Proposition 2: If m andn approach infinity simultaneously withy , m

n
fixed, the normalized infor-

mation rateĪ∞ (as a function of the thresholda) is given by

Ī∞ =

{

[ln (w)− ln (α)] s̄∞ + J0 + J1 + J2 if y < 1
[ln (w)− ln (α)] s̄∞ + J0 + J1 if y = 1

where

J0 =
1

πr

{

sin (a)
[

1− ln
(

1 + u2 − 2u cos (a)
)]

− u (π − a)−
(

1

u
− u

)

θu

}

J1 =
1 + r2

2πr2
i
[

Li2
(

ue−ia
)

− Li2
(

ueia
)]

and

J2 =
1− r2

2πr2
[−2 ln (1− ur) (π − a− θr) + iSr1 (u, r, a)− iSr1 (u, r,−a)] .

Proof: See Appendix E.
Proposition 3: If m andn approach infinity simultaneously withy , m

n
fixed, dĪ∞

da
is given by

dĪ∞
da

=
J3

π
·
[

1− ln

(

1 +
ρ

s̄∞y

(

1 + r2 − 2r cos (a)
)

)

− y

ρ
Id
]

,

where

J3 =

{

1−cos(2a)
1+r2−2r cos(a)

if y < 1

1 + cos (a) if y = 1

and

Id =

{

1
πw(1−ur)

[

π − a− 1−u2

u(r−u)
θu +

1−r2

r(r−u)
θr

]

if y < 1
π−a

πw(1−u)
− (1+u)θu

πwu(1−u)
if y = 1.

Proof: See Appendix F.
Following the method in [7], [8], Proposition 1-3 provide close form formulas to evaluatēs∞, Ī∞ and

dĪ∞
da

. In [7], [8], the closed form of the capacity is derived for CSIR only case, where allLT available
beams are turned on. The results in [7], [8] can be viewed as a special case of Proposition 2 wherea = 0.



11

2) Asymptotic Analysis for CSITR Case:To compare power on/off strategy with water filling power
control (corresponds to CSITR case), we present asymptoticformulas to evaluate the CSITR capacity. As
far as the authors know, these asymptotic results are presented for the first time.

It is well known that water filling power control can achieve the capacity assuming perfect CSIT [1].
Let m = min (LR, LT ), n = max (LR, LT ), τ = n

m
. Whenm andn approach infinity simultaneously with

the ratioτ fixed, according to (2), the normalized capacity is given by

C̄∞ , lim
(m,n)→∞

1

m
C =

∫ λ+

max(λ−, 1
ν )

ln (λν) f (λ) dλ,

where f (λ) = 1
2πλ

√

(λ+ − λ) (λ− λ−), λ± = (
√
τ ± 1)

2 and ν is the Lagrange multiplier chosen to
satisfy the average power constraint,

ρ =

∫ λ+

max(λ−, 1
ν )

(

ν − 1

λ

)

f (λ) dλ.

To derive closed forms for the integrals, consider the same variable change as in (7). Then the asymptotic
normalized capacitȳC∞ is given by

C̄∞ =

∫ π

a

ln

(

ν

y
(1 + y − 2

√
y cos (t))

)

fT (t) dt,

where

a =

{

cos−1
(

1+y− y

ν

2
√
y

)

if λ− ≤ 1
ν
≤ λ+

0 if 1
ν
< λ−

,

ν is the Lagrange multiplier chosen to satisfy the average power constraint

ρ =

∫ π

a

(

ν − y

1 + y − 2
√
y cos (t)

)

fT (t) dt,

andfT (t) is given in (8).
The following propositions give the closed forms for the average power and the normalized capacity

as a function ofν. To make the presentation clearer, the notations in (11-19)are used.
Proposition 4: If m andn approach infinity simultaneously withy = m

n
fixed, the relationship between

the power constraintρ and the Lagrange multiplierν is given by

ρ = νs̄∞ − J4,

where

s̄∞ =

∫ π

a

fT (t) dt,

J4 =











1
π

[

r2

1−r2
(π − a)− 1+r2

1−r2
θr +

i
2

(

1
1−re−ia − 1

1−reia

)

]

if y < 1

1
2π

[

π − a− 2

tan( a
2 )

]

if y = 1

and

a =

{

cos−1
(

1+y− y

ν

2
√
y

)

if λ− ≤ 1
ν
≤ λ+

0 if 1
ν
< λ−

.

Proof: See Appendix G.
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Proposition 5: If m andn approach infinity simultaneously withy = m
n

fixed, the normalized capacity
C̄∞ is given by

C̄∞ =







ln
(

ν
y

)

s̄∞ + J5 + J6 + J7 if y < 1

ln
(

ν
y

)

s̄∞ + J5 + J6 if y = 1
,

where

s̄∞ =

∫ π

a

fT (t) dt,

J5 =
1

πr

{

sin (a)
[

1− ln
(

1 + r2 − 2r cos (a)
)]

− r (π − a)−
(

1

r
− r

)

θr

}

,

J6 =
1 + r2

2πr2
i
[

Li2
(

re−ia
)

− Li2
(

reia
)]

,

J7 = −1 − r2

2πr2

{

i

2

[

ln2
(

1− re−ia
)

− ln2
(

1− reia
)]

+2 ln
(

1− r2
)

(π − a− θr) + i [Sr2 (r,−a)− Sr2 (r, a)]
}

,

and

a =

{

cos−1
(

1+y− y

ν

2
√
y

)

if λ− ≤ 1
ν
≤ λ+

0 if 1
ν
< λ−.

.

Proof: See Appendix H.
Based on the above propositions, the Lagrange multiplierν and the corresponding normalized capacity

C̄∞ can be easily computed for a given SNR requirementρ.

C. MIMO Systems with Finite Many Antennas

The asymptotic results in Section III-B can be applied to MIMO systems with finite many antennas.
It is often the case that the asymptotic results are accurateenough for MIMO systems with finite many
antennas [7], [8], [37], [41], [43]. So are the asymptotic results in Section III-B. Theorem 2 proves that
the optimal normalized number of on-beamss̄ converges to a constant asymptotically. We will show that
a constant̄s is near optimal for MIMO systems with finite many antennas. Moreover, according to the
asymptotic result in Corollary 3, the optimals̄ is a nondecreasing function as the averageρ increases. It
is consistent with the results in [20], [21], which considerthe special case of transmit antenna selection
and show that at most one beam should be turned on whenρ is small enough andm beams should be
on whenρ is sufficiently large. Importantly though, the results in this paper is more general.

Before applying the asymptotic results, however, it is worthy to note note the difference between the
asymptotic case and the case of finite many antennas. In asymptotic case,̄s can be any rational number in
[0, 1]. On the other hand, in the case of finite many antennas,s̄ can only take finite many discrete values,
s̄ ∈

{

1
m
, 2
m
, · · · , 1

}

wherem = min (LR, LT ) is the dimension of the MIMO system.
To apply the asymptotic results to the finite case, we use the following procedure.
1) For a given MIMO system withLT -transmit antennas andLR-receive antennas, definem = min (LR, LT ),

n = max (LR, LT ) andy = m
n

. According to the asymptotic analysis and formulas in Section III-B,
evaluate the asymptotic optimal thresholda∞ and the asymptotic optimal normalized number of
on-beams̄s∞ for a given average SNR requirementρ.

2) If s̄∞ < 1
m

, then go to 3). Otherwise, we choose the optimals̄ as the one corresponding to the
largerĪ from the adjacent discrete values tos̄∞. Specifically, let̄s1 = 1

m
⌈ms̄∞⌉ ands̄2 = 1

m
⌊ms̄∞⌋

where⌈·⌉ denotes the ceil function and⌊·⌋ represents the floor function. Compare the corresponding
performancēI (evaluated by substituting the correspondinga into the asymptotic formula for̄I∞ in
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Proposition 2) and choose the better one as the optimals̄. According the Theorem 2, thems̄ beams
corresponding to the largestms̄ eigenvalues ofW are always turned on independent of the specific
channel state realizationH. The power on each on-beam isPon = ρ

ms̄
and the correspondinḡI can

be evaluated by asymptotic formula forĪ∞.
3) If s̄∞ < 1

m
, then at most one beam should be turned on. Puts̄ = 1

m
andPon = ρ

ms̄∞
. We turn on/off

the strongest beam, which corresponds to the largest eigenvalue ofW, according to the following
threshold test,

λ1

on

≷
off

κ

whereκ = 1
y

(

1 + y − 2
√
y cos (a∞)

)

.
The power on/off strategy designed according to the above procedure is calledpower on/off strategy

with a constant number of on-beams. When the given average SNRρ is large enough so that̄s∞ ≥ 1
m

, a
constant number of on-beams are turned on independent of thespecific channel realizationH. The only
exception happens whenρ is so low thats̄∞ ≤ 1

m
, where either the strongest beam is turned on, when

λ1 ≥ κ, or no beams is on, whenλ1 < κ. Although this strategy is designed according to the asymptotic
results, it is near-optimal for MIMO systems with finite manyantennas according to the simulation results.

Simulation results are given in Fig. 2 and Fig. 3. The information rate v.s. SNR is presented in Fig.
2(a) while Fig. 3(a) shows the information rate v.s.Eb/N0. Different MIMO systems with4×2, 4×3 and
4 × 4 antennas are considered. The solid line and the dashed line are the simulated information rate for
CSITR case and power on/off strategy respectively. The “x” marker and the “+” marker are the information
rate calculated according to asymptotic analysis for CSITRcase and power on/off strategy respectively.
The difference among them is almost unnoticeable. To make the performance difference clearer, we also
define the relative performance as the ratio of the considered information rate and the capacity of a4× 2
MIMO achieved by water filling power control with perfect CSITR. The relative performance for different
MIMO systems is given in Fig. 2(b) and 3(b). The simulation results show that power on/off strategy
(dashed lines) can achieve more than 90% of the capacity provided by water filling power control (solid
lines) and has significant gain comparing to CSIR case (dash-dot lines) at low SNR. Note that there are
several vales in the relative performance curves. This is due to the fact that̄s can only take discrete
values. Furthermore, the performance evaluated by asymptotic analysis (“x” markers for CSITR case and
“+” markers for power on/off strategy) is very close to the simulated performance. In conclusion, the
power on/off strategy is near optimal for all SNR regimes andthe corresponding performance can be well
characterized by asymptotic analysis.

Since the asymptotic results are accurate for the finite manyantennas case, we can also conclude that
the information rate achieved by power on/off strategy or water filling power allocation grows linearly
with the system dimensionm = min (LR, LT ) for a given SNR. That is, for a givenLT × LR MIMO
system, the normalized information ratēI and the normalized capacitȳC are constants determined by
the SNRρ. The total information rate is that constant multiplied by the dimensionm.

IV. POWER ON/OFF STRATEGY WITH A FINITE SIZE BEAMFORMING CODEBOOK

This section is devoted to quantify the effect of imperfect beamforming due to finite rate feedback.
Comparing to the capacity for perfect CSITR case, the performance loss of power on/off strategy with
finite rate feedback comes from power on/off and imperfect beamforming. While Section III characterizes
the information rate of power on/off strategy for perfect beamforming, this section will characterize the
overall information rate by quantifying the effect of imperfect beamforming.

Recall the power on/off strategy optimization problem in Problem 1. Since the power on/off strategy
with a constant number of on-beams is simple and near optimal, we focus on the effect of imperfect
beamforming when the number of on-beams is a constant. For a constant number of on-beams, the
beamforming codebook contains beamforming matrices of thesame rank. Specifically, let the optimal
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number of on-beams bes and the asymptotic optimal normalized number of on-beams bes̄∞. When
s̄∞ ≥ 1

m
(true for most SNR regimes),

B =
{

Qi ∈ C
LT×s : Q

†
iQi = Is, 1 ≤ i ≤ 2Rfb

}

.

The only exception happens when the required SNR is so low that s̄∞ < 1
m

(see Section III-C for details),
where the codebook contains beamforming vectors and one extra index for the case that the transmitter
is turned off. In this case,

B =
{

Qi ∈ C
LT×1 : Q

†
iQi = 1, 1 ≤ i ≤ 2Rfb − 1

}

∪ {Qφ}

whereQφ is the artificial notation for the the case that the transmitter is turned off (no beam is on). Since
there is no beamforming when no beam is on, the matrixQφ has no effect in the analysis of imperfect
beamforming. Thus the effect of imperfect beamforming can be analyzed for

B =
{

Qi ∈ C
LT×1 : Q

†
iQi = 1, 1 ≤ i ≤ 2Rfb − 1

}

,

which can be viewed as a codebook containing2Rfb − 1 beamforming matrices of rank1. Call a beam-
forming codebook containing beamforming matrices of the same rank as asingle rank beamforming
codebook. The power on/off strategy optimization problem (Problem 1) is simplified to design a single
rank beamforming codebookB with size2Rfb or 2Rfb − 1 and the corresponding feedback functionϕ (·)
to maximize the corresponding information rate.

To solve the optimization problem and make the performance analysis tractable, an asymptotic optimal
feedback function is introduced and discussed in Section IV-A. The effect of a single rank beamforming
codebook with this asymptotic optimal feedback function iswell characterized in Section IV-B.

A. Feedback Function

This subsection considers the feedback function for a givensingle rank beamforming codebook.
The optimal feedback function is given as follows. When the number of on-beams is a constants, the

transmitter transmits a constant powersPon. For a given single rank beamforming codebook, it is easy to
verify that the optimal feedback functionϕ∗ (·) is given by

ϕ∗ (H) = arg max
1≤i≤|B|

ln
(

ILR
+ PonHQiQ

†
iH

†
)

.

However, this paper considers a suboptimal but asymptotic optimal feedback function because the
corresponding performance can be well analyzed. Consider the singular value decomposition thatH =
UΛV†. DefineVs as theLT × s matrix composed by the singular vectors inV corresponding to the
largests singular values. Then bothVs and a beamforming matrixQ ∈ B can be viewed as generator
matrices ofs-planes in Grassmann manifoldGLT ,s (C) (see Section II-C for relative definitions). Denote
the planes generated byVs and Q as P (Vs) and P (Q) respectively. The feedback function̂ϕ (·) is
defined as

ϕ̂ (H) , arg min
1≤i≤|B|

dc (P (Qi) ,P (Vs))

= arg max
1≤i≤|B|

tr
(

(

V†
sQi

) (

V†
sQi

)†
)

, (20)

wheredc is the chordal distance between two elements inGLT ,s (C)
5.

The feedback function (20) is asymptotic optimal. When the size of B approaches infinity, the beam-
forming codebookB can be constructed so that the chordal distance betweenP

(

Qϕ̂(H)

)

and P (Vs)

5Ties, the case that∃Q1,Q2 ∈ B such thatQ1 6= Q2 but dc (P (Q1) ,P (Vs)) = min
Q∈B

dc (P (Q) ,P (Vs)) = dc (P (Q2) ,P (Vs)),

can be broken arbitrarily because the probability of ties iszero.
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approaches zero for any givenVs. The information rate achieved by the suboptimal feedback function
approaches that of perfect beamforming, which is also the limit that the optimal feedback strategy can
achieve.

Theorem 4 shows a nice property of the asymptotic feedback strategy, which will be used to quantify
the effect of a given single rank beamforming codebook in Section IV-B. The following lemma is used
in the proof of Theorem 4.

Lemma 1:Let A ∈ Ck×k be a Hermitian matrix. IfA = UAU† for any k × k unitary matrixU, then
A = µI for some constantµ ∈ R.

Proof: For any HermitianA, there exists ak × k unitary U such thatUAU† = Λ whereΛ is
diagonal and with real diagonal elements. ButUAU† = A, thenA is diagonal and real. Furthermore,
put U as a permutation matrix, it is easy to verify that the diagonal elements are identical.

Theorem 4:Let B be a single rank beamforming codebook with ranks where1 ≤ s ≤ LT . Let Vs be
a random matrix uniformly distributed on the Stiefel manifold SLT ,s (C). Let

ϕ̂ (Vs) = arg min
1≤i≤|B|

dc (P (Qi) ,P (Vs)) .

Then
EVs

[

V†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

Vs

]

= µI

where
µ , 1− 1

s
EVs

[

d2c
(

P
(

Qϕ̂(Vs)

)

,P (Vs)
)]

is a non-negative constant.
Proof: For anys× s unitary matrixU,

Qϕ̂(VsU) = arg max
1≤i≤|B|

tr

(

(

Q
†
iVsU

)† (
Q

†
iVsU

)

)

= arg max
1≤i≤|B|

tr

(

(

Q
†
iVs

)† (
Q

†
iVs

)

)

= Qϕ̂(Vs).

SinceVs is uniformly distributed onSLT ,s (C), VsU is uniformly distributed onSLT ,s (C) as well [40].
Then,

U†EVs

[

V†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

Vs

]

U

= EVs

[

U†V†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

VsU
]

(a)
= EVs

[

(VsU)†Qϕ̂(VsU)Q
†
ϕ̂(VsU) (VsU)

]

(b)
= EVsU

[

(VsU)†Qϕ̂(VsU)Q
†
ϕ̂(VsU) (VsU)

]

(c)
= EVs

[

V†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

Vs

]

,

where
(a) follows from the fact thatQϕ̂(VsU) = Qϕ̂(Vs),
(b) follows from the fact thatVsU andVs have the same distribution, and
(c) follows from the variable change fromVsU to Vs.

Therefore,EVs

[

V†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

Vs

]

= µI for some constantµ according to Lemma 1. The constantµ

is non-negative becauseV†
sQϕ̂(Vs)Q

†
ϕ̂(Vs)

Vs is non-negative definite.
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Furthermore, an elementary calculation shows that

µ = 1− 1

s
EVs

[

d2c
(

P
(

Qϕ̂(Vs)

)

,P (Vs)
)]

.

The constantµ in the above theorem is related to the average distortion (defined by squared chordal
distance) of a quantization on the Grassmann manifold. Particularly, we are interested in the maximumµ
achievable given a codebook size. This problem is solved in [36] and we state the result as the following.

Theorem 5:Let B be a single rank beamforming codebook with ranks where1 ≤ s ≤ LT . Denote the
size ofB by K. Let V be a random plane uniformly distributed on the Grassmann manifold GLT ,s (C).
Define the average squared chordal distance as

d2c (B) , EV

[

min
Q∈B

d2c (P (Q) ,V)
]

.

The minimum average squared chordal distance achievable for a givenK, sayd2c inf , is defined as

d2c inf , inf
B: |B|=K

d2c (B) .

Assume thatK is large.d2c inf can be bounded by

t

t+ 1
η−

1
t 2−

log2 K

t . d2c inf .
Γ
(

1
t

)

t
η−

1
t 2−

log2 K

t , (21)

wheret = s (LT − s) is the number of the real dimensions ofGLT ,s (C),

η =

{

1
t!

∏s

i=1
(LT−i)!
(s−i)!

if 1 ≤ s ≤ LT

2
1
t!

∏LT−s

i=1
(LT−i)!

(LT−s−i)!
if LT

2
≤ s ≤ LT

, (22)

and the symbol. denotes themain order inequality.
Although this theorem is for asymptotically largeK, the bounds (21) are accurate enough for relatively

small K. For example, it is shown in [36] that the bounds are tight forK ≥ 10 whenLT = 4, s = 2 .
Furthermore, as the number of real dimensions of the Grassmann manifold (2t) approaches infinity, the
lower bound and the upper bound are asymptotically equal.

It is noteworthy that Theorem 5 holds for Grassmann manifolds with arbitrary dimensions. In [31],
approximations tod̄2c,inf are developed fors = 1 case and the case thats ≥ 1 is fixed andLT is
asymptotically large. Indeed, the approximation in [31] for s = 1 is a lower bound ond̄2c,inf. The
approximation in [31] for fixeds and asymptotically largeLT is neither a lower bound nor an upper
bound. A detailed comparison of Theorem 5 and the results of [31] can be found in [36].

Apply Theorem 5 to Theorem 4, the maximumµ achievable, sayµsup, can be upper and lower bounded.
This result about the suboptimal feedback function will be employed to analyze the effect of a single rank
beamforming codebook on information rate in Section IV-B.

B. Effect of a Beamforming Codebook

In this section, the effect of a single rank beamforming codebook is accurately quantified. Thus the
overall performance of power on/off strategy with finite rate feedback can be well characterized by
combining the asymptotic results in Section III and the effect of a single rank beamforming codebook.

A lower bound to the information rate is derived first. For a channel state realizationH, let λi be the
ith largest eigenvalue ofH†H andvi be the eigenvector corresponding toλi. ThenH†H = VΛV† where
V = [v1,v2, · · · ,vLT

] andΛ = diag [λ1, λ2, · · · , λLT
]. For a given optimal number of on-beamss such

that 1 ≤ s ≤ LT , defineVs , [v1,v2, · · · ,vs] andΛs , diag [λ1, λ2, · · · , λs]. Then,
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VΛV† ≥ V

[

Λs

0

]

V†

= VsΛsV
†
s,

where two matricesA and B have the relationshipA ≥ B if A−B is non-negative definite. LetQϕ̂(H)

be the feedback beamforming matrix given by the feedback function (20). We have

Is + PonQ
†
ϕ̂(H)VΛV†Qϕ̂(H) ≥ Is + PonQ

†
ϕ̂(H)VsΛsV

†
sQϕ̂(H).

Moreover, the matrices on both sides of the above inequalityare positive definite. BecauseA ≥ B implies
|A| ≥ |B| for any two positive definite matricesA andB [40], we have

ln
∣

∣

∣
I+ PonQ

†
ϕ̂(H)VΛV†Qϕ̂(H)

∣

∣

∣
≥ ln

∣

∣

∣
I+ PonQ

†
ϕ̂(H)VsΛsV

†
sQϕ̂(H)

∣

∣

∣
.

Therefore, the information rate is lower bounded by

Ī =
1

m
EH

[

ln
∣

∣

∣
ILR

+ PonHQϕ̂(H)Q
†
ϕ̂(H)H

†
∣

∣

∣

]

=
1

m
EH

[

ln
∣

∣

∣
Is + PonQ

†
ϕ̂(H)H

†HQϕ̂(H)

∣

∣

∣

]

=
1

m
EH

[

ln
∣

∣

∣
Is + PonQ

†
ϕ̂(H)VΛV†Qϕ̂(H)

∣

∣

∣

]

≥ 1

m
EH

[

ln
∣

∣

∣
Is + PonQ

†
ϕ̂(H)VsΛsV

†
sQϕ̂(H)

∣

∣

∣

]

. (23)

The lower bound is tight under high feedback rate assumption. For the perfect beamforming case, the
lower bound is indeed the information rate itself.

Based on this lower bound, an approximation to the information rate can be obtained. Since entries of
H are i.i.d.CN (0, 1), Vs is uniformly (isotropically) distributed onSLT ,s (C) and independent withΛs

[39], [40]. By the lower bound in (23), we have

1

m
EH

[

ln
∣

∣

∣
Is + PonQ

†
ϕ̂(H)VsΛsV

†
sQϕ̂(H)

∣

∣

∣

]

(a)
=

1

m
EΛs

[

EVs

[

ln
∣

∣

∣
Is + PonV

†
sQϕ̂(H)Q

†
ϕ̂(H)VsΛs

∣

∣

∣

]]

(b)

≤ 1

m
EΛs

[

ln
∣

∣

∣
Is + PonEVs

[

V†
sQϕ̂(H)Q

†
ϕ̂(H)Vs

]

Λs

∣

∣

∣

]

(c)
=

1

m
EH [ln |I+ µPonΛs|] (24)

where
(a) holds because|I+AB| = |I+BA| andVs is independent withΛs,
(b) follows from the concavity ofln |·| function [44, prob. 2 on pg. 237], and
(c) follows from Theorem 4 whereµ is defined.

Although the approximation (24) is neither an upper bound nor a lower bound to the normalized informa-
tion rate, it gives a good characterization under high feedback rate assumption. In fact, for a4×2 MIMO
system with feedback rateRfb = 4bits/channel use, the information rate calculated by (24) is very close
to that evaluated by Monte Carlo simulation (see Fig. 4).

The constantµ is called aspower efficiency factor.The effect of a finite size beamforming codebook can
be viewed as decreasing thePon in (4) to µPon in (24). Thus for a given codebook size, the beamforming
codebook should be designed to maximize the corresponding power efficiency factorµ, or equivalently, to
minimize the average squared chordal distanced2c . However, it may be computational complex to design
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a codebook to minimized2c directly. In [27], a criterion of maximizing the minimum chordal distance
between any pair of beamforming matrices (max-min criterion) is proposed to achieve smalld2c . In this
paper, we adopt the max-min criterion to design beamformingcodebook for simplicity. Assuming that
a beamforming codebook is well designed, the maximumµ achievable can be tightly upper and lower
bounded as functions of the codebook size according to Theorem 5. Note thatK = 2Rfb when s̄∞ ≥ 1

m

andK = 2Rfb − 1 ≈ 2Rfb when s̄∞ < 1
m

. We have

1− Γ
(

1
t

)

st
η−

1
t 2−

Rfb
t . µsup . 1− t

s (t+ 1)
η−

1
t 2−

Rfb
t , (25)

wheres is the rank of the single rank beamforming codebook,t = s (LT − s) and η is given in (22).
Comparing the imperfect beamforming case to the perfect beamforming case, the effective power loss
1−µsup decays exponentially with a rate proportional toRfb/m

2 (specifically, the exact rate of exponential
decay is m2

s(LT−s)
· Rfb

m2 ). Thus for practical MIMO systems wherem is not large, a few bits may be enough
to achieve a performance close to CSITR.

According to the above results, the information rate of a power on/off strategy with a well-designed
single rank beamforming codebook can be well characterized. For a givenLT × LR MIMO system with
finite rate channel state feedback up toRfb bits/channel use,µsup can be estimated according to (25) for
all s’s such that1 ≤ s ≤ LT . Substitute the bounds onµsup into the information rate approximation (24)
and then use the the asymptotic formulas in Section III-B.1 for perfect beamforming case. The optimal
number of on-beamss and the corresponding information rateI can be calculated.

Fig. 4 gives the simulation results for a4 × 2 MIMO system. The performance curves are plotted
as functions ofRfb/m

2. The simulated information rate (circles) is compared to the information rate
characterized by the lower bound (solid lines) and the upperbound (dotted lines) ofd2c inf . The simulation
results show that the information rate characterized by thebounds (21) matches the actual performance
almost perfectly. Note that the previous approximation proposed in [33], [34], which is based on asymptotic
analysis and Gaussian approximation, overestimates the information rate (a correction of the result is in
[35]). Our characterization is more accurate.

V. PERFORMANCE COMPARISON

While we have shown that power on/off strategy with a constant number of on-beams is near optimal
for perfect beamforming in Section III, this section will show that a constant number of on-beams are
near optimal when beamforming is imperfect as well.

To show the near optimality of a constant number of on-beams,the single rank beamforming codebooks
are compared to multi-rank beamforming codebooks, which may contain beamforming matrices of different
ranks. For a multi-rank beamforming codebook

B =
{

Qi ∈ C
LT×s : Q

†
iQi = Is, 0 ≤ s ≤ LT , 1 ≤ i ≤ 2Rfb

}

,

define a single rank sub-code with ranks as

Bs , {Qi : Qi ∈ B, rank (Qi) = s}
where0 ≤ s ≤ LT . The multi-rank beamforming codebookB can be viewed as a union of the single
rank sub-codesB =

⋃LT

s=0 Bs. The corresponding power on/off strategy design problem isto find the
optimal multi-rank beamforming codebookB, feedback functionϕ (·) and constantPon to maximize the
information rate with a power constraintρ, as stated in Problem 1.

It is difficult to solve the optimization problem for multi-rank beamforming codebooks. However, for a
given multi-rank beamforming codebookB and a givenPon, the following theorem gives the explicit form
of the optimal feedback function, saỹϕ (·), to avoid exhaustive search in all possible feedback functions.
The intuition behind is same as the intuition which we learntfrom Theorem 1: all the “good” beams and
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only the “good” beams should be turned on. The particular aspect of the following theorem is that “good”
beams need to be reasonably defined.

Theorem 6:Consider the power on/off strategy with a given multi-rank beamforming codebookB =
⋃LT

s=0 Bs and a givenPon. For a given channel realizationH, defineIs (H) as the largest mutual information
achievable for a non-empty sub-codeBs

Is (H) = max
Qi∈Bs

ln
∣

∣

∣
ILR

+ PonHQiQ
†
iH

†
∣

∣

∣
,

whereBs 6= φ, 0 ≤ s ≤ LT (I0 (H) = 0). Denote the optimal feedback function asϕ̃ (·). Then

ϕ̃ (H) = arg max
i: Qi∈Bs̃(H)

ln
∣

∣

∣
ILR

+ PonHQiQ
†
iH

†
∣

∣

∣
,

where

s̃ (H) , max {s : Bs 6= φ, Is (H)− It (H) ≥ (s− t)κ for all t s.t.0 ≤ t < s, Bt 6= φ}
andκ is the appropriate threshold to satisfy the average power constraint

EH [s̃ (H)Pon] = ρ.
Proof: See Appendix I.

The following examples are direct applications of Theorem 6.
Example 1:Let B = {ILT

,Qφ} whereQφ is the artificial notion for the case that the transmitter is
turned off. Then the optimal power on/off function is to turnon all transmit antennas if

ln
(

ILR
+ PonHH†) ≥ κLT

and turn off the transmitter if
ln
(

ILR
+ PonHH†) < κLT

whereκ is an appropriate chosen threshold to satisfy

LTPon Pr
{

ln
(

I+ PonHH†) ≥ κLT

}

= ρ.
Example 2:Let |B| → ∞ andB is constructed so that the beamforming is asymptotically perfect. It

is easy to verify that the optimal feedback function given byTheorem 6 is same as the one given in
Theorem 1 for perfect beamforming case.

Although the optimal feedback function for a multi-rank beamforming codebook is given in Theorem
6, it is difficult to find the optimal multi-rank beamforming codebookB, the optimalPon and the
corresponding information rate. In our simulation, we try different multi-rank codebooks and different
Pon’s and then choose the best one. Specifically, denoteKs as the size of the sub-codeBs, Ks , |Bs|.
We try all possible combinations of[K0, K1, · · · , KLT

]’s such thatKs ∈ Z+ ∪ {0} and
∑LT

s=0Ks ≤ 2Rfb .
For each[K0, K1, · · · , KLT

], we construct the sub-codesBs’s such that|Bs| = Ks for s = 0, 1, · · · , LT

according to the max-min criterion in [27]. The ultimate multi-rank beamforming codebook is given
by B =

⋃LT

s=0 Bs. For every multi-rank codebookB, we try differentPon’s and search for the optimal
one. The optimal multi-rank codebookB is chosen from the codebooks corresponding to all possible
[K0, K1, · · · , KLT

]’s.
Fig. 5 shows the simulation results. Fig. 5(a) compares the information rates of single rank beamforming

codebooks and multi-rank beamforming codebooks. Fig. 5(b)presents the relative performance, which is
defined as the ratio of the considered information rate and the capacity of a4 × 2 MIMO system with
perfect CSITR. We also present the information rate characterization by the upper bound ofd2c inf (Section
IV-B). Simulations show that single rank beamforming codebooks (dashed lines) achieve almost the same
information rate of multi-rank beamforming codebooks (circles). The performance difference is noticeable
in very low SNR regime. This is because the power on/off strategy with a single rank beamforming
codebook is designed according to the asymptotic distribution of eigenvalues of1

m
HH† while the key
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parameters (Pon andκ) of power on/off strategy with multi-rank beamforming codebooks are numerically
optimized according to the actual distribution of1

m
HH†. According to the simulation results, power

on/off strategy with constant number of on-beams provides asimple but near-optimal solution for finite
rate channel state feedback.

VI. CONCLUSIONS

This paper accurately characterizes the information rate of the power on/off strategy with finite rate
channel state feedback. According to asymptotic analysis,the power on/off strategy with a constant number
of on-beams is employed and studied. Simulations show that this strategy is near optimal for all SNR
regimes. We derive asymptotic formulas for perfect beamforming case and introduce the power efficiency
factor to quantify the effect of imperfect beamforming. By combining a formula for power efficiency factor
and the asymptotic formulas for perfect beamforming, we characterize the corresponding information rate
accurately for all SNR regimes.

An important point that is not mentioned in this paper is the complexity of selecting the feedback
beamforming matrix in a codebook, which may involve exhaustive search. To avoid exhaustive search,
beamforming codebooks with certain structure may be considered in future so that the matrix selection
can be more efficient by employing the structure of the codebook.

APPENDIX

A. Proof of Theorem 1

Let’s start with the single input single output (SISO) case.In SISO case,H is a scalar and1
m
H†H has

only one eigenvalue, i.e.,λ = |H|2. Denote the corresponding cumulative distribution function (CDF) as
FΛ (λ). DefineΩ as the set ofλ corresponding to the case that the transmitter is turned on.Then any
deterministic power on/off strategy can be uniquely definedby Ω. Thus the optimization problem is to
choose an appropriate Lebesgue measurable setΩ ⊂ R+ ∪ {0} to maximize

∫

Ω

log (1 + Ponλ) dFΛ (λ)

with the power constraint
∫

Ω

dFΛ (λ) = ρ/Pon.

SinceFΛ (λ) is continuous, there exists anΩ to satisfy the power constraint. The optimization problem
is well defined.

Define Ω∗ = {λ : λ ≥ κ} such that
∫

Ω∗ dFΛ (λ) = ρ/Pon. For any Lebesgue measurable setΩ ⊂
R+ ∪ {0} such that

∫

Ω
dFΛ (λ) = ρ/Pon,
∫

Ω∗

log (1 + Ponλ) dFΛ (λ)−
∫

Ω

log (1 + Ponλ) dFΛ (λ)

=

∫

Ω∗−Ω

log (1 + Ponλ) dFΛ (λ)−
∫

Ω−Ω∗

log (1 + Ponλ) dFΛ (λ)

(a)

≥
∫

Ω∗−Ω

log (1 + Ponκ) dFΛ (λ)−
∫

Ω−Ω∗

log (1 + Ponκ) dFΛ (λ)

= log (1 + Ponκ)

[
∫

Ω∗−Ω

dFΛ (λ)−
∫

Ω−Ω∗

dFΛ (λ)

]

(b)
= 0,

where
(a) follows from the facts thatλ ≥ κ whenλ ∈ Ω∗ − Ω andλ < κ whenλ ∈ Ω− Ω∗, and
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(b) holds because
∫

Ω∗ dFΛ (λ) =
∫

Ω
dFΛ (λ) implies

∫

Ω∗−Ω
dFΛ (λ) =

∫

Ω−Ω∗ dFΛ (λ).
Therefore,Ω∗ is the optimal set and the power on/off strategy defined byΩ∗ is optimal.

The proof for MIMO case follows the same idea. For anLT × LR MIMO system, denote the vector
of the orderedLT eigenvalues ofH†H asλ = [λ1, · · · , λLT

] whereλ1 ≥ λ2 ≥ · · · ≥ λLT
≥ 0 and the

corresponding multivariate CDF asFΛ (λ). Define

Ωk = {λ : the eigen channel corresponding to λk is on}
where1 ≤ k ≤ LT . Then any deterministic power on/off strategy can be uniquely defined byΩk’s where
1 ≤ k ≤ LT . The optimization problem is to choose Lebesgue measurablesetsΩk ⊂ (R+ ∪ {0})m,
k = 1, 2, · · · , LT , to maximize

LT
∑

k=1

∫

Ωk

ln (1 + Ponλk) dFΛ (λ)

with the power constraint
LT
∑

k=1

∫

Ωk

dFΛ (λ) = ρ/Pon.

SinceFΛ (λ) is continuous, there existΩk’s to satisfy the power constraint. The optimization problem is
well defined.

Define Ω∗
k = {λ : λ1 ≥ · · · ≥ λk ≥ κ}’s whereκ is chosen to satisfy the power constraint. For any

Lebesgue measurable setsΩk ⊂ (R+ ∪ {0})m’s satisfying the power constraint,

LT
∑

k=1

∫

Ω∗
k

ln (1 + Ponλk) dFΛ (λ)

−
LT
∑

k=1

∫

Ωk

ln (1 + Ponλk) dFΛ (λ)

≥
LT
∑

k=1

∫

Ω∗
k
−Ωk

ln (1 + Ponκ) dFΛ (λ)

−
LT
∑

k=1

∫

Ωk−Ω∗
k

ln (1 + Ponκ) dFΛ (λ)

= 0,

where the inequality follows the facts thatλk ≥ κ whenλk ∈ Ω∗
k − Ωk andλk < κ whenλk ∈ Ωk − Ω∗

k,
and the last line holds because of the power constraint. Therefore, the power on/off strategy defined by
Ω∗

k’s is optimal.

B. Proof of Theorem 3

The following lemma is needed to prove Theorem 3.
Lemma 2:For a continuous and differentiable functionh (x) defined on(a, b), denote the first derivative

as h
′

(x). If h (x) = 0 implies h
′

(x) < 0, thenh (x) has at most one zero in its domain. Furthermore,
denotex0 as the unique zero if it exists, thenh (x) > 0 for all x ∈ (a, x0) andh (x) < 0 for all x ∈ (x0, b).

Proof: h (x) has at most one zero. Letx0 be a zero ofh (x). Sinceh
′

(x0) < 0 according to the
assumption,∃ǫ > 0 such thath (x0 + ǫ) < 0, h (x0 − ǫ) > 0 andh (x) 6= 0 for all x ∈ (x0 − ǫ, x0 + ǫ)
but x0. Now suppose thatx1 ∈ (a, b) be another zero ofh (x) adjacent tox0. W.l.o.g, we assume that
x1 > x0. Thenx0 < x0 + ǫ/2 < x1. Note thath (x) is continuous.h (x) crosses thex axis atx1 from
negative to positive asx increases. Thush

′

(x1) > 0. It contradicts with the assumption.
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Assume thatx0 is the unique zero if it exists. Because of the continuity ofh (x), it is easy to verify
that h (x) > 0 for all x ∈ (a, x0) andh (x) < 0 for all x ∈ (x0, b).

To prove Theorem 3, we discuss two cases. One case is thatdĪ∞
da

has zeros in(0, π) and the other case
is that it has no zero in(0, π).

EvaluatedĪ∞
da

for an a ∈ (0, π). Denote

z (t) =
ρ

ys̄∞
(1 + y − 2

√
y cos (t)) . (26)

Then
dĪ∞
da

=
d

da

[
∫ π

a

ln

(

1 +
ρ

ys̄∞
(1 + y − 2

√
y cos (t))

)

fT (t) dt

]

= fT (a)

[

1− ln (1 + z (a))−
∫ π

a

1

1 + z (t)
· fT (t)

s̄∞
dt

]

.

Define

J = 1− ln (1 + z (a))−
∫ π

a

1

1 + z (t)
· fT (t)

s̄∞
dt. (27)

BecausefT (a) > 0 for all a ∈ (0, π), the sign ofdĪ∞
da

is uniquely determined byJ whena ∈ (0, π).
For the first case thatdĪ∞

da
has zeros in(0, π), we argue thatdĪ∞

da
has a unique zero, saya0, in (0, π)

and thatĪ∞ is maximized ata0. This can be accomplished by showing thatJ = 0 implies dJ/da < 0.
Note that

dJ

da
= −

1
s̄∞

z (a) + ρ

ys̄∞
2
√
y sin (a)

1 + z (a)
+

fT (a)

s̄∞
· 1

1 + z (a)

−fT (a)

s̄∞

∫ π

a

1

(1 + z (t))2
fT (t)

s̄∞
dt

= −fT (a)

s̄∞

[

z (a)− 1

z (a) + 1
+

∫ π

a

1

(1 + z (t))2
fT (t)

s̄∞
dt

]

−
ρ

ys̄∞
2
√
y sin (a)

1 + z (a)
. (28)

J = 0 implies

1− ln (1 + z (a)) =

∫ π

a

1

1 + z (t)

fT (t)

s̄∞
dt.

Then
∫ π

a

1

(1 + z (t))2
fT (t)

s̄∞
dt ≥

(
∫ π

a

1

1 + z (t)

fT (t)

s̄∞
dt

)2

= (1− ln (1 + z (a)))2 ,

where the inequality follows the fact that
∫ π

a

(

1

1 + z (t)
−
∫ π

a

1

1 + z (t)

fT (t)

s̄∞
dt

)2
fT (t)

s̄∞
dt ≥ 0.

Thus,
z (a)− 1

z (a) + 1
+

∫ π

a

1

(1 + z (t))2
fT (t)

s̄∞
dt

≥ z (a)− 1

z (a) + 1
+ (1− ln (1 + z (a)))2

> 0,
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where the last inequality follows the facts thatz (a) > 0 for a ∈ (0, π) and thatx−1
x+1

+(1− ln (1 + x))2 > 0
for x > 0, which can be verified by evaluating the first and second derivatives. Therefore,J = 0 implies
that the first term of (28) is negative. It is also true that thelast term of (28) is always negative for
a ∈ (0, π). We have shown thatJ = 0 impliesdJ/da < 0. According to Lemma 2,J has a unique zero in
(0, π), saya0, andJ > 0 for 0 < a < a0 andJ < 0 for a0 < a < π. Since the sign ofdĪ∞

da
is determined

by J , the same conclusion holds fordĪ∞
da

. Therefore,Ī∞ has the unique maximum pointa0 in (0, π).
Furthermore, because of the continuity ofĪ∞, a0 is also the unique maximum point of̄I∞ in [0, π].

For the second case thatdĪ∞
da

has no zero in(a, b), we show thatĪ∞ is maximized ata = 0. If
dĪ∞
da

has no zero in(a, b), J has no zero in(a, b). But asa → π, it can be verified thatz (a) → +∞,
ln (1 + z (a)) → +∞ andJ → −∞. ThenJ < 0 for a ∈ (0, π) because of continuity. Therefore,dĪ∞

da
< 0

for all a ∈ (0, π) and Ī∞ is maximized ata = 0.

C. Proof of Corollary 2

The proof follows the same idea in the proof of Theorem 3 (see Appendix B). LetJ be defined in
(27). Then the optimala to maximizeĪ∞, saya0, should be either the unique zero ofJ if it exists, or0
if J has no zero in(0, π). We first prove thatJ = 0 implies dJ

dρ
< 0 for a givena ∈ (0, π) and ρ > 0.

Then we show thata0 is a non-decreasing function ofρ.
For a givena ∈ (0, π) andρ > 0, we prove thatJ = 0 implies dJ

dρ
< 0 as follows. Letz (t) be defined

in (26). Note thatz (t) is a function ofρ. Evaluation ofdJ
dρ

gives

dJ

dρ
= −1

ρ

[

z (a)

1 + z (a)
−
∫ π

a

z (t)

(1 + z (t))2
fT (t)

s̄∞
dt

]

= −1

ρ

[

z (a)

1 + z (a)
−
∫ π

a

z (t)

1 + z (t)

fT (t)

s̄∞
dt

+

∫ π

a

z2 (t)

(1 + z (t))2
fT (t)

s̄∞
dt

]

. (29)

J = 0 implies

ln (1 + z (a)) =

∫ π

a

z (t)

1 + z (t)

fT (t)

s̄∞
dt < 1, (30)

where the inequality follows the fact thatz(t)
1+z(t)

< 1. Then we havez (a) < e− 1. Furthermore,
∫ π

a

z2 (t)

(1 + z (t))2
fT (t)

s̄∞
dt ≥ z2 (a)

(1 + z (a))2
, (31)

where the inequality follows from z(t)
1+z(t)

≥ z(a)
1+z(a)

for all t ∈ (a, π). Note that the function x
1+x

−
ln (1 + x) +

(

x
1+x

)2
> 0 for 0 < x < e − 1, which can be verified by checking its first and second

derivative. Substituting (30) and (31) into (29), we have shown thatJ = 0 implies dJ
dρ

< 0 for a ∈ (0, π).
Now let a0 maximize Ī∞ for an SNRρ0 > 0, let a1 maximizeĪ∞ for an SNRρ1 > 0 and ρ0 < ρ1.

In the following, we prove thata1 ≤ a0 by studying two cases: one is thata0 > 0 and the other is that
a0 = 0.

For the first case thata0 > 0, we haveJ |a0,ρ0 = 0 by Theorem 3. SinceJ = 0 implies dJ
dρ

< 0 for
a = a0, J |a0,ρ1 < 0 by Lemma 2 in Appendix B. Buta1 maximizesĪ∞ at ρ1. Then eithera1 = 0, or
a1 > 0 andJ |a1,ρ1 = 0 again by Theorem 3. Ifa1 = 0, a1 < a0. If a1 > 0, then dJ

da
|0<a<a1,ρ1 > 0 and

dJ
da

|a1<a<π,ρ1 < 0 according to the proof in Appendix B. Since we have shownJ |a0,ρ1 < 0, a1 < a0. Thus
a1 < a0 if a0 > 0.

On the other hand,a0 = 0 implies a1 = a0 = 0. Suppose thata1 > a0, thena1 ∈ (0, π), J |a1,ρ1 = 0
andJ |a1,ρ0 > 0. BecauseJ |π,ρ0 → −∞, ∃a′ ∈ (a1, π) such thatJ |a′,ρ0 = 0. According to Theorem 3,
a′ maximizesĪ∞ for ρ0. It contradicts with the assumption thata0 = 0 maximizesĪ∞ for ρ0. Therefore
0 ≤ a1 ≤ a0 = 0 and thusa1 = a0 = 0.
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D. Calculation ofs̄∞
Write the formula fors̄∞ in (9) in another form. Recall the definition offT (t) in (8). It is easy to see

that fT (t) = fT (−t). In order to use the symmetry, we define the integral range

IR = [−π,−a] ∪ [a, π] . (32)

Then the normalized number of on-beamss̄∞ is given by

s̄∞ =
1

2

∫

IR

fT (t) dt.

Wheny < 1,

s̄∞ =
1

2

∫

IR

1

2π
· 2− e2it − e−2it

1 + r2 − 2r cos (t)
dt

=
1

4π (1− r2)

∫

IR

(

1

1− reit
+

1

1− re−it
− 1

)

(

2− e2it − e−2it
)

dt,

wherer =
√
y. Because of the symmetry of the integral range and the integrand, we have
∫

IR

1

1− reit
(

2− e2it − e−2it
)

dt =

∫

IR

1

1− re−it

(

2− e2it − e−2it
)

dt.

Then

s̄∞ =
1

4π (1− r2)

∫

IR

(

2

1− reit
− 1

)

(

2− e2it − e−2it
)

dt

=
1

4π (1− r2)

∫

IR

[

−2

(

1

r
− r

)2
reit

1− reit

+e2it +
2

r
eit + 2− 2r2 − 2re−it − e−2it

]

dt.

Note that
∫

IR

reit

1− reit
dt = i

∫

IR

d ln
(

1− reit
)

= i ln

(

1− re−ia

1− reia

)

= −2θr, (33)

where

θr = tan−1

(

r sin (a)

1− r cos (a)

)

.

Then

s̄∞ =
1

π

(

(π − a)− 1

r
sin (a) +

1− r2

r2
θr

)

.

Wheny = 1, it is easy to see that

s̄∞ =
1

2π

∫

IR

(1 + cos (t)) dt =
1

π
(π − a− sin (a))
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E. Calculation ofĪ∞

The normalized capacity is given by

Ī∞ =
1

2

∫

IR

ln

(

1 +
ρ

s̄∞y
(1 + y − 2

√
y cos (t))

)

fT (t) dt

wherefT (t) is given in (8), the integral rangeIR is defined in (32) and̄s∞ can be calculated according
to the Proposition 1.

Define

α =
s̄∞y

ρ
, (34)

then

ln

(

1 +
ρ

s̄∞y
(1 + y − 2

√
y cos (t))

)

= ln
(

1 + r2 + α− 2r cos (t)
)

− ln (α) ,

wherer =
√
y. Also define

w =
1

2

(

1 + y + α +

√

(1 + y + α)2 − 4y

)

(35)

and

u =
1

2
√
y

(

1 + y + α−
√

(1 + y + α)2 − 4y

)

, (36)

then it is easy to verify thatu < 1 and

ln
(

1 + r2 + α− 2r cos (t)
)

= ln (w) + ln
(

1 + u2 − 2u cos (t)
)

.

Therefore,

ln

(

1 +
ρ

s̄∞y
(1 + y − 2

√
y cos (t))

)

= ln (w)− ln (α) + ln
(

1 + u2 − 2u cos (t)
)

,

and

Ī∞ = (ln (w)− ln (α)) s̄∞

+
1

2

∫

IR

ln
(

1 + u2 − 2u cos (t)
)

fT (t) dt.

Define

I0 =
1

2

∫

IR

ln
(

1 + u2 − 2u cos (t)
)

fT (t) dt.

Then
Ī = (ln (w)− ln (α)) s̄+ I0.

Note that

ln
(

1 + u2 − 2u cos (t)
)

= ln
(

1− ueit
)

+ ln
(

1− ue−it
)
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and
∫

IR

ln
(

1− ueit
)

fT (t) dt =

∫

IR

ln
(

1− ue−it
)

fT (t) dt.

Then

I0 =

∫

IR

ln
(

1− ueit
)

fT (t) dt.

CalculateI0 for the casey < 1 and the casey = 1 respectively.
Wheny < 1,

I0 =

∫

IR

ln
(

1− ueit
)

· 1

2π
· 2− e2it − e−2it

1 + r2 − 2r cos (t)
dt

=
1

2π (1− r2)

∫

IR

ln
(

1− ueit
)

(

1

1− reit
+

1

1− re−it
− 1

)

(

2− e2it − e−2it
)

dt.

It is easy to verify that

e2it − 2 + e−2it

1− reit
=

(

1

r
− r

)2
reit

1− reit
+

(

−1

r
eit − 2 + r2 + re−it + e−2it

)

(37)

and

e2it − 2 + e−2it

1− re−it
=

(

1

r
− r

)2
1

1− reit
+

(

e2it + reit − 1

r2
− 1

r
e−it

)

. (38)

Then
(

1

1− reit
+

1

1− re−it
− 1

)

(

e2it − 2 + e−2it
)

=

(

r − 1

r

)[

eit +
1

r
+ r + e−it +

(

r − 1

r

)

·
(

reit

1− reit
+

1

1− re−it

)]

.

Define

I1 =

∫

IR

ln
(

1− ueit
)

dt (39)

I2 =

∫

IR

ln
(

1− ueit
) (

eit + e−it
)

dt (40)

I3 =

∫

IR

ln
(

1− ueit
)

(

reit

1− reit
+

1

1− re−it

)

dt,

Then

I0 =
1

2πr

[(

1

r
+ r

)

I1 + I2 +

(

r − 1

r

)

I3

]

.

CalculateI1, I2 andI3 respectively. Because|u| < 1,

ln
(

1− ueit
)

= −
∞
∑

k=1

ukeikt

k
.
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Therefore,

I1 = −
∫

IR

∞
∑

k=1

ukeikt

k
dt

= −
∞
∑

k=1

uk

ik2

∫

IR

deikt

= i
∞
∑

k=1

uke−ika

k2
− i

∞
∑

k=1

ukeika

k2
.

Define

Li2 (x) =

∞
∑

n=1

xn

n2
, for |x| ≤ 1,

which is usually called dilogarithm function [42]. Then

I1 = i
[

Li2
(

ue−ia
)

− Li2
(

ueia
)]

. (41)

To evaluateI2, note that
∫

IR

ln
(

1− ueit
)

eitdt =

∫

IR

ue2it

1− ueit
dt+

1

i
ln
(

1− ueit
)

eit |πa

+
1

i
ln
(

1− ueit
)

eit
∣

∣

−a
−π

and
∫

IR

ln
(

1− ueit
)

e−itdt =

∫

IR

u

1− ueit
dt+

1

−i
ln
(

1− ueit
)

e−it |πa

+
1

−i
ln
(

1− ueit
)

e−it
∣

∣

−a
−π .

Then

I2 = −2 sin (a) ln
(

1 + u2 − 2u cos (a)
)

+ u

∫

IR

e2it − 1

1− ueit
dt.

Note that

u
e2it − 1

1− ueit
= −eit − u+

(

1

u
− u

)

ueit

1− ueit

and
∫

IR

ueit

1− ueit
dt = −2θu,

where

θu = tan−1

(

u sin (a)

1− u cos (a)

)

by similar analysis that we did in (33). Then

I2 = 2
[

− sin (a) ln
(

1 + u2 − 2u cos (a)
)

+ sin (a)− u (π − a)−
(

1

u
− u

)

θu

]

. (42)
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To evaluateI3, note that

ln
(

1− ueit
)

= −
∞
∑

k=1

(ueit)
k

k

and

1

1− reit
+

1

1− re−it
− 1 =

∞
∑

l=−∞
r|l|eilt

because|u| < 1 and |r| < 1. Thus

−I3 =

∫

IR

∞
∑

k=1

(ueit)
k

k

( ∞
∑

l=−∞
r|l|eilt

)

dt.

Change the order of the double summation. Then

−I3 =

∫

IR

∞
∑

l=0

( ∞
∑

k=1

(ueit)
k

k

(

re−it
)k+l

)

dt

+

∫

IR

∞
∑

l=1

(

l−1
∑

k=1

(ueit)
k

k

(

reit
)l−k

+

∞
∑

k=l

(ueit)
k

k

(

re−it
)k−l

)

dt

=

∫

IR

∞
∑

l=0

rle−ilt

( ∞
∑

k=1

(ur)k

k

)

dt

+

∫

IR

∞
∑

l=1

eilt

(

rl
l−1
∑

k=1

(

u
r

)k

k
+ r−l

∞
∑

k=l

(ur)k

k

)

dt.

Define

I4 =

∫

IR

∞
∑

l=0

rle−ilt

( ∞
∑

k=1

(ur)k

k

)

dt

and

I5 =

∫

IR

∞
∑

l=1

eilt

(

rl
l−1
∑

k=1

(

u
r

)k

k
+ r−l

∞
∑

k=l

(ur)k

k

)

dt.

Noting that0 < r < 1 and0 < ur < 1, I4 is well defined and

I4 =
∞
∑

k=1

(ur)k

k

(

i
∞
∑

l=1

rl

l
e−ilt + t

)

∣

∣

∣

∣

π

a

+
∞
∑

k=1

(ur)k

k

(

i
∞
∑

l=1

rl

l
e−ilt + t

)

∣

∣

∣

∣

−a

−π

= − ln (1− ur)
(

t− i ln
(

1− re−it
))

|πa
− ln (1− ur)

(

t− i ln
(

1− re−it
))
∣

∣

−a
−π

= −2 ln (1− ur) (π − a− θr) , (43)
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whereθr is obtained according to the similar analysis in (33). To evaluateI5, we substitute the definition
of u into u

r
. It is easy to verify that

u

r
=

1

2r2

(

1 + r2 + α−
√

(1 + r2 + α)2 − 4r2
)

<
1

2r2

(

1 + r2 + α−
√

(1− r2 + α)2
)

= 1

and

|I5| ≤
∫

IR

∞
∑

l=1

rl

(

l−1
∑

k=1

(ur)k

k
+ r−2l

∞
∑

k=l

(

u
r

)k

k

)

dt

≤
∫

IR

∞
∑

l=1

rl

(

l−1
∑

k=1

(

u
r

)k

k
+

∞
∑

k=l

(

u
r

)k

k

)

dt

= −
∫

IR

r

1− r
ln
(

1− u

r

)

dt.

Therefore,I5 is well defined. Further, define a special function in the formof series as

Sr1 (u, r, t) =
∞
∑

l=1

rleilt

l

(

l−1
∑

k=1

(

u
r

)k

k
+ r−2l

∞
∑

k=l

r2k
(

u
r

)k

k

)

.

Then

I5 =
1

i
Sr1 (u, r, t) |πa +

1

i
Sr1 (u, r, t)

∣

∣

−a
−π

= iSr1 (u, r, a)− iSr1 (u, r,−a) . (44)

In conclusion, wheny < 1,

Ī∞ = [ln (w)− ln (α)] s̄∞ +
1

2πr

(

1 + r2

r
I1 + I2 −

1− r2

r
I3

)

= [ln (w)− ln (α)] s̄∞

+
1 + r2

2πr2
I1 +

1

2πr
I2 +

1− r2

2πr2
I4 +

1− r2

2πr2
I5

whereI1, I2, I4 andI5 can be calculated according to (41-44).
Wheny = 1, the calculation can be highly simplified. SubstitutefT (t) into I0, then

I0 =
1

2π

∫

IR

ln
(

1− ueit
) (

eit + 2 + e−it
)

dt

=
1

π
I1 +

1

2π
I2,

whereI1 andI2 are defined in (39) and (40) respectively. Thus

Ī∞ = [ln (w)− ln (α)] s̄∞ +
1

π
I1 +

1

2π
I2,

whereI1andI2 can be calculated by (41) and (42) respectively.



30

F. Calculation ofdĪ∞/da

DefineIR, α, w andu as (32), (34), (35) and (36). It is easy to see that

dα

da
= −y

ρ
fT (a) . (45)

According to the formula for the normalized information rate Ī∞ in (10),

dĪ∞
da

= − ln

(

1 +
1

α
(1 + y − 2

√
y cos (a))

)

fT (a)

+
1

2

∫

IR

− 1
α2 · dα

da
·
(

1 + y − 2
√
y cos (t)

)

1 + 1
α

(

1 + y − 2
√
y cos (t)

) fT (t) dt.

By (45),

1

2

∫

IR

− 1
α2 · dα

da
·
(

1 + y − 2
√
y cos (t)

)

1 + 1
α

(

1 + y − 2
√
y cos (t)

) fT (t) dt

=
y

2ρα
fT (a)

∫

IR

1 + y − 2
√
y cos (t)

1 + y + α− 2
√
y cos (t)

fT (t) dt

= fT (a)

(

1− y

2ρ

∫

IR

1

1 + y + α− 2
√
y cos (t)

fT (t) dt

)

.

Define

Id = 1
2

∫

IR

1

1 + y + α− 2
√
y cos (t)

fT (t) dt.

then
dĪ∞
da

= fT (a)

[

1− ln

(

1 +
1

α
(1 + y − 2

√
y cos (a))

)

− y

ρ
Id
]

. (46)

Consider the calculation ofId. Sincew (1 + u2 − 2u cos (t)) = 1 + y + α− 2
√
y cos (t),

Id =
1

2w

∫

IR

1

1 + u2 − 2u cos (t)
fT (t) dt

=
1

2w (1− u2)

∫

IR

(

1

1− ueit
+

1

1− ue−it
− 1

)

fT (t) dt.

According to the symmetry ofIR andfT (t),
∫

IR

1

1− ueit
fT (t) dt =

∫

IR

1

1− ue−it
fT (t) dt.

Then

Id =
1

2w (1− u2)

∫

IR

(

2

1− ueit
− 1

)

fT (t) dt.

CalculateId for the casey < 1 and the casey = 1 respectively.
Wheny < 1,

Id =
1

4πw (1− u2)

∫

IR

(

2

1− ueit
− 1

)

2− e2it − e−2it

1 + r2 − 2r cos (t)
dt

=
1

4πw (1− u2) (1− r2)

∫

IR

[(

2

1− ueit
− 1

)

(

1

1− reit
+

1

1− re−it
− 1

)

(

2− e2it − e−2it
)

]

dt.
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Expand the integrand. Since

1

1− ueit
· 1

1− reit

= − u

r − u

1

1− ueit
+

r

r − u

1

1− reit

and
1

1− ueit
· 1

1− reit

=
1

1− ur

1

1− ueit
− 1

1− ur

1

1− 1
r
eit

,

Id can be split into four parts

Id =
1

4πw (1− u2) (1− r2)
(I6 + I7 + I8 + I9) ,

where

I6 = 2

(

1

1− ur
− u

r − u
− 1

)
∫

IR

2− e2it − e−2it

1− ueit
dt,

I7 = 2

(

r

r − u
− 1

)
∫

IR

2− e2it − e−2it

1− reit
dt,

I8 = − 2

1− ur

∫

IR

2− e2it − e−2it

1− 1
r
eit

dt

and

I9 =

∫

IR

(

2− e2it − e−2it
)

dt.

I9 can be easily calculated,

I9 = 4 (π − a) .

To evaluateI6, I7 andI8, expand the integrands like what has been done in (37). Note that
∫

IR

1
r
eit

1− 1
r
eit

dt =

∫

IR

(

−1 − re−it

1− re−it

)

dt

= −
∫

IR

(

1 +
reit

1− reit

)

dt,

∫

IR

ueit

1− ueit
dt = −2θu

and
∫

IR

reit

1− reit
dt = −2θr,

where

θu = tan−1

(

u sin (a)

1− u cos (a)

)
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and

θr = tan−1

(

r sin (a)

1− r cos (a)

)

.

according to (33).I6, I7 andI8 can be calculated and finallyId can be written as

Id =
1

πw (1− ur)

[

π − a− 1− u2

u (r − u)
θu +

1− r2

r (r − u)
θr

]

.

Wheny = 1,

Id =
1

4πw (1− u2)

∫

IR

(

2

1− ueit
− 1

)

(

2 + eit + e−it
)

dt.

The integrand can be simplified as

2
(1 + u)2

u

ueit

1− ueit
+ 2 + 2u+ e−it − eit.

Therefore,

Id =
π − a

πw (1− u)
− (1 + u) θu

πwu (1− u)
.

Substitute the value ofId into (46), dĪ
da

can be evaluated.

G. Calculation of the average power for CSITR case

For CSITR case,

ρ =

∫ π

a

(

ν − y

1 + y − 2
√
y cos (t)

)

fT (t) dt

= νs̄∞ − 1

2

∫

IR

y

1 + y − 2
√
y cos (t)

fT (t) dt

whereIR is defined in (32),̄s∞ can be evaluated according to Proposition 1 and the second line follows
from the fact that the integrand is even. Define

I10 =
1

2

∫

IR

y

1 + y − 2
√
y cos (t)

fT (t) dt.

We are going to evaluateI10 for y < 1 andy = 1 respectively.
Wheny < 1,

I10 = − r2

4π

∫

IR

e2it − 2 + e−2it

(1 + r2 − 2r cos (t))2
dt

= − r2

4π

∫

IR

(

eit − e−it

(1− reit) (1− re−it)

)2

dt.

Sinceeit − e−it = eit − 1
r
+ 1

r
− e−it,

I10 = − 1

4π

∫

IR

(

1

1− reit
+

1

1− re−it

)2

dt

= − 1

2π

∫

IR

[

1

(1− reit)2
+

1

(1− re−it)2

− 2

(1− reit) (1− re−it)

]

dt.
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Since

1

(1− reit)2
= 1 +

1

1− reit
+

reit

(1− reit)2

∫

IR

1

(1− reit)2
dt =

∫

IR

1

(1− re−it)2
dt

1

(1− reit) (1− re−it)
=

1

1− r2

(

1

1− reit
+

re−it

1− re−it

)

and
∫

IR

re−it

1− re−it
dt =

∫

IR

reit

1− reit
dt,

I10 can be simplified as

I10 =
1

2π

∫

IR

r2

1− r2
+

1 + r2

1− r2
re−it

1− re−it
− reit

(1− reit)2
dt

=
1

π

[

r2

1− r2
(π − a)− 1 + r2

1− r2
θr +

i

2

(

1

1− re−ia
− 1

1− reia

)]

where

θr = tan−1

(

r sin (a)

1− r cos (a)

)

.

Wheny = 1,

I10 =
1

4π

∫

IR

1 + cos (t)

1− cos (t)
dt

=
1

2π

(

−π + a+
2

tan
(

a
2

)

)

.

H. Calculation of the normalized capacity for CSITR case

For CSITR case,

C̄∞ =

∫ π

a

ln

(

ν

y

(

1 + r2 − 2r cos (t)
)

)

fT (t) dt

= ln

(

ν

y

)

s̄∞ +
1

2

∫

IR

ln
(

1 + r2 − 2r cos (t)
)

fT (t) dt,

wherer =
√
y, IR is defined as in (32),̄s∞ can be evaluated according to Proposition 1 and the second

line follows from the fact that the integrand is even. Define

I11 =
1

2

∫

IR

ln
(

1 + r2 − 2r cos (t)
)

fT (t) dt,

we are going to evaluateI11 for y < 1 andy = 1 respectively.
Wheny < 1, since

1 + r2 − 2r cos (t) =
(

1− reit
) (

1− re−it
)
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and
∫

IR

ln
(

1− reit
)

fT (t) dt =

∫

IR

ln
(

1− re−it
)

fT (t) dt,

I11 can be expressed as

I11 =

∫

IR

ln
(

1− reit
)

fT (t) dt

=
1

2π

∫

IR

ln
(

1− reit
) 2− e2it − e−2it

1 + r2 − 2r cos (t)
dt.

Expand the integrand like what have been done in (37) and (38), then

I11 =
1

2πr

[(

1

r
+ r

)

I12 + I13 +

(

r − 1

r

)

I14

]

,

where

I12 =

∫

IR

ln
(

1− reit
)

dt,

I13 =

∫

IR

ln
(

1− reit
) (

eit + e−it
)

dt

and

I14 =

∫

IR

ln
(

1− reit
)

(

reit

1− reit
+

1

1− re−it

)

dt.

By similar analysis in (41) and (42),

I12 = i
[

Li2
(

re−ia
)

− Li2
(

reia
)]

(47)

and

I13 = 2
[

− sin (a) ln
(

1 + r2 − 2r cos (a)
)

+ sin (a)− r (π − a)−
(

1

r
− r

)

θr

]

(48)

where

θr = tan−1

(

r sin (a)

1− r cos (a)

)

. (49)

To evaluateI14, define

I15 =

∫

IR

ln
(

1− reit
) reit

1− reit
dt

and

I16 =

∫

IR

ln
(

1− reit
) 1

1− re−it
dt,

thenI14 = I15 + I16.
It is easy to evaluateI15.



35

I15 = i

∫

IR

ln
(

1− reit
) d (1− reit)

1− reit

=
i

2

∫

IR

d ln2
(

1− reit
)

=
i

2

(

ln2
(

1− re−ia
)

− ln2
(

1− reia
))

. (50)

To evaluateI16, express the integrand in series. Because0 < r < 1,

I16 = −
[

∫

IR

∞
∑

k=1

(reit)
k

k

∞
∑

l=0

(

re−it
)l
dt

]

= −
∫

IR

∞
∑

l=0

∞
∑

k=1

(reit)
k

k

(

re−it
)k+l

dt

−
∫

IR

∞
∑

l=1

∞
∑

k=l

(reit)
k

k

(

re−it
)k−l

dt.

Define

I17 =

∫

IR

∞
∑

l=0

∞
∑

k=1

(reit)
k

k

(

re−it
)k+l

dt

and

I18 =

∫

IR

∞
∑

l=1

∞
∑

k=l

(reit)
k

k

(

re−it
)k−l

dt.

Then

I17 =

∫

IR

∞
∑

l=0

r−leilt
∞
∑

k=1

r2k

k
dt

= − ln
(

1− r2
)

∫

IR

1

1− 1
r
eit

dt

= − ln
(

1− r2
)

(π − a− θr) , (51)

whereθr is defined as in (49) .I18 is well defined because

|I18| ≤
∫

IR

∣

∣

∣

∣

∣

∞
∑

l=1

∞
∑

k=l

(reit)
k

k

(

re−it
)k−l

∣

∣

∣

∣

∣

dt

=

∫

IR

∣

∣

∣

∣

∣

r−2
∞
∑

l=1

rleilt

(

1

r2l−2

∞
∑

k=l

r2k

k

)
∣

∣

∣

∣

∣

dt

≤ −
∫

IR

r−2

∞
∑

l=1

rl ln
(

1− r2
)

dt

= −
∫

IR

r−2 r

1− r
ln
(

1− r2
)

dt.

Define

Sr2 (r, t) =

∞
∑

l=1

(reit)
l

l

(

1

r2l

∞
∑

k=l

r2k

k

)

,
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then

I18 =

∫

IR

∞
∑

l=1

rleilt
1

r2l

∞
∑

k=l

r2k

k
dt

= iSr2 (r, a)− iSr2 (r,−a) . (52)

Conclusively,

C̄ = ln

(

ν

y

)

s̄+
1

2πr

[(

1

r
+ r

)

I12

+I13 +

(

r − 1

r

)

(I15 − I17 − I18)

]

wheres̄, I12, I13, I15, I17 andI18 can be evaluated by (47, 48, 50-52) respectively.
Wheny = 1,

I11 =
1

2

∫

IR

ln (2− 2 cos (t)) fT (t) dt

=
1

2

∫

IR

Re

[

ln

{

[

−i
(

ei
t
2 − e−i t

2

)]2
}]

fT (t) dt

=

∫

IR

Re

[

−π

2
i+ i

t

2
+ ln

(

1− e−it
)

]

fT (t) dt

=

∫

IR

ln
(

1− e−it
)

fT (t) dt.

SubstitutefT (t) into it,

I11 =
1

2π

∫

IR

ln
(

1− e−it
) (

eit + 2 + e−it
)

dt.

By similar analysis in (41) and (42),

1

2π

∫

IR

ln
(

1− e−it
) (

eit + e−it
)

dt

=
1

π
[− (π − a) + sin (a)− sin (a) ln (2− 2 cos (a))]

and
1

π

∫

IR

ln
(

1− e−it
)

dt =
i

π

(

Li2
(

e−ia
)

− Li2
(

eia
))

.

Then the proposition is proved.

I. Proof of Theorem 6

If the optimal number of on-beams̃s (H) is known, the optimal feedback function is given by

ϕ̃ (H) = arg max
i: Qi∈Bs̃(H)

ln
∣

∣

∣
ILR

+ PonHQiQ
†
iH

†
∣

∣

∣
.

Thus the only nontrivial part is to prove the optimality of

s̃ (H) = max {s : Is (H)− It (H) ≥ (s− t)κ for all t s.t.0 ≤ t < s Bt 6= φ Bs 6= φ}
where

Is (H) = max
Qi∈Bs

ln
∣

∣

∣
ILR

+ PonHQiQ
†
iH

†
∣

∣

∣
.
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The following lemma is useful to prove the optimality ofs̃ (H). For simplicity, we denotẽs (H) by
s̃ from now on. It is necessary to keep in mind thats̃ is not a constant but a function of the channel
realizationH.

Lemma 3:For ∀t > s̃ such thatBt 6= φ, It (H)− Is̃ (H) < (t− s̃)κ.
Proof: Suppose that this lemma is not true.∃t > s̃ such thatBt 6= φ andIt (H)−Is̃ (H) ≥ (t− s̃) κ.

Take the minimum sucht and denote it ast0,

t0 = min {t > s̃ : Bt 6= φ It (H)− Is̃ (H) ≥ (t− s̃)κ} .
Then∀t s.t. 0 ≤ t ≤ s̃,

It0 − It = It0 − Is̃ + Is̃ − It

≥ (t0 − s̃)κ + (s̃− t) κ

= (t0 − t) κ,

where the inequality follows from the definitions ofs̃ and t0. At the same time, for at s.t. s̃ < t < t0,
It − Is̃ < (t− s̃)κ according to the definition oft0 and the fact thatt < t0. Then

It0 − It = It0 − Is̃ + Is̃ − It

≥ (t0 − s̃)κ− (t− s̃) κ

= (t0 − t) κ.

Thus,It0 − It ≥ (t0 − t)κ for ∀t ≤ t0 andBt 6= φ, which contradicts with the definition of̃s. This
lemma is proved.

To prove s̃ is optimal, we comparẽϕ (·) with an arbitrary deterministic feedback functionϕ′ (·)
satisfying the power constraint. Lets′ = rank

(

Qϕ′(H)

)

be the number of on-beams according to the
feedback functionϕ′ (·). Let FH (H) denote the CDF of the channel stateH. The power constraint can
be expressed as

∫

CLR×LT

s′PondFH (H) = ρ.

Define∆s , s̃− s′ and
Ω∆s =

{

H ∈ C
LR×LT : s̃− s′ = ∆s

}

where−LT ≤ ∆s ≤ LT . Since bothϕ̃ (·) andϕ′ (·) satisfy the power constraint, we have

LT
∑

∆s=−LT

∫

Ω∆s

∆s · PondFH (H) = 0.
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On the other hand, the performance difference betweenϕ̃ (·) andϕ′ (·) is given by
∫

CLR×LT

Is̃ (H) dFH (H)

−
∫

C
LR×LT

ln
∣

∣

∣
ILR

+ PonHQϕ′(H)Q
†
ϕ′(H)H

†
∣

∣

∣
dFH (H)

(a)

≥
∫

CLR×LT

Is̃ (H) dFH (H)−
∫

CLR×LT

Is′ (H) dFH (H)

=

LT
∑

∆s=−LT

∫

Ω∆s

(Is̃ (H)− Is′ (H)) dFH (H)

=
−1
∑

∆s=−LT

∫

Ω∆s

(Is̃ (H)− Is′ (H)) dFH (H)

+

LT
∑

∆s=1

∫

Ω∆s

(Is̃ (H)− Is′ (H)) dFH (H)

(b)

≥ −
−1
∑

∆s=−LT

∫

Ω∆s

|∆s| · κdFH (H) +

LT
∑

∆s=1

∫

∆s · κdFH (H)

= κ

LT
∑

∆s=−LT

∫

∆s dFH (H)

(c)
= 0,

where
(a) follows from the fact that

ln
∣

∣

∣
ILR

+ PonHQϕ′(H)Q
†
ϕ′(H)H

†
∣

∣

∣

≤ max
Qi∈Bs′

ln
∣

∣

∣
ILR

+ PonHQiQ
†
iH

†
∣

∣

∣

= Is′ (H) ,

(b) follows from Lemma 3 and the definition of̃s, and
(c) follows from the power constraint.

Therefore,ϕ̃ (·) is the optimal feedback function.
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Fig. 2. Information rate v.s. SNR for perfect beamforming



43

−15 −10 −5 0 5 10
0

5

10

15

20

25

E
b
/N

0
 (dB)

B
its

/C
ha

nn
el

 U
se

CSITR (Simulation)
CSITR (Asymptotic Calculation)
Power On/Off (Simulation)
Power On/Off (Asymptotic Calculation)

4×4 MIMO

4×2 MIMO

4×3 MIMO

(a) Information rate

−10 −5 0 5 10
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

E
b
/N

0
 (dB)

R
el

at
iv

e 
P

er
fo

rm
an

ce

CSITR (Simulation)
CSITR (Asymptotic Calculation)
Power On/Off (Simulation)
Power On/Off (Asymptotic Calculation)
CSIR (Simultaion)

4×4 MIMO

4×3 MIMO

4×2 MIMO

(b) Relative performance

Fig. 3. Information rate v.s.Eb/N0 for perfect beamforming



44

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
0

1

2

3

4

5

6

B
its

/C
ha

nn
el

 U
se

R
fb

/m2

4×2 MIMO

Water filling and perfect beamforming
By the upper bd of the distortion rate fn
By the lower bd of the distortion rate fn
Simulation

SNR=6dB

SNR=3dB

SNR=0dB

Fig. 4. Information rate of finite size single rank beamforming codebooks



45

−20 −15 −10 −5 0 5 10 15 20
0

2

4

6

8

10

12

14

16

18

20

R
fb

=4 Bits/Channel use

SNR (dB)

B
its

/C
ha

nn
el

 U
se

CSITR
Constant # of on−beams (Simulation)
Multi−rank Beamforming Codebook
CSIR

4×3 MIMO

4×2 MIMO

(a) Information rate

−20 −15 −10 −5 0 5 10 15 20
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

R
fb

=4 Bits/Channel use

SNR (dB)

R
el

at
iv

e 
P

er
fo

rm
an

ce

CSITR
Constant # of on−beams (Approx.)
Constant # of on−beams (Simulation)
Multi−rank Beamforming Codebook
CSIR

4×3 MIMO

4×2 MIMO

(b) Relative performance

Fig. 5. Comparison of single rank beamforming codebooks andmulti-rank beamforming codebooks


	Introduction
	Preliminaries
	System Model and the Corresponding Design Problem
	Random Matrix Theory
	Stiefel and Grassmann Manifolds

	Power On/Off Strategy with Perfect Beamforming
	The Design Problem with Perfect Beamforming
	MIMO Systems with Infinitely Many Antennas
	Asymptotic Analysis for Power On/off Strategy
	Asymptotic Analysis for CSITR Case

	MIMO Systems with Finite Many Antennas

	Power On/Off Strategy with a Finite Size Beamforming Codebook
	Feedback Function
	Effect of a Beamforming Codebook

	Performance Comparison
	Conclusions
	Appendix
	Proof of Theorem 1
	Proof of Theorem 3
	Proof of Corollary 2
	Calculation of 
	Calculation of 
	Calculation of d/da
	Calculation of the average power for CSITR case
	Calculation of the normalized capacity for CSITR case
	Proof of Theorem 6

	References

