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Abstract—Distributed storage systems provide reliable access
to data through redundancy spread over individually unreliable
nodes. Application scenarios include data centers, peecipeer
storage systems, and storage in wireless networks. Storirdata
using an erasure code, in fragments spread across nodes, egs
less redundancy than simple replication for the same level
of reliability. However, since fragments must be periodicdy
replaced as nodes fail, a key question is how to generate ermnlzul
fragments in a distributed way while transferring as little data
as possible across the network.

For an erasure coded system, a common practice to repair
from a node failure is for a new node to download subsets of
data stored at a number of surviving nodes, reconstruct a Ids
coded block using the .downloaded .data, and.store it a.t the new Fig. 1. The repair problem: Assume that a (4,2) MDS erasute ¢ used
node. We show that this procedure is sub-optimal. We introdoe g generate 4 fragments (stored in nodes. .. z*) with the property that

the notion of regenerating codes, which allow a new node t0 any2 can be used to reconstruct the original datay?. When noder* fails,
download functions of the stored data from the surviving nodes. and a newcomer® needs to generate an erasure fragment fnd-m_ . xS’

We show that regenerating codes can significantly reduce the what is the minimum amount of information that needs to be roomicated?
repair bandwidth. Further, we show that there is a fundamentl
tradeoff between storage and repair bandwidth which we thee

L‘Z‘L%?L'ycfgﬁraféeﬂz‘;US,?%&',?]W Zciggnl;?:egtt'seo?e:nltzp'?]r%ﬂvﬁg This performance is optimal in terms of the redundancy—
codinglf we %trgdlljceyr:egven;rgting cogeslvthat (L:]an Iachieve 7N rellal_Jlllty trad.e(.)f'f because: pieces, .each OT S|ze\./l/k.,
point in this optimal tradeoff. provide the minimum data for recovering the file, which is of
size M. Several design$[8].[4].]5] use erasure codes instead
of replication. For certain cases, erasure coding can aehie
|. INTRODUCTION orders of magnitude hig_her_reliability for the same redunaya
factor compared to replication; see, e.d.] [9].

| The purpose of distributed storage systems is to store datddowever, a complication arises: In distributed storage sys
reliably over long periods of time using a distributed cofien tems, redundancy must be continually refreshed as nodes fai
of storage nodes which may be individually unreliable. Applor leave the system, which involves large data transfeissacr
cations involve storage in large data centers and peee¢o-pthe network. This problem is best illustrated in the simple
storage systems such as OceanSfare [3], Total Récall [d], axample of Fig[ll: a data object is divided in two fragments
DHash++[[5], that use nodes across the Internet for diggibu ', > (say, each of sizdaMb) and these encoded into four
file storage. In wireless sensor networks, obtaining ridiabfragmentsz!, ... z* of same size, with the property that any
storage over unreliable motes might be desirable for robugio out of the four can be used to recover the originah/?.
data recovery[[6], especially in catastrophic scenafips [7 Now assume that storage nodé fails and a new node?®,

In all these scenarios, ensuring reliability requires the ithe newcomer, needs to communicate with existing nodes
troduction of redundancy. The simplest form of redundan@nd create a new encoded packet, such that any two out
is replication, which is adopted in many practical storagef =',x2, 23, 2% suffice to recover. Clearly, if the newcomer
systems. As a generalization of replication, erasure gpdinan download any two encoded fragments (say frdme?),
offers better storage efficiency. For instance, we can divideconstruction of the whole data object is possible and then
a file of size M into k pieces, each of sizéd1/k, encode a new encoded fragment can be generated (for example by
them inton coded pieces using am, k) maximum distance making a new linear combination that is independent from the
separable (MDS) code, and store thenmatodes. Then, the existing ones). This, however, requires the communication
original file can be recovered from any setiotoded pieces. 2Mb in the network to generate an erasure encoded fragment

of sizelMb atz®°. In general, if an object of siz&1 is divided

Results in this paper have appeared in parf]n [1] and [2]. in k initial fragments, the repair bandwidth with this strategy
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Fig. 2. Example: A repair for a (4,2)-Minimum-Storage Regmiting Code. All the packets (boxes) in this figure have 8iz&b and each node stores two
packets. Note that any two nodes have four equations thabearsed to recover the data,, az, b1, b2. The parity packetp:, p2, ps are used to create the
two packets of the newcomer, requiring repair bandwidth .6MB. The multiplying coefficients are selected at random drel éxample is shown over the
integers for simplicity (although any sufficiently largeldievould be enough). The key point is that nodes do not serid itifermation but generate smaller
parity packets of their data and forward them to the newcontey further mixes them to generate two new packets. Notettteaselected coefficients also
need to be included in the packets, which introduces somenead.

is M bits to generate a fragment of si2d /k. In contrast, if stored in the network as nodes join and leave the system. In
replication is used instead, a new replica may simply beembpiSectio TII-B we characterize the minimum storage and repai
from any other existing node, incurring no bandwidth ovebandwidth and show that there is a tradeoff between these
head. It was commonly believed that thisfactor overhead two quantities that can be expressed in terms of a maximum
in repair bandwidth is an unavoidable overhead that comiésw on this graph. We further show that for any finite infor-
with the benefits of coding (see, for example.|[10]). Indeedyation flow graph, there exists a regenerating code that can
all known coding constructions require access to the aaiginachieve any point on the minimum storage/ bandwidth feasibl
data object to generate encoded fragments. region we computed. Finally, in Sectign]lV we evaluate the
In this paper we show that, surprisingly, there exist ersuperformance of the proposed regenerating codes usingstrace
codes that can be repaired without communicating the whdlgfailures in real systems and compare to alternative sesem
data object. In particular, for thel, 2) example, we show that Previously proposed in the distributed storage literature
the newcomer can download5Mb to repair a failure and
that this is the information theoretic minimum (see Kip. 2 fo Il. BACKGROUND AND RELATED WORK
an example). More generally, we identify a tradeoff betweed Erasure codes

storage and repair bandwidth and show that codes exist tha&lassical coding theory focuses on the tradeoff between
achieve every point on this optimal tradeoff curve. We call

codes that lie on this optimal tradeoff curvegenerating redundancy and error tolerance. In terms of the redundancy-

codes Note that the tradeoff region computed corrects an errE)erIlablllty tradeoff, the Maximum Distance Separable (MDS

) . . odes are optimal. The most well-known class of MDS erasure
in the threshold:. computed in[[1] and generalizes the resu : .

X . codes is the Reed-Solomon code. More recent studies on era-
to every feasiblda, ) pair.

sure coding focus on other performance metrics. For instanc
The two extremal points on the tradeoff curve are of speciéﬂ)arse graph codeS J11], [12], [13] can achieve near-optima
interest and we refer to them as minimum-storage regengratherformance in terms of the redundancy-reliability trtland
(MSR) codes and minimum-bandwidth regenerating (MBRgso require low encoding and decoding complexity. Another
codes. The former correspond to Maximum Distance Sefgre of research for erasure coding in storage applications
rable (MDS) codes that can also be efficiently repaired. A4 parity array codes; see, e.d., [14],[15], [16].][17]. The
the other end of the tradeoff are the MBR codes, which hayeray codes are based solely on XOR operations and they
minimum repair bandwidth. We show that if each storage nogee generally designed with the objective of low encoding,
is allowed to store slightly more thaM/k bits, the repair gecoding, and update complexities. Plank [18] gave a titori
bandwidth can be significantly reduced. on erasure codes for storage applications at USENIX FAST
The remainder of this paper is organized as follows. [2005, which covers Reed-Solomon codes, parity-array ¢odes
Section[I] we discuss relevant background and related waakd LDPC codes.
from network coding theory and distributed storage systems Compared to these studies, this paper focuses on differ-
In Sectior 1] we introduce the notion of the information flowent performance metrics. Specifically, motivated by pcadti
graph, which represents how information is communicated anoncerns in large distributed storage systems, we explore



erasure codes that offer good tradeoffs in terms of redurydammagnitude compared with replication. Bhagwan et al. [4]eam

reliability, and repair bandwidth tradeoff. to a similar conclusion in a simulation of the Total Recall
storage system.
B. Network Coding Rodrigues and Liskov [10] propose a solution to the repair

Network coding is a generalization of the conventional {ou?rOblem .that. we call th‘Hyb.”d ;trategy_ one spec!al storage
node maintains one full replica in addition to multiple enas

ng (s_tore-and.-forwardlng) method. In cpnvenuonal gl coded fragments. The node storing the replica can produce
each intermediate node in the network simply stores and for-

. . . : new fragments and send them to newcomers, thus transferring
wards information received. In contrast, network codirigves . S
. ) ust M /k bytes for a new fragment. However, maintaining an
the intermediate nodes to generate output data by encodi

. . ) 4 : : extra replica on one node dilutes the bandwidth-efficierfcy o
(i.e., computing certain functions of) previously receiveput
data. Thus, network coding allows information to be “mixe

Jerasure codes and complicates system design. For example, i
: . . the replica is lost, new fragments cannot be created unl it

at intermediate nodes. The potential advantages of network P ; 9 8

coding over routing include resource (e.g., bandwidth a

restored. The authors show that in high-churn environments
. : g I.e., high rate of node joins/leaves), erasure codes geovi

power) efficiency, _computatlonal efﬂmency, and_ robusi;ne? large storage benefits but the bandwidth cost is too high

to network dynamics. As shown by the pioneering work IR

Ahlswede et al [[19], network coding can increase the ptﬂssiqﬂ

be practical for a P2P distributed storage system, using
network throughput, and in the multicast case can achieve { € Hybrid strategy. In low-churn environments, the retuct

. . . in bandwidth is negligible. In moderate-churn environnsent
maximum data rate theoretically possible. : : . .
. there is some benefit, but this may be outweighed by the
Subsequent work[[20],[[21] showed that the maximum . . X
: ; . . .added architectural complexity that erasure codes intedu
multicast capacity can be achieved by using linear encodlgg discussed further in SectibIV-E. These conclusione wer
functions at each node. The studies by Ebal. [22] and '

Sandert al. [23] further showed that random linear networkbased on an analytical model augmented with parameters

coding over a sufficiently large finite field can (asymptdtiga estimated from traces of real systems. Compared with({9), [1

. : ; . . used a much smaller value @&f (7 instead of32) and the
achieve the multicast capacity. A polynomial complexitgpr . .
- . Hybrid strategy to address the code regeneration problem. |
cedure to construct deterministic network codes that &ehie,

the multicast capacity is given by Jagafi al. [24]. Section 1V, we follow the evaluation methodology E[lO] to
) . ] . measure the performance of the two redundancy maintenance
For distributed storage, the idea of using network codi

. . . "Rhemes that we introduce.
was introduced in[]6] for wireless sensor networks. Many

aspects of coding for storage were further explofréd [7]],[25

[26] for sensor network applications. Network coding was

proposed for peer-to-peer content distribution systen# [2 Our analysis is based on a particular graphical represen-

where random linear operations over packets are perforntgtion of a distributed storage system, which we refer to as

to improve file downloading in large unstructured overlagn information flow graphg. This graph describes how the

networks. information of the data object is communicated through the
The key difference of this paper to this existing literaturgeetwork, stored in nodes with limited memory, and reaches

is that we bring the dimension o&pair bandwidthinto the reconstruction points at the data collectors.

picture, and present fundamental bounds and construdtons

network codes that need to be maintained over time. SinglarA  |nformation Flow Graph

this related work, intermediate nodes form linear com/bamest The information flow aranh is a directed acvclic araph
in a finite field and the combination coefficients are also grap Y grap

: . cpnsisting of three kinds of nodes: a single data sowce
stored in each packet, creating some overhead that cansﬁéera e nodes’ xi . and data collector®C.. The sinale
made arbitrarily small for larger packet sizes. In regetiega 9 in tout " 9

. e nogeS corresponds to the source of the original data. Storage
codes, repair bandwidth is reduced because many nodes creat, _~ . . .
nodes in the system is represented by a storage input node

small parity packets of their data that essentially contain and a storage output nodé, ; these two nodes are

. . X0,
s o™ Bncte by  drectd ey . wih capaiy e
q 9 ject. to the amount of data stored at nodeSee Figuré]3 for an

illustration.

C. Distributed storage systems Given the dynamic nature of the storage systems that we

A number of recent studies [28],][8]._[29]. [30],1[4]._[B1] consider, the information flow graph also evolves in time. At
have designed and evaluated large-scale, peer-to-peer digy given time, each vertex in the graph is eitlaetive or
tributed storage systems. Redundancy management sémtegiactive depending on whether it is available in the network.
for such systems have been evaluated_in [9]] [32], [4]] [10At the initial time, only the source nod® is active; it then
[37], [33], [34], [35]. contacts an initial set of storage nodes, and connects to the

Among these, [19], [4], [[10] compared replication withinputs &;,) with directed edges of infinite capacity. From
erasure codes in the bandwidth-reliability tradeoff spddes this point onwards, the original source nofiedbecomes and
analysis of Weatherspoon and Kubiatowi€z [9] showed the¢mains inactive. At the next time step, the initially chose
erasure codes could reduce bandwidth use by an orderstdrage nodes become now active; they represent a distibut

IIl. ANALYSIS



and repair bandwidth exists. For the example in figufé 3,
the point (4,2, 3,1Mb, 1.5Mb) is feasible (and a code that
achieves it is shown in figurgl 2) and also on the optimal
tradeoff whereas a standard erasure code which commusiicate
the whole data object would correspondite= 2Mb instead.
Note thatn, k, d must be integers while, 3, v are real valued.

Theorem 1:For anya > a*(d, ), the points(n, k, d, a, )
are feasible, and linear network codes suffice to achieva.the
Itis information theoretically impossible to achieve psiwith
a < a*(d,v). The threshold functionmv*(d,~) (which also

Fig. 3. lllustration of the information flow grap§ corresponding to the depends om, k) is the following:
(4,2) code of figure 1. A distributed storage scheme use$ia®) erasure

code in which any fragments suffice to recover the original data. If nade M 0
. re . T 7 € [f(0), +o0)
becomes unavailable and a new node joins the system, we oemmhstruct o (d7 7) = M—g(i)y ) i (1)
new encoded fragment . To do so, node:?  is connected to the = 3 — > V€ [f(@), f(i = 1)),
active storage nodes. Assumifdits communicated from each active storage
node, of interest is the minimug® required. The min-cut separating the sourcavhere
and the data collector must be larger th&t = 2Mb for reconstruction to 2Md
be possible. For this graph, the min-cut value is givenlby 23, implying f(z) é (2)
that 8 > 0.5Mb is sufficient and necessary. (2k —i—1)i+2k(d—k+1)’
A (2d—2k+i+1)i
g(i) = ¥ : 3)
erasure code, corresponding to the desired steady stabe of.II - .
. ; he minimum-~ is
system. If a new node joins the system, it can only be
connected with active nodes. If the newcomechooses to in = f(k — 1) = 2Md (4)
. . . . min — - .
connect with active storage nodehen we add a directed edge 2kd — k2 + k

fromx:,, tox], , with capacity equal to the amount of data that

the newcomer downloads from nodeNote that in general it e complete proof of this theorem is given in the Ap-
is possible for nodes to download more data than they stsre,p%ndix_ The main idea is that the code repair problem can
in the example of thé4, 2)-erasure code. If a node leaves thge mapped to a multicasting problem on the information flow
system, it becomes inactive. Finally, a data colle@@ris a graph. Known results on network coding for multicasting can
node that corresponds to a request to reconstruct the dai@. [hen be used to establish that code repair can be achieved if
collectors connect to subsets of active nodes through edggg only if the underlying information flow graph has enough
with infinite capacity. _ . _ _ connectivity. The bulk of the technical analysis of the groo
An important notion associated with the information flowhen involves computing the minimum cuts on arbitrary gsaph

graph is that of minimum cuts: A cut in the graghbetween i, G(n, k. d, «,~) and solving an optimization problem for
the sources and a fixed data collector nodxC is a subset” minimizing o subject to a sufficient flow constraint.

of edges such that, there is no path starting fbto DC that The optimal tradeoff curves fot = 5,n = 10,d = 9 and
does not have one or more edgesCinThe minimum cutis j _ 10,n = 15,d = 14 are shown in Figur€l4 (top) and
the cut betweet$ andDC in which the total sum of the edge (pottom), respectively.

capactities is smallest.

_ C. Special Cases: Minimum-Storage Regenerating (MSR)
B. Storage-Bandwidth Tradeoff Codes and Minimum-Bandwidth Regenerating (MBR) Codes

We are now ready for the main result of this paper, we now study two extremal points on the optimal tradeoff
the characterization of the feasible storage-repair baittiw curve, which correspond to the best storage efficiency and
points. The setup is as follows: The normal redundancy Wge minimum repair bandwidth, respectively. We call codes
want to maintain requires active storage nodes, each storinghat attain these points minimum-storage regeneratingRMS
a bits. Whenever a node fails, a newcomer downloddsts codes and minimum-bandwidth regenerating (MBR) codes,
each from anyd surviving nodes. Therefore the total repaifespectively.
bandwidth isy = df (see figurd B). We restrict our attention |t can be verified that the minimum storage point is achieved
to the symmetric setup where it is required that &rstorage py the pair
nodes can recover the original file, and a newcomer downloads M Md
the same amount of information from each of the existing (aprsR, YMSR) = <—, 7) . (5)
nodes. k' k(d—k+1)

For each set of parametefs, k, d, o, ), there is a family If we substituted = k into the above, we note that the total
of information flow graphs, each of which corresponds toetwork bandwidth for repair is\, the size of the original
a particular evolution of node failures/repairs. We denofde. Therefore, if we only allow a newcomer to contdet
this family of directed acyclic graphs b§(n, k,d, «,v). An  nodes, it is optimal to download the whole file and then
(n, k,d, a,) tuple will be feasible, if a code with storage compute the new fragment. However, if we allow a newcomer
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Fig. 4. Optimal tradeoff curve between storagend repair bandwidth, for k = 5,n = 10 (left) andk = 10, n = 15 (right). For both plotsM = 1 and
d =n — 1. Note that traditional erasure coding corresponds to thetp¢y = 1, = 0.2) and (y = 1, « = 0.1) for the top and bottom plots.



to contact more thaik nodes, the network bandwidth,sr not been lost due to permanent node failures: that is, it may
can be reduced significantly. The minimum network bandwidtie available at some point in the future. Both properties are
is clearly achieved by having the newcomer contact all othdesirable, but in this paper we report results for avaitghbil
nodes. For instance, fdn, k) = (14, 7), the newcomer needsonly. Specifically, we will showiile unavailability, the fraction
to download only%9 from each of thel = n — 1 = 13 active of time that the file is not available.
storage nodes, making the repair bandwidth equa}%@,
required to generate a fragment of sizé. B. Model
Since the MSR codes stor% bits at each node while S
) .~ We use a model which is intended to capture the average-
ensuring any: coded blocks can be used to recover the original . oo S
i : oo case bandwidth used to maintain a file in the system, and
file, the MSR codes have equivalent reliability-redundgpey . - , ’ .
. X . e resulting average availability of the file. With minor
formance with standard Maximum Distance Separable (MD : : o :
ceptlonﬂtms model and the subsequent estimation of its

icnofeer‘:'ﬁgg\;ﬁ\/ee;e'\fﬁgkcfgsgrog;?g\fv?g; classical MDS COdﬁeélc'rameters are equivalent to that[of][10]. Although thidweva

At the other end of the tradeoff are MBR codes, whicﬁtlon methodology is a significant simplification of realrsige

have minimum repair bandwidth. It can be verified that thseystems, it allows us to compare directly with the conclasio

- . ) oo . of [10] as well as to calculate precise values for rare events
minimum repair bandwidth point is achieved by The model has two key parameters,and a. First, we

(a ) = 2Md 2Md ©6) assume that in expectation a fractignof the nodes storing
MBRIMBR) =\ Qp i 12 Tk Qkd—k2+ k) file data fail permanently per unit time, causing data trerssf

Note that the minimum bandwidth regenerating codes, thre stbq repair the k_)St redundgncy. Second, We assume that .at any
age sizen is equal toy, the total number of bits downloaded diven time while a node is storing data, the node is available

Therefore MBR codes incur no bandwidth expansion at aW,ith some probability: (and with probabilityl —a is currently
f(periencing a transient failure). Moreover, the modeliass

just like a replication system does. However, the benefit ; : S
MBR codes is significantly better storage efficiency. t at_ thglevent that a node is available is independent of the
availability of all other nodes.

Under these assumptions, we can compute the expected
availability and maintenance bandwidth of various reduncga

In this section, we compare regenerating codes with oth&themes to maintain a file 0¥t bytes. We make use of the
redundancy management schemes in the context of digct that for all schemes except MSR codes, the amount of
tributed storage systems. We follow the evaluation methogandwidth used is equal to the amount of redundancy that had
ology of [10], which consists of a simple analytical modejp be replaced, which is in expectatigrtimes the amount of
whose parameters are obtained from traces of node avéytabiktorage used.
measured in several real distributed systems. Replication: If we storeR replicas of the file, then we store

We begin in SectioR TV-A with a discussion of node dynamy total of R - M bytes, and in expectation we must replace
ics and the objectives relevant to distributed storageesyst f.R . M bytes per unit time. The file is unavailable if no
namely reliability, bandwidth, and disk space. We intraglugeplica is available, which happens with probability— a)%.
the model in Sectiof [V-B and estimate realistic values for |deal Erasure Codes:For comparison, we show the band-
its parameters in Section TVHC. Sectign TV-D contains th@idth and availability of a hypotheticaln, k) erasure code
quantitative results of our evaluation. In Section IV-E, wetrategy which can “magically” create a new packet while
discuss qualitative tradeoffs between regenerating cadels transferring justM/k bytes (e. the size of the packet).
other strategies, and how our results change the conclus@#ttingn = & - R, this strategy sendsg - R - M bytes per
of [1Q] that erasure codes provide limited practical benefit ynit time and has unavailability probabilit§igea(n, k) :=

ppy (R ERCEROL

A. Node dynamics and objectives \ .
. . . . Hybrid: If we store one full replica plus afn, k) erasure
In this section we introduce some background and termiz 4o \vheren — % . (R — 1), then we again stor& - M

nology which is common to most of the work discussed iBytes in total, so we transfefr- R - M bytes per unit time in

Sectior 1I-. expectation. The file is unavailable if the replica is untalde

We d_raw a distinction betwe_epermanentand ransient  ond fewer thank erasure-coded packets are available, which
node failures. A permanent failure, such as the permanTI%tppens with probabilityl — a) - Uigea(n, k)
ldea ) .

departure of a node from the system or a disk failure, resu tSMinimum-Storage Regenerating CodesAn (n, k) MSR

in loss of the data stored on the node. In contrast, data .\ ith redundanc — n/k storesRM bytes in total, so
is preserved across a transient failure, such as a rebootfq%.M bytes must be replaced per unit time. We wili refer

temporary network disconnection. We say that a node 5 the overheadof an MSR code’,; s, as the extra amount
availablewhen its data can be retrieved across the network.

Distributed storage systems attempt to provide two typesin addition to evaluating a larger set of strategies andgusirsomewhat

of reliability: availability and durability. A file isavailable different set of traces, we count bandwidth cost due to peemianode failure
ly, rather than both failures and joins. Most designs ], [33] can avoid

Whe_n it can be recon§trUCted fr.(?m Fhe da_ta S_tored_on erer}(ﬂ]acting to node joins. Additionally, we compute probaiedi directly rather
available nodes. A file'sdurability is maintained if it has than using approximations to the binomial.

IV. EVALUATION



of information that needs to be transfered compared to ttieen calculated as the mean (over time) fraction of nodes

fragment sizeM /k: which were available among those which were not considered

A (m—Dfuse n—1 permanently_falled at that time. _

dMsr = = : (7) The resulting values of anda appear in Tabl€l I, where
M/k n—k . ; .

) _ _ we have fixed the timeout at 1 day. Longer timeouts
Therefore, replgcmg a fragment requires transfgrrmg tve (educe overall bandwidth cosfs [10],[33], but begin to ictpa
network dvsgr times the size of the fragment in the mosgyrapility [33] and are more likely to produce artificial efts
favorable case when newcomers connectdto= n — 1 jn the short £.5-day) Gnutella trace.
nodes to construct a new fragment. Therefore, this resuilts i \e emphasize that the procedure described above only
[ R - M busr bytes sent per unit time, and unavailabilityyroyides an estimate of and « which may be biased in
Uidea}l(% k). ) ) several ways. Some designs|[33] reincorporate data on nodes

Minimum-Bandwidth Regenerating Codes: which return after transient failures which were longenttize

It is convenient to define the MBR code overhead as thgyeoutt, which would reducef. Additionally, even placing
amount of information transfered over the ideal fragmere:si fjles on uniform-random nodes results in selecting nodes tha

5 A (n—1)Bupr  2(n—1) 8 are more available[[34] and less prone to failure| [35] than
MBR = Mk T om—_k_1° (8) the average node. Finally, we have not accounted for the

time needed to transfer data onto a node, during which it
is effectively unavailable. However, we consider it unlke
that these biases would impact our main results since we
are primarily concerned with theelative performance of the
strategies we compare.

Therefore, an(n, k) MBR Code stores\ - n - dugr bytes in
total. So in expectatiorf - M - n - dypr bytes are transfered
per unit time, and the unavailability is agaifyeal(n, k).

C. Estimatingf and a

In this section we describe how we estimgtethe fraction
of nodes that permanently fail per unit time, amdthe mean
node availability, based on traces of node availabilityemesal ~ Figure[® shows the tradeoff between mean unavailability
distributed systems. and mean maintenance bandwidth in each of the strategies of

We use four traces of node availability with widely varyingSection[IV-B using the values of anda from Sectior(1V-C
characteristics, summarized in Talfle |. TRé&anetLab All andk = 7. Feasible points in the tradeoff space are produced
Pairs Ping [36] trace is based on pings sent evéfyminutes by varying the redundancy fact®. The marked points along
between all pairs 0200-400 nodes in PlanetLab, a stablegach curve highlight a subset of the feasible points (i@ntp
managed network research testbed. We consider a noddofowhich n is integral).
be up in onel5-minute interval when at least half of the Figure[6 shows that relative performance of the various
pings sent to it in that interval succeeded. In a numbeirategies is similar fok = 14.
of periods, all or nearly all PlanetLab nodes were down, For conciseness, we omit plots of storage used by the
most likely due to planned system upgrades or measuremegitemes. However, disk usage is proportional to bandwidth
errors. To exclude these cases, we “cleaned” the trace fasall schemes we evaluate in this section, with the exoepti
follows: for each period of downtime at a particular nodegf minimum storage regenerating codes. This is because MSR
we remove that period (i.e. we consider the node up duriggdes are the only scheme in which the data transferred onto a
that interval) when the average number of nodes up duringwcomer is not equal to the amount of data that the newcomer
that period is less than half the average number of nodes fuplly stores. Instead, the storage used by MSR codes id equa
over all time. TheMicrosoft PCs [28] trace is derived from to that of the storage used by hypothetical ideal erasures;od
hourly pings to desktop PCs within Microsoft Corporationand hence MSR codes’ space usage is proportional to the
The Skype superpeers[[3[7trace is based on application-levebandwidth used by ideal codes.
pings at 30-minute intervals to nodes in the Skype superpeefor example, from Figurgl 5(b) we can compare the strate-
network, which may approximate the behavior of a set gfies at their feasible points closest to unavailabilit§001,
well-provisioned endhosts, since superpeers may be edledte., four nines of availability. At these points, MSR code®
in part based on bandwidth availabilify [37]. Finally, trade about44% more bandwidth an@d8% less storage space than
of Gnutella peers [38]is based on application-level pings toHybrid, while MBR codes use aboBt7% less bandwidth and
ordinary Gnutella peers at 7-minute intervals. storage space than Hybrid. Additionally, these feasibliatpo

We next describe how we derivé and a from these give MSR and MBR codes somewhat better unavailability than
traces. It is of key importance for the storage system tdybrid (.000059 vs. 0.00018).
distinguish between permanent and transient failuresn@@fi One interesting effect apparent in the plots is that MSR
in Section[1V=A), since only the former requires bandwidtheodes’ maintenance bandwidth actuallgcreasesas the re-
intensive replacement of lost redundancy. Most systemsusdundancy factoR increases, before coming to a minimum and
timeoutheuristic: when a node has not responded to netwottken increasing again. Intuitively, while increasiRgncreases
level probes after some period of tinigit is considered to the total amount of data that needs to be maintained, forlsmal
have failed permanently. To approximate a storage systeriRsthis is more than compensated for by the reduction in
behavior, we use the same heuristic. Node availabilitis overhead. The expected maintenance bandwidth per unit time

D. Quantitative results



Trace Length Start Mean # i a
(days) date nodes up | (fraction failed per day)
PlanetLab 527 Jan. 2004 303 0.017 0.97
Microsoft PCs 35 Jul. 6, 1999 41970 0.038 0.91
Skype 25 Sept. 12, 2005 710 0.12 0.65
Gnutella 2.5 May, 2001 1846 0.30 0.38
TABLE |

THE AVAILABILITY TRACES USED IN THIS PAPER.
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Fig. 5. Availability-bandwidth tradeoff fok = 7 with parameters derived from each of the traces. The key)iraglies to all four plots.

is . use to clearly offset the added complexity that they add ¢o th
FMTRusr=f /\/lﬁ n-—+ (9) system? _ _ _ _ _
kn—k 1) Comparison with Hybrid:Compared with Hybrid, for a
It is easy to see that this function is minimized by selectinggiven target availability, minimum storage regeneratinges
one of the two integers closest to offer slightly lower maintenance bandwidth and storagel, @n
simpler system architecture since only one type of reducyan
Nopt =k + Vk* — k. (10) needs to be maintained. An important practical disadvantag

of using the Hybrid scheme is asymmetric design which can

cause the disk 1/0 to become the bottleneck of the system

during repairs. This is because the disc storing the fulicap

E. Qualitative comparison and generates the encoded fragments need to read the whole
In this section we discuss two questions: First, based gata object and compute the encoded fragment. _

the results of the previous section, what are the qualiativ However, MBR codes have at least two disadvantages. First,

advantages and disadvantages of the two extremal regmgpra‘ionsFrUCt'ng a new packe.t, or reconstructing the entire file

codes compared with the Hybrid coding scheme? Second,"§guires communcation with — 1 nodeH rather than one

our results affect the CondUSiQn of.Rodrigues an_d Liskd] [1 2The scheme could be adapted to connect to fewer thanl nodes, but
that erasure codes offer too little improvement in bandwvidthis would increase maintenance bandwidth.

which approaches a redundancy factoras k£ — oc.
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Fig. 6. Availability-bandwidth tradeoff fok = 14 with parameters derived from each of the traces.

(in Hybrid, the node holding the single replica). This addfilures in encoded systems and identified a tradeoff betwee
overhead that could be significant for sufficiently smallsfitg  storage and repair bandwidth.
sufficiently largen. Perhaps more importantly, there is a factor

dmer increase in total data transferredreadthe file, roughly  Certainly there are many issues that remain to be addressed
30% for a redundancy factoR = 2 andk = 7 or 13% for pefore these ideas can be implemented in practical systems.
R = 4, Thus, if the frequency that a file is read is sufficientlyn future work we plan to investigate deterministic designs
high andk is sufficiently small, this inefficiency could becomepf regenerating codes over small finite fields, the existence
unacceptable. Again compared with Hybrid, MSR codes offgf systematicregenerating codes, designs that minimize the
a simpler, symmetric system design and somewhat lowgferhead storage of the coefficients, as well as the impact of
storage space for the same reliability. However, MSR codggde dynamics in reliability. Other issues of interest Imeo
have somewhat higher maintenance bandwidth and like M$Bw CPU processing and disk 1/0 will influence the system
codes require that newcomers and data collectors connecpé&@formance, as well as integrity and security for the linea
multiple nodes. combination packets (s€e [39] for a related analysis fotern
Rodrigues et al.[[10] discussed two principal disadvamtistribution).
tages of using erasure codes in a widely distributed system:

coding—in particular, the Hybrid strategy—complicateg th  one potential application for the proposed regenerating
system architecture; and the improvement in maintenangsges is distributed archival storage or backup, which tigh
bandwidth was minimal in more stable environments, whighe yseful for data center applications. In this case, files ar
are the more likely deployment scenario. Regeneratingoggely to be large and infrequently read, making the draw-
address the first of these issues, which may make coding mgggks mentioned above less significant, so that MBR codes’
broadly applicable. symmetric design may make them a win over Hybrid; and
the required reliability may also be high, making them a win
over simple replication. In other applications (such asagie
system within fast local networks) the required storage may
We presented a general theoretic framework that can deecome important, and the results of the previous sectiow sh
termine the information that must be communicated to repdirat minimum storage regenerating codes can be useful.

V. CONCLUSIONS
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Proof: The key point is observing that the reconstructiomclude x”,’ and x:* in U. Then this cut(U,U) achieves
problem reduces exactly to multicasting on all the possib@&ll) with equality.
data collectors on the information flow graghTherefore, the ~ We now show that (11) must be satisfied for a#yformed
result follows directly from the constructive results inwwerk by addingd in-degree nodes as described above. Consider a
coding theory for single source multicasting; see the disimn data collector that connects to &-subset of “out-nodes”, say
of related works on network coding in SectibonI-B. ® {x{,, : i € I}. We want to show that any—¢ cut in G has

To apply Propositiofil1, consider an information flow grapbapacity at least
G that enumerates all possible failure/repair patterns dind a min{d.k)—1
possible data collectors when the number of failures/repai : . .
is bounded. This implies that there exists a valid regeimerat Z min{(d = )5, . (12)
code achieving the necessary cut bound (cf. Lefana 1), which ) . o .
can tolerate a bounded number of failures/repairs. In amott?!"C€ the incoming edges ofall have infinite capacity, we
paper[2], we present coding methods that construct determ?nly need to examine the cutg’, U) with s € U,
ist_ic regener.ating_codes that can tolerate infinite_ number o xi eTUViel. (13)
failures/repairs, with a bounded field size, assuming oinéy t
population of active nodes at any time is bounded. For thet C denote the edges in the cut, i.e., the set of edges going
detailed coding theoretic construction, please refefjo [2 from U to U.

We analyze the connectivity in the information flow graph Every directed acyclic graph has a topological sorting,(see
to find the minimum repair bandwidth. The next key lemme.qg., [40]), where a topological sorting (or acyclic ordeiis
characterizes the flow in any information flow graph, und@n ordering of its vertices such that the existence of an edge
arbitrary failure pattern and connectivity. from v; to v; impliesi < j. Let x!,; be the topologically first

Lemma 2:Consider any (potentially infinite) informationoutput node inl/. Consider two cases:
flow graphG, formed by having. initial nodes that connect o If x. e U, then the edge’ x.,, must be inC.

directly to the source and obtainbits, while additional nodes .+ If x! € U, sincex!, has an in-degree of and it is the
join the graph by connecting i existing nodes and obtaining topologically first node i, all the incoming edges of

=0

0 bits from eaclfl Any data collectort that connects to &- x} must be inC.
subset of “out-nodes” (c.f. Figufd 3) ¢f must satisfy: Therefore, these edges relatedxjg, will contribute a value
min{d,k}—1 of min{ds3, a} to the cut capacity.
mincus, ) > Y min{(d—i)B,a}. (11) _ Now consides,,, the topologically second output node in
i=0 U. Similar to the above, we have two cases:
Furthermore, there exists an information flow graph € o If X2, € U, then the edge? x2,, must be inC.

G(n, k,d,a, 3) where this bound is matched with equality.  « If x?, € U, since at most one of the incoming edges of
x2 can be fromx!,,, d — 1 incoming edges o, must
be inC.
Following the same reasoning we find that for thth node
(i =0,...,min{d, k} —1) in the sorted sel/, either one edge
of capacitya or (d — i) edges of capacity) must be inC.
Equation [(Tl) is exactly summing these contributions. W
From Lemma [, we know that there exists a
graph G* € G(n,k,d,a,3) whose mincut is exactly
Z;“:ig{d’k}_l min{(d — i)B,a}. This implies that if we
want to ensure recoverability while allowing a newcomer to
connect toany set of d existing nodes, then the following is
necessary conditifin

Fig. 7. G* used in the proof of lemmnia 2

Proof: First, we show that there exists an information rov?

graphG* where the bound(11) is matched with equality. This min{d,k}—1

graph is illustrated by Figufd 7. In this graph, there argay > min{(d—i)B,a} > M. (14)

n nodes labeled from 1 ta. Considerk newcomers labeled as i=0

n+1,...,n+k. The newcomer node + i connects to nodes Furthermore, when this condition is satisfied, we know any
n+i—d,...,n+i—1. Consider a data collectotthat connects graph inG(n, k, d, a, 3) will have enough flow from the source
to the lastk nodes, i.e., nodes + 1,...,n + k. Consider a tg each data collector. For this reason, we say

cut (U,U) defined as follows. For each € {1,...,k}, if

) . . — ! in{d,k}—1
a < (d —i)B, then we includex™’! in U; otherwise, we A
< (d=0)p out c= > min{(d—i)a} (15)
SNote that this setup allows more graphs than thosg(in, k, d, a, 3). In 1=0
a graph inG(n, k,d, o, 3), at any time there are active storage nodes and
a newcomer can only connect to the active nodes. In conirast,graphG 4This, however, does not rule out the possibility that the auiris larger

described in this lemma, there is no notion of “active node®l a newcomer if a newcomer can choose thkexisting nodes to connect to. We leave this
can connect to any existing nodes. as a future work.
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is the capacity for (n, k,d, «, 5) regenerating codes (whereNote from this expression th&l(«) is strictly increasing from
each newcomer can access any arbitrary sét wbdes). 0 to its maximum valuég + ... + br_1 as« increases from

Note that ifd < k, requiring anyd storage nodes to have0 to b,_;. To find the minimuma such thatC(a) > B, we
a flow of M will lead to the same condition (c.f{14)) assimply leta* = C™(B) if B <bg+...+ bp_1:

requiring anyk storage nodes to have a flow 8fl. Hence in B B < [0, kby)
such a case, we might as well gefasd. For this reason, in B2 o
. . . —0 B e (kbo,bo-ﬁ-(k-l)bﬂ
the following we assumd > k without loss of generality. . k—1
We are interested in characterizing the achievable trésledt ~— :
between the storage and the repair bandwidi)3. To derive k-2 ( k-2 k—1 }
. . . . B - obj, B T obi+ b b
the optimal tradeoffs, we can fix the repair bandwidth and 2= € (Xi=0 by +br-20 2

solve for the minimuma such that[(IK) is satisfied. Recall (24)

that v = df the total repair bandwidth, and the parametefsor; = 1,..., k—1, thei-th condition in the above expression
(n, k,d,a,~) can be used to characterize the system. We gge

interested in finding the whole region of feasible poifits~) B_ Zi_l b
and then select the one that minimizes storager repair ax = — == 7
bandwidth~. Consider fixing bothy and d (to some integer k—
value) and minimizex; izl i
for B e Z (k—i)bi1,» _bj+ (k—i—1)b;|
o (d, 7) min =« (16) =0 J=0
k-1 .
subject to: 3" min { (1 B é) %a} > M. Note from the definition of{b;} @) that

i=0 Z—lb B i—1 k—l—]

Now observe that the dependencedmust be monotone: Z 7T Z d v
J= Jj=0
a’(d+1,7) < a*(d, 7). (17) {(1 k—l)_i_i(i—l)}
= ? —

This is because*(d,~) is always a feasible solution for the d 2d

optimization fora*(d+1, ). Hence a larged always implies i 2d—-2k+i+1

a better storage—repair bandwidth tradeoff. 2d ’
The optimization[{(TI6) can be explicitly solved: We call the = vg(1),
solution, the threshold function*(d, ), which for a fixedd, and
is piecewise linear: _
M .
M v € [£(0),+00) Dbt (k—i—1)b
a*(d,vy) = & ) ) 18 —
() { Moatn e p-1), 1S
. 2d-2k+i+2 _ k—1—1
N A 2Md . . )
= 2ik —i? — i + 2k + 2kd — 2k>
0= G Dicoka—rrn 19 2k oiv 2k ,
(2d — 2k + i + 1)i 2d
N A -
g(i) = 5 . (200 _— i_,
(i)

The last part of the proof involves showing that the threghol

function is the solution of this optimization. To S|mpl|fy where f(i) andg(i) are defined in[{2)(3). Hence we have:

notation, introduce | o — Bk— g('z)’ for B e < 7B ’ﬁ}
bié(l—w)% fori=0,....k—1. (21) o fE=1)7 16
d The expression ofv*(d, ) then follows. [ |
Then the problem is to minimize subject to the constraint:
k—1
Zmin{bi, a}l > B. (22)
=0

The left hand side 0f{22), as a function @f is a piecewise-
linear function of«:

ko, a € [0, bo)
bo + (k — 1)0&, o € (bo, bl]
Cla) = ¢ . (23)
bo+...+br2+a, o€ (bp2,br 1]
bo+ ...+ bk_1, aE(bk_l,OO)
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