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Abstract

We study a layeredK-userM -hop Gaussian relay network consisting ofKm nodes in themth layer, where
M ≥ 2 andK = K1 = KM+1. We observe that the time-varying nature of wireless channels or fading can be
exploited to mitigate the inter-user interference. The proposed amplify-and-forward relaying scheme exploits such
channel variations and works for a wide class of channel distributions including Rayleigh fading. We show a general
achievable degrees of freedom (DoF) region for this class ofGaussian relay networks. Specifically, the set of all
(d1, · · · , dK) such thatdi ≤ 1 for all i and

∑

K

i=1
di ≤ KΣ is achievable, wheredi is the DoF of theith source–

destination pair andKΣ is the maximum integer such thatKΣ ≤ minm{Km} andM/KΣ is an integer. We show
that surprisingly the achievable DoF region coincides withthe cut-set outer bound ifM/minm{Km} is an integer,
thus interference-free communication is possible in termsof DoF. We further characterize an achievable DoF region
assuming multi-antenna nodes and general message set, which again coincides with the cut-set outer bound for a
certain class of networks.

Index Terms

Amplify–forward, degrees of freedom, interference mitigation, fading channel, multi-source relay network.

I. INTRODUCTION

CHARACTERIZING the capacity ofGaussian relay networksis one of the fundamental problems in network
information theory. However, for Gaussian relay networks,the signal transmitted from a node will be heard by

multiple nodes (broadcast) and a node will receive a superposition of the signals transmitted from multiple nodes
(interference) and there exist fading and noise, which makethe problem complicated. To overcome such difficulties,
simplified wireless network models have been developed in [1]–[6] that provide intuition towards an approximate
capacity characterization of single-source Gaussian relay networks [7], [22].

Unlike the single-source case, the capacity or an approximate capacity characterization ofmulti-source Gaussian
relay networksis very challenging since the transmission of other sessions acts as theinter-user interference. Due to
the interference, the multi-source extension from the results in [7], [22] is not straightforward. Recently, remarkable
progress has been made on multi-source problems in [8]–[12]and the references therein. It was proved in [9] that
the Han–Kobayashi scheme indeed achieves the capacity of the two-user Gaussian interference channel within one
bits/s/Hz. The capacity of theK-user Gaussian interference channel has been characterized in [10] as

K

2
log(P ) + o(log(P )) (1)

if channel coefficients are sufficiently independent and drawn from a continuous distribution, whereP denotes the
signal-to-noise ratio (SNR). To show the degrees of freedom(DoF) or capacity pre-log term ofK/2, the technique
of interference alignmentwas used, which minimizes the overall interference space byaligning multiple interfering
signals from unintended sources at each destination. The concept of interference alignment has also been used
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Fig. 1. Example of a two-user two-hop Gaussian relay network, whereSi andDi denote theith source and its destination respectively.

to characterize the DoF of theK-user multi-antenna Gaussian interference channel [11] and the X-network in
which each source has independent messages for all destinations [12]. Another alignment technique calledergodic
interference alignmenthas been proposed in [13] showing that, for a broad class of channel distributions, half of
the interference-free ergodic capacity is achievable for each user in theK-user Gaussian interference channel at
any SNR. Based on the inseparability of parallel interference channels [14], [15], the ergodic interference alignment
scheme jointly encodes messages over two specific channel instances to align the interference. A similar concept
has been also applied for the finite field case in [13], [16].

The interference can not only be aligned, but it can also becancelled or partially cancelledfor multi-hop
Gaussian relay networks. Assuming amplify-and-forward (AF) relays, each destination may receive multiple copies
of an interfering signal from different paths and potentially these copies can cancel each other through a suitable
choice of the amplification factors of relays. Reference [17] has shown that partial interference cancellation using
AF relays achieves the capacity of two-user two-hop Gaussian networks within a constant bit gap in some scenarios.
Also, the interference can be completely removed so that theoptimal DoF ofK is achievable forK-user two-hop
Gaussian networks if the number of relays is greater than or equal toK2 [18].

In this paper, we study layered multi-source multi-hop Gaussian relay networks. We observe that thetime-varying
nature of wireless channelsor fading can be exploited to cancel the interference. As a simple example, consider a
two-user two-hop Gaussian relay network in Fig. 1 in which

H1[t] =

[

1 1
−1 0

]

,H2[t] =

[

1 0
0 −1

]

(2)

for odd t and

H1[t] =

[

1 0
0 −1

]

,H2[t] =

[

0 −1
1 1

]

(3)

for event, whereHm[t] is themth hop channel matrix at timet. If odd and even time slots are used separately, each
source–destination (S–D) pair can only achieve1/2 DoF since there is no path between the first S–D pair for even
t and the second S–D pair for oddt. On the other hand, if the relays amplify and forward their signals with one
symbol delay, then the interference can be completely cancelled sinceH2[t+1]H1[t] becomes the identity matrix.
Hence every S–D pair can achieve one DoF simultaneously. We generalize this idea to multi-source multi-hop
Gaussian relay networks for a wide class of channel distributions including Rayleigh fading. The key ingredient
is to set appropriate delays in AF relaying at each layer suchthat overall channel matrices become diagonal
matrices with non-zero diagonal elements, which guarantees interference-free communication. Under this class of
channel distributions, we show an achievable DoF region of multi-source multi-hop Gaussian relay networks, which
characterizes the optimal DoF region if a certain conditionis satisfied. This improves upon our previous result that
showed a total ofK DoF is achievable forK-userK-hop networks withK relays in each layer whenK is even
and a similar technique has been proposed for linear finite field multi-hop networks (see the conference papers
[18], [19]). We further characterize an achievable DoF region of multi-source multi-hop Gaussian relay networks
with multi-antenna nodes and general message set, which is optimal for a certain class of networks.

This paper is organized as follows. In Section II, we explainthe underlying system model and define the DoF
region. In Section III, we state the main result of this paper, the DoF region of Gaussian relay networks. In Section
IV, we propose an AF relaying scheme and derive its achievable DoF region forK-userK-hop Gaussian relay
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TABLE I
SUMMARY OF NOTATIONS

A
T ( or aT ) Transpose ofA( or a)

A
†( or a†) Conjugate transpose ofA( or a)

‖A‖F ( or ‖a‖) Frobenius norm ofA( or a)
tr(A) Trace ofA
[A]ij (i, j)th element ofA
[A]i ith row vector ofA

diag(a1, · · · , an) Diagonal matrix satisfying
[diag(a1, · · · , an)]ii = ai

In n× n identity matrix
0n×m n×m all-zero matrix

real(a)( or imag(a)) Real (or imaginary) part ofa
|a| Absolute value ofa
a∗ Complex conjugate ofa
⌊a⌋ Floor of a (⌊a⌋ = max{x|x ≤ a, x ∈ Z})

card(A) Cardinality ofA
A×B Cartesian product ofA andB

networks. In Section V, we generalize this result toK-userM -hop Gaussian relay networks and show that it
characterizes the optimal DoF region if a certain conditionis satisfied. We conclude this paper in Section VI and
refer to Appendix I for the proof of the technical lemma and Appendix II for the proof of the result in Section IV
in which K is odd.

II. SYSTEM MODEL

In this section, we explain our network model and introduce encoding, relaying, and decoding functions. Based
on this model, we define the capacity region and the DoF region. Throughout the paper, we will useA, a, andA
to denote a matrix, vector, and set, respectively. Let

∏K
i=1Ai denoteAKAK−1 · · ·A1. The notations used in the

paper are summarized in Table I.

A. Gaussian Relay Networks

We study a layered Gaussian relay network in Fig. 2 consisting of M+1 layers withKm nodes in themth layer,
whereM ≥ 2. The nodes in the first layer and the last layer are the sourcesand the destinations, respectively. Thus
K = K1 = KM+1 is the number of S–D pairs. Let us denoteKmin = minm∈{1,··· ,M+1}{Km} and theith node in
themth layer as node(i,m), wherei ∈ {1, · · · ,Km} andm ∈ {1, · · · ,M + 1}. We assume full-duplex relays so
that all relays are able to transmit and receive simultaneously, but the results in this paper can be straightforwardly
applied for half-duplex relays by scheduling over hops.

Consider themth hop transmission in which the nodes in themth layer transmit and the nodes in the(m+1)th

layer receive. Letxi,m[t] denote the transmit signal of node(i,m) at time t andyj,m[t] denote the received signal
of node(j,m+ 1) at time t. Then the input–output relation of themth hop is given by

yj,m[t] =

Km
∑

i=1

hji,m[t]xi,m[t] + zj,m[t], (4)

wherehji,m[t] is the complex channel from node(i,m) to node(j,m + 1) at time t and zj,m[t] is the additive
noise of node(j,m+ 1) at time t. We assume thatzj,m[t]’s are independent and identically distributed (i.i.d.) and
drawn fromNC(0, 1). Each node should satisfy the power constraintP , i.e.,E(|xi,m[t]|2) ≤ P .

Let us denotexm[t] = [x1,m[t], · · · , xKm,m[t]]T andym[t] = [y1,m[t], · · · , yKm+1,m[t]]T , which are theKm × 1
dimensional transmit signal vector and theKm+1×1 dimensional received signal vector of themth hop, respectively.
Then themth hop transmission can be represented as

ym[t] = Hm[t]xm[t] + zm[t], (5)
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Fig. 2. Layered multi-source multi-hop Gaussian relay networks, whereSi andDi denote theith source and its destination respectively
andK = K1 = KM+1.

whereHm[t] is theKm+1 ×Km dimensional complex channel matrix of themth hop with [Hm[t]]ji = hji,m[t]
andzm[t] = [z1,m[t], · · · , zKm+1,m[t]]T is theKm+1 × 1 dimensional noise vector of themth hop.

In this paper, we assume time-varying channels such thathji,m[t]’s are i.i.d. drawn from a continuous probability
density functionfh(·). Hence,fHm[t](H) is given by

∏Km

i=1

∏Km+1

j=1 fh([H]ji), wherefHm[t](·) denotes the probability
density function ofHm[t]. We further assume that channel matrices areisotropically distributed, i.e., fHm[t](H) =
fHm[t](HU1) = fHm[t](U2H) for any unitary matricesU1 andU2. We assume that both transmitters and receivers
of the mth hop causally know the global channel state information (CSI) up to themth hop. That is, at timet0,
the nodes in themth layer know{H1[t], · · · ,Hm[t]}t0t=1 if m ≤ M and{H1[t], · · · ,Hm[t]}t0t=1 if m = M + 1.

Remark 1:The considered class of channel distributions includes i.i.d. Rayleigh fading in whichhji,m[t] follows
NC(0, 1).

Remark 2:The assumption of time-varying channels can be generalizedto block fading with coherence time
of T symbols as long as it is big enough such that CSI is available at all relevant nodes. We assumeT = 1 for
notational simplicity since our result does not explicitlydepend onT .

B. Problem Statement

Based on the network model, we define a set of lengthn block codes. LetWi be the message of theith source
uniformly distributed over{1, · · · , 2nRi}, whereRi is the rate of theith S–D pair. Then a(2nR1 , · · · , 2nRK ;n)
code consists of the following encoding, relaying, and decoding functions:

• (Encoding) Fori ∈ {1, · · · ,K}, the encoding function of theith source, or node(i, 1), is given byfi,1,t :
{1, · · · , 2nRi} → C such that

xi,1[t] = fi,1,t(Wi), (6)

wheret ∈ {1, · · · , n}.
• (Relaying) Form ∈ {2, · · · ,M} and i ∈ {1, · · · ,Km}, the relaying function of node(i,m) is given by
fi,m,t : C

t−1 → C such that

xi,m[t] = fi,m,t (yi,m−1[1], · · · , yi,m−1[t− 1]) , (7)

wheret ∈ {1, · · · , n}.
• (Decoding) Fori ∈ {1, · · · ,K}, the decoding function of theith destination, or node(i,M + 1), is given by
gi : C

n → {1, · · · , 2nRi} such that

Ŵi = gi (yi,M [1], · · · , yi,M [n]) . (8)

The probability of error at theith destination is given byPe,i = Pr(Ŵi 6= Wi). A rate tuple(R1, · · · , RK) is
said to beachievableif there exists a sequence of(2nR1 , · · · , 2nRK ;n) codes withPe,i → 0 asn → ∞ for all
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i ∈ {1, · · · ,K}. The capacity regionC is the closure of the set of all achievable rate tuples. In thesame manner
as for theK-user interference channel [10], we define the DoF region as

D =

{

(d1, · · · , dK) ∈ R
K
+

∣

∣

∣

∣

∣

∀(w1, · · · , wK) ∈ R
K
+ ,

K
∑

i=1

widi ≤ lim sup
P→∞

(

sup
(R1,··· ,RK)∈C

K
∑

i=1

wi
Ri

log P

)}

, (9)

wheredi is the DoF of theith S–D pair.

C. Multi-antenna and General Message Set

We also study a more general case in which each node is equipped with multiple antennas and each source has the
messages of all destinations. LetLi,m denote the number of antennas of node(i,m) andWg = {W11, · · · ,WKM+1K1

}
denote the set of allK1KM+1 messages, whereWji is the message from theith source to thejth destination and
K1 6= KM+1 in general. Let us denoteLm =

∑Km

i=1 Li,m andLmin = minm∈{1,··· ,M+1}

{

Lm

}

. Similar to Section
II-B, the capacity regionC(Wg) can be defined. The DoF region is defined as

D(Wg) =

{

{dji}Wji∈Wg
∈ R

K1KM+1

+

∣

∣

∣

∣

∣

∀{wji}Wji∈Wg
∈ R

K1KM+1

+ ,

∑

Wji∈Wg

wjidji ≤ lim sup
P→∞



 sup
{Rji}Wji∈Wg∈C(Wg)

∑

Wji∈Wg

wji
Rji

log P





}

, (10)

which is a simple extension of (9). Here,dji is the DoF from theith source to thejth destination.

III. M AIN RESULTS

Throughout the paper, we study the DoF region of the Gaussianrelay network. We simply state the main results
here and derive them in the remainder of the paper.

Theorem 1:Consider the Gaussian relay network. LetKΣ denote the maximum integer such thatKΣ ≤ Kmin

andM/KΣ is an integer. Then the set of all(d1, · · · , dK) satisfying

di ≤ 1 for i ∈ {1, · · · ,K}, (11)
K
∑

i=1

di ≤ KΣ (12)

is achievable.
Proof: We refer to Section V-A for the proof.

Corollary 1: Consider the Gaussian relay network. IfM/Kmin is an integer, thenD coincides with the DoF
region in Theorem 1, whereKΣ = Kmin.

Notice that Corollary 1 is the first result characterizing the optimal DoF region of multi-source multi-hop networks
in which M/Kmin is an integer. The DoF regionD in Corollary 1 coincides with the DoF region assuming perfect
cooperation between the relays in each layer and, thus, there is no penalty in DoF due to distributed relays. This
property can be used to characterize the DoF region of more general networks having multi-antenna nodes and
general message set. Fig. 3 plotsD of the3-user Gaussian relay network in whichM/Kmin is an integer. The sum
DoF increases asKmin increases and, in the end, each S–D pair can achieve one DoF simultaneously ifKmin = K.

Theorem 2:Consider the Gaussian relay network with multi-antenna nodes and general message set. LetLΣ

denote the maximum integer such thatLΣ ≤ Lmin and M/LΣ is an integer. Then the set of all{dji}Wji∈Wg
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Fig. 3. DoF regionD for the 3-user Gaussian relay network.

satisfying
K1
∑

i=1

dji ≤ Lj,M+1 for j ∈ {1, · · · ,KM+1}, (13)

KM+1
∑

j=1

dji ≤ Li,1 for i ∈ {1, · · · ,K1}, (14)

K1
∑

i=1

KM+1
∑

j=1

dji ≤ LΣ (15)

is achievable.
Proof: We refer to Section V-B for the proof.

Corollary 2: Consider the Gaussian relay network with multi-antenna nodes and general message set. IfM/Lmin

is an integer, thenD(Wg) coincides with the DoF region in Theorem 2, whereLΣ = Lmin.
Corollary 2 again characterizesD(Wg) if M/Lmin is an integer, which is the first result showing the optimal

DoF region for this class of networks. The DoF regionD(Wg) in Corollary 2 coincides with DoF region assuming
perfect cooperation between the relays in each layer. Fig. 4plotsD(Wg) of the 3-user Gaussian relay network in
which Wg = {W11,W22,W33}, Li,1 = Li,M+1 = 2 for i ∈ {1, 2, 3}, andM/Lmin is an integer.

IV. D OF REGION FORK-USERK-HOP NETWORKS

To prove the main results, we first study theK-userK-hop Gaussian relay network in whichKm = K for all
m. We propose an AF relaying scheme and derive its achievable DoF region. This result will be used to show a
general achievable DoF region in Section V. In this section,we will be dealing with the case thatK is even and
refer to Appendix II for oddK.

A. Opportunistic Interference Cancellation

As shown in the introduction, interference-free communication is possible for all S–D pairs if messages are
transmitted at timet1 to tK such that

∏K
i=1Hi[ti] becomes a diagonal matrix. The relays in each layer, however,

will have to wait forever in order to group a series of channelmatrices perfectly since channel coefficients vary
according to a continuous distribution. To resolve this problem, we first partition the entire channel space of each
hop into subsets based on the singular value decomposition (SVD) and then group a series of subsets overK hops.
Before describing our proposed scheme, we define the unordered SVD.

1) Unordered SVD:Let H ∈ Cm×m andUm = {A
∣

∣AA† = Im,A ∈ Cm×m} denote the set of allm × m

dimensional unitary matrices. First consider the ordered SVD So : H → (Uo,Σo,Vo) such thatUoΣoV
†
o = H.

Here,Uo is the left unitary matrix,Σo is the diagonal matrix with ordered singular values from thegreatest to the
least, andVo is the right unitary matrix.1 To make the ordered SVD unique, we assume that the first row ofUo

is real and non-negative [20].

1Singular values are distinct and positive with probabilityone under the considered class of channel distributions.
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Fig. 4. DoF regionD(Wg) for the3-user Gaussian relay network, whereWg = {W11,W22,W33} andLi,1 = Li,M+1 = 2 for i ∈ {1, 2, 3}.

From the ordered SVD, we define the unordered SVD by introducing two random matricesΘ andΓ. Define
S : H → (U,Σ,V) such that

S(H) , (UoΘΓ,ΓTΣoΓ,VoΘΓ), (16)

where(Uo,Σo,Vo) = So(H). Here,Γ is a permutation matrix that is set to be one ofm! possible permutations
with equal probability andΘ = diag(ejθ1 , · · · , ejθm), whereθi’s are i.i.d. and uniformly distributed over[0, 2π).
Hence, for any unitary matricesU, V and diagonal matrixΣ with [Σ]ii > 0, (U,Σ,V) can be an instance of
S(H) if UΣV† = H.

For a random matrixH ∈ Cm×m, let fS(H)(U,Σ,V) denote the joint probability density function ofS(H).
Since the total number of real dimensions ofUm is equal tom2 [20], fS(H)(U,Σ,V) is defined over a manifold
of 2m2+m real dimensions embedded in4m2 +m dimensional Euclidean space. LetfU(U), fΣ(Σ), andfV(V)
denote its marginal probability density functions, where(U,Σ,V) = S(H). Then the following lemma holds.

Lemma 1:Suppose thatH ∈ Cm×m is isotropically distributed. ThenfS(H)(U,Σ,V) = fU(U)fΣ(Σ)fV(V),

wherefU(·) = fV(·) =∏m
i=1

(i−1)!
2πi andfΣ(Σ) = fΣ(Γ

TΣΓ) for any permutation matrixΓ.
Proof: We refer to Appendix I for the proof.

In essence, for isotropically distributed channel matrices, the joint probability density function ofS(H) is given
by the product of its marginal distributions. It also shows thatfS(H)(U,Σ,V)’s are the same if their sets of singular
values are the same. This property will be used to show that the probabilities of a series of grouped channel subsets
are the same in Lemma 2 or asymptotically the same in AppendixII.

2) Channel space partitioning:Let us partition channel spaces of each hop. DefineBδ = {δk
∣

∣|k| ≤ α, k ∈ Z},
whereδ > 0 is the quantization interval andα ∈ Z+ is related to the number of quantization points. Then define
Qδ , {A ∈ CK×K

∣

∣ real([A]ij) ∈ Bδ, imag([A]ij) ∈ Bδ, 1 ≤ i, j ≤ K} and Iδ , {A ∈ diag(RK×1)
∣

∣[A]ii ∈
Bδ, [A]ii ≥ 0, 1 ≤ i ≤ K}, wherecard(Qδ) = (2α + 1)2K

2

andcard(Iδ) = (α+ 1)K .
For Uδ ∈ Qδ, defineQ(Uδ) , {A ∈ UK

∣

∣− δ/2 ≤ real([A]ij − [Uδ ]ij) < δ/2,−δ/2 ≤ imag([A]ij − [Uδ ]ij) <

δ/2, 1 ≤ i, j ≤ K}. For Σδ ∈ Iδ, defineI(Σδ) , {A ∈ diag(RK×1)
∣

∣− δ/2 ≤ [A]ii − [Σδ]ii < δ/2, 1 ≤ i ≤ K}.
Then, forUδ ∈ Qδ, Σδ ∈ Iδ, andVδ ∈ Qδ, define

S(Uδ,Σδ,Vδ) , Q(Uδ)× I(Σδ)×Q(Vδ). (17)

The following lemma shows that the probability thatS(Hm[t]) ∈ S(Uδ,Σ
(1)
δ ,Vδ) is equal to that ofS(Hm[t]) ∈

S(Vδ,Σ
(2)
δ ,Uδ) if the diagonal elements ofΣ(1)

δ is a permutation of those ofΣ(2)
δ .
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Lemma 2:Suppose thatH ∈ Cm×m is isotropically distributed. ForΣ(1)
δ ∈ Iδ andΣ

(2)
δ ∈ Iδ, if there exists

a permutation matrixΓ such thatΣ(2)
δ = ΓTΣ

(1)
δ Γ, thenPr(S(Hm[t]) ∈ S(Uδ ,Σ

(1)
δ ,Vδ)) = Pr(S(Hm[t]) ∈

S(Vδ,Σ
(2)
δ ,Uδ)) for all Uδ ∈ Qδ, andVδ ∈ Qδ.

Proof: We have

Pr(S(Hm[t]) ∈ S(Uδ,Σ
(1)
δ ,Vδ))

(a)
=

∫

U∈Q(Uδ)
fU(U)dU

∫

Σ∈I(Σ(1)
δ )

fΣ(Σ)dΣ

·
∫

V∈Q(Vδ)
fV(V)dV

(b)
=

∫

V∈Q(Vδ)
fV(V)dV

∫

Σ′∈I(Σ(2)
δ )

fΣ(Σ
′)dΣ′

·
∫

U∈Q(Uδ)
fU(U)dU

(c)
= Pr(S(Hm[t]) ∈ S(Vδ ,Σ

(2)
δ ,Uδ)), (18)

where(a) holds from Lemma 1,(b) is obtained by settingΣ′ = ΓTΣΓ whose Jacobian is one, and(c) holds since
fU(·) = fV(·) andfΣ(Σ) = fΣ(Γ

TΣΓ), which is the result of Lemma 1. In conclusion, Lemma 2 holds.
This lemma is crucially important because it will be used to show that the probabilities of grouped channel

subsets are the same. Otherwise, a constant fraction of channel instances remains unused and this may degrade
DoF.

3) Proposed AF relaying:First, we divide a block intoB + K − 1 sub-blocks having lengthnB for each
sub-block, wherenB = n

B+K−1 . The relay nodes in each layer will receive length-nB signals from the previous
layer and then amplify and forward them to the next layer withone sub-block delay. That is, each length-nB

signal transmitted by the sources is received by the destinations withK − 1 sub-block delay. Hence the number of
effective sub-blocks is equal toB and the overall rate is given by B

B+K−1Rk. As n → ∞, the fractional rate loss
1 − B

B+K−1 will be negligible because we can make bothnB andB large enough. Thus we omit the sub-block
index in describing the proposed scheme.

For m ∈ {1, · · · ,K}, define

Tm(Uδ ,Σδ,Vδ)

,
{

t
∣

∣S(Hm[t]) ∈ S(Uδ ,Σδ,Vδ), t ∈ {1, · · · , nB}
}

, (19)

which is the set of time indices of themth hop such thatS(Hm[t]) is in S(Uδ ,Σδ,Vδ). For transmission, each node
in themth layer will useN(Uδ ,Σδ,Vδ) time indices inTm(Uδ,Σδ,Vδ). The detailed procedure is as follows:

• (Encoding)
For all (Uδ ,Σδ,Vδ) ∈ Qδ ×Iδ ×Qδ, the sources transmit their messages with a standard Gaussian codebook
satisfying average powerP usingN(Uδ,Σδ,Vδ) time indices inT1(Uδ,Σδ,Vδ). If card(T1(Uδ,Σδ,Vδ)) <
N(Uδ ,Σδ,Vδ) for any (Uδ ,Σδ,Vδ), it declares an error.

• (Relaying form = {2, · · · ,K})
For all (Uδ ,Σδ,Vδ) ∈ Qδ×Iδ×Qδ, the nodes in themth layer amplify and forward their received signals that
are received duringTm−1(Vδ,P

TΣδP,Uδ) usingN(Uδ ,Σδ,Vδ) time indices inTm(Uδ,Σδ,Vδ), whereP =
[[01×(K−1), 1]

T , [IK−1,0(K−1)×1]
T ]T . Specifically,xm[tm] = γmym−1[tm−1], where tm ∈ Tm(Uδ,Σδ,Vδ)

and tm−1 ∈ Tm−1(Vδ,P
TΣδP,Uδ). Here,γm > 0 is the amplification factor of themth hop that should be

set to satisfy the power constraintP . If card(Tm(Uδ,Σδ,Vδ)) < N(Uδ ,Σδ,Vδ) for any (Uδ ,Σδ,Vδ), it
declares an error.

• (Decoding)
The destinations decode their messages from the received signals for all(Uδ,Σδ,Vδ) ∈ Qδ × Iδ ×Qδ .

Remark 3:Because ofΓ andΘ in (16), S(H) is random. Hence, in order to knowS(H) from H at relevant
nodes, the additional information aboutΓ andΘ should be shared by the nodes. Note that these information can
be shared with marginal overhead for block fading with big enoughT .
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For the proposed scheme, messages are transmitted through aseries of particular time indicest1 to tK such that

S(Hm[tm]) ∈
{

S(Uδ ,P
m−1Σδ(P

T )m−1,Vδ) for oddm,

S(Vδ,P
m−1Σδ(P

T )m−1,Uδ) for evenm.
(20)

Because of the permutation matrixP, the diagonal elements ofPΣδP
T is cyclic shifted from the diagonal elements

of Σδ. Hence, interference-free communication is possible as the quantization intervalδ converges to zero, which
will be proved in the next subsection.

Let E1,i denote the encoding or relaying error event andE2,i denote the decoding error event of theith S–D
pair. Notice thatE1,i occurs if card(Tm(Uδ ,Σδ,Vδ)) < N(Uδ,Σδ,Vδ) for any (Uδ ,Σδ,Vδ) or m. From the
union bound,P (nB)

e,i ≤ Pr(E1,i) + Pr(E2,i).

B. Achievable DoF Region

In this subsection, we derive the achievable DoF region of the proposed scheme. We will use the shorthand notation
P (Uδ ,Σδ,Vδ) to denotePr(S(Hm[t]) ∈ S(Uδ ,Σδ,Vδ)), which is valid sincePr(S(Hm[t]) ∈ S(Uδ,Σδ,Vδ))
is the same for allm andt. We first introduce the following lemma.

Lemma 3 (Csisźar and Körner): The probability that
∣

∣

∣

∣

1

nB
card(Tm(Uδ,Σδ,Vδ))− P (Uδ ,Σδ,Vδ)

∣

∣

∣

∣

≤ ǫ (21)

for all Uδ ∈ Qδ, Σδ ∈ Iδ, andVδ ∈ Qδ is greater than1− card(Qδ)
2 card(Iδ)/(4nBǫ

2).
Proof: We refer to Lemma 2.12 in [21] for the proof.

The following theorem shows that each S–D pair can achieve one DoF simultaneously ifM = K = Km. This
theorem will be used to prove Theorems 1 and 2 in Section V.

Theorem 3:Consider the Gaussian relay network in whichM = K = Km for all m. Then the set of all
(d1, · · · , dK) satisfying

di ≤ 1 for i ∈ {1, · · · ,K} (22)

is achievable.
Proof: We will prove the case whereK is even and refer to Appendix II for the proof of oddK. From Lemma

3, we setN(Uδ ,Σδ,Vδ) = max{⌊nB(P (Uδ ,Σδ,Vδ)− ǫ)⌋, 0}. Hence

Pr(E1,i) ≤
K(2α+ 1)4K

2

(α+ 1)K

4nBǫ2

≤ K2K34K
2

α5K2

4nBǫ2
, (23)

where we usecard(Qδ) = (2α+1)2K
2

, card(Iδ) = (α+1)K , and the union bound. ThenN(Uδ ,Σδ,Vδ) is equal
to N(Vδ,P

TΣδP,Uδ) becauseP (Uδ ,Σδ,Vδ) = P (Vδ ,P
TΣδP,Uδ), which is the result of Lemma 2. Hence,

the nodes in themth layer are able to amplify and forwardN(Vδ ,P
TΣδP,Uδ) received signals by using the time

indices inTm(Uδ,Σδ,Vδ) if E1,i does not occur.
Recall that messages are transmitted through a series of particular time indicest1 to tK satisfying (20). Then,

by letting

Hδ,m ,

{

UδP
m−1Σδ(P

T )m−1V
†
δ for oddm,

VδP
m−1Σδ(P

T )m−1U
†
δ for evenm,

(24)

Hm[tm] can be represented asHδ,m +∆m, where∆m is the quantization error matrix ofHm[tm] with respect to
Hδ,m. Sincexm[tm] = γmym−1[tm−1], the received signal vector of the last hop is given by

yK [tK ] =
(

K
∏

j=2

γj

)(

K
∏

j=1

(Hδ,j +∆j)
)

x1[t1] + zAF + zK [tK ], (25)
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where

zAF =

K
∑

j=2

(

K
∏

k=j

γk

)(

K
∏

k=j

(Hδ,k +∆k)
)

zj−1[tj−1] (26)

denotes the accumulated noise due to AF relaying. Let

SINRmin
i (Uδ ,Σδ,Vδ) , min

{∆m}K
m=1

{SINRi(yi,K [tK ])}, (27)

whereSINRi(yi,K [tK ]) is the signal-to-noise-and-interference ratio (SINR) of the ith destination assuming that
S(H1[t1]) ∈ S(Uδ ,Σδ,Vδ). Therefore, since each source uses a standard Gaussian codebook, an achievable rate
of the ith S–D pair is lower bounded by

Ri,δ ≥
1

nB

∑

(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

log(1 + SINRmin
i (Uδ ,Σδ,Vδ))N(Uδ ,Σδ,Vδ)

(a)

≥
∑

(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

log(1 + SINRmin
i (Uδ ,Σδ,Vδ))P (Uδ ,Σδ,Vδ)− ǫ′

∑

(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

log(1 + SINRmin
i (Uδ ,Σδ,Vδ))

(b)

≥
∑

(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

log(1 + SINRmin
i (Uδ ,Σδ,Vδ))P (Uδ ,Σδ,Vδ)

− 2K34K
2

ǫ′α5K2

max
(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

{log(1 + SINRmin
i (Uδ ,Σδ,Vδ))} (28)

with an arbitrarily small probability of decoding error, i.e., P
(

E2,i

)

→ 0 as nB → ∞, whereǫ′ = ǫ + 1/nB .
Here, (a) holds sinceN(Uδ,Σδ,Vδ) ≥ nB(P (Uδ ,Σδ,Vδ) − ǫ′) and (b) holds sincecard(Qδ) ≤ (2α + 1)2K

2

andcard(Iδ) ≤ (α+ 1)K . Let SINRi(Uδ ,Σδ,Vδ) be the SINR of theith destination assumingHm[tm] = Hδ,m,
which is a function ofUδ, Σδ, andVδ. Then,

max
(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

{log(1 + SINRmin
i (Uδ ,Σδ,Vδ))}

≤ max
(Uδ,Σδ,Vδ)

∈Qδ×Iδ×Qδ

{log(1 + SINRi(Uδ,Σδ,Vδ))}

≤ max
Σδ∈Iδ







log



1 +
(

K
∏

j=1

[Σδ]jj
)2
P











≤ log(1 + (δα)2KP ), (29)

where the first inequalilty holds sinceSINRmin
i (Uδ,Σδ,Vδ) is less than or equal toSINRi(Uδ ,Σδ,Vδ), the second

inequality holds from
∏K

j=1Hδ,j =
(

∏K
j=1[Σδ]jj

)

IK and assumingzAF = 0K×1 gives an upper bound on the

achevable rate, and the third inequality holds since|[Σδ]jj| ≤ δα.
Now we setδ = n

−1/(32K2)
B , α = n

1/(16K2)
B , andǫ = n

−1/3
B , which are functions ofnB. Then

δ = n
−1/(32K2)
B → 0 (30)

2K34K
2

ǫ′α5K2

log(1 + (δα)2KP )

= 2K34K
2

(n
−1/48
B + n

−11/16
B )

· log(1 + Pn
1/(16K)
B ) → 0 (31)

δα = n
1/(32K2)
B → ∞ (32)

K2K34K
2

α5K2

4nBǫ2
=

K2K34K
2

4
n
−1/48
B → 0 (33)

asnB → ∞. The first condition guarantees an arbitrarily small quantization error, the second condition guarantees
an arbitrarily small rate loss due to the randomness of channel realizations, the third condition is needed to use
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almost all channel instances for transmission, and the fourth condition guarantees an arbitrarily small probability
of encoding and relaying error.

Since we separately quantize the left unitary matrix, the singular value matrix, and the right unitary matrix, from
(20), S(Hm[tm]) converges to(Uδ,P

m−1Σδ(P
T )m−1,Vδ) for oddm and (Vδ,P

m−1Σδ(P
T )m−1,Uδ) for even

m as δ → 0. HenceHm[tm] converges toHδ,m, equivalently∆m converges to the all-zero matrix asδ → 0.
Therefore,

lim
δ→0

SINRmin
i (Uδ ,Σδ,Vδ)

≥
(
∏K

j=2 γ
2
j )
(
∏K

j=1[Σ]jj
)2
P

1 +
∑K

j=2

(
∏K

k=j γ
2
k

)

tr(Σ2)K−j+1
, (34)

whereΣ denotes the singular value matrix ofH1[t1]. Here, we uselimδ→0

(
∏K

j=1Hj[tj ]
)

=
(
∏K

j=1[Σ]jj
)

IK and

lim
δ→0

E
(

∣

∣[zAF ]i
∣

∣

2
)

= E





∣

∣

∣

∣

K
∑

j=2

(

K
∏

k=j

γk

)[

K
∏

k=j

Hk[tk]
]

i
zj−1[tj−1]

∣

∣

∣

∣

2




=

K
∑

j=2

(

K
∏

k=j

γ2k

)

∥

∥

∥

∥

[

K
∏

k=j

Hk[tk]
]

i

∥

∥

∥

∥

2

≤
K
∑

j=2

(

K
∏

k=j

γ2k

)

∥

∥

∥

∥

K
∏

k=j

Hk[tk]

∥

∥

∥

∥

2

F

≤
K
∑

j=2

(

K
∏

k=j

γ2k

)

K
∏

k=j

‖Hk[tk]‖2F

=

K
∑

j=2

(

K
∏

k=j

γ2k

)

tr(Σ2)K−j+1, (35)

where the first and second inequalities hold from‖[A]i‖ ≤ ‖A‖F and‖AB‖F ≤ ‖A‖F ‖B‖F , respectively. Finally,
we have

Ri = lim
nB→∞

Ri,δ ≥
∫

(U,Σ,V)
log

(

1 +
(
∏K

j=2 γ
2
j )
(
∏K

j=1[Σ]jj
)2
P

1 +
∑K

j=2

(
∏K

k=j γ
2
k

)

tr(Σ2)K−j+1

)

fU(U)fΣ(Σ)fV(V)dUdΣdV

= EΣ

(

log

(

1 +
(
∏K

j=2 γ
2
j )
(
∏K

j=1[Σ]jj
)2
P

1 +
∑K

j=2

(
∏K

k=j γ
2
k

)

tr(Σ2)K−j+1

))

(36)

is achievable with probability one.
Now consider an achievable DoF region. For anycl > 0 andcu > 0,

cl(log P )−1 ≤ ‖Hm[tm]‖2F ≤ cu log P (37)

with probability one asP → ∞. To satisfy the power constraintP , we setγ2m = (logP )−1 for m ∈ {2, · · · ,M}.
Then

E(|xi,m[tm]|2)
= (log P )−1E(|yi,m−1[tm−1]|2)
= (log P )−1E(|[Hm−1[tm−1]]ixm−1[tm−1] + zi,m−1[tm−1]|2)
≤ (log P )−1(‖Hm−1[tm−1]‖2FE(‖xm−1[tm−1]‖2) + 1).

(38)
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Consider the case wherem = 2. We haveE(|xi,2[t2]|2) ≤ (log P )−1(‖H1[t1]‖2FKP+1) sinceE(‖x1[t1]‖2F ) ≤ KP .
Hence, from (37),E(|xi,2[t2]|2) ≤ P with probability one asP → ∞. By applying the same analysis recursively,
we can show thatE(|xi,m[tm]|2) ≤ P for all m with probability one asP → ∞. Therefore, from (36) and
γ2m = (log P )−1 and by using the facts that

∏K
j=1[Σ]jj > 0 and tr(Σ2) = ‖H1[t1]‖2F ≤ cu log P with probability

one,di = limP→∞Ri/ log P = 1 is achievable with probability one for alli ∈ {1, · · · ,K}, which completes the
proof.

V. DOF REGION FORGENERAL NETWORKS

Based on the result in Section IV, we prove Theorems 1 and 2 andCorollaries 1 and 2.

A. DoF Region of Gaussian Relay Networks

In this subsection, we prove Theorem 1 and Corollary 1. First, consider the DoF region in Theorem 1. The DoF
region given by (11) and (12) has corner points(d∗1, · · · , d∗K) such that

∑K
i=1 d

∗
i = KΣ and d∗i ∈ {0, 1} for all

i ∈ {1, · · · ,K}. Hence, to achieve(d∗1, · · · , d∗K), only KΣ S–D pairs withd∗i = 1 participate in communication.
We can also chooseKΣ nodes in each of the remaining layers becauseKΣ ≤ Kmin ≤ Km. As a result, the reduced
network consists ofKΣ nodes in each layer. Then, we can apply the proposed scheme tothis reduced network
overM/KΣ times becauseM/KΣ is an integer. Hence one DoF is achievable for each of the correspondingKΣ

S–D pairs, where we use the result of Theorem 3. Therefore,(d∗1, · · · , d∗K) is achievable. Note that any point on
the dominant face can be achieved by time sharing between corner points. In conclusion, Theorem 1 holds.

Now consider Corollary 1. From the condition thatM/Kmin is an integer, we haveKΣ = Kmin. Hence, the
achievability is straightforward from Theorem 1. The converse can be shown from a simple cut-set outer bound.
Let us first consider the cut dividing theith source and the rest of nodes. Then the rate of theith S–D pair is upper
bounded byK × 1 single-input multiple-output (SIMO) capacity, which gives di ≤ 1 for i ∈ {1, · · · ,K}. From
the cut dividing the nodes up to themth layer and the rest of nodes,

∑K
i=1Ri is upper bounded byKm+1 ×Km

multiple-input multiple-output (MIMO) capacity. Hence weobtain
∑K

i=1 di ≤ min{Km,Km+1} and considering
all m ∈ {1, · · · ,M} gives

∑K
i=1 di ≤ Kmin. In conclusion, Corollary 1 holds.

B. Multi-antenna and General Message Set

In this subsection, we prove Theorem 2 and Corollary 2. First, consider the DoF region in Theorem 2. Assume a
specific order ofK1KM+1 messages inWg. We can sequentially allocate{dji}Wji∈Wg

according to this order and,
for a givendji, we can maximally allocate available DoF todji while satisfying (13) to (15). Then the resulting
{d∗ji}Wji∈Wg

is one of the corner points ofD(Wg). Since eachd∗ji is an integer, we can choosed∗ji antennas at
the ith source andd∗ji antennas at thejth destination and pair them asd∗ji virtual S–D pairs. As a result, we

can establish a total of
∑K1

i=1

∑KM+1

j=1 d∗ji virtual S–D pairs because{d∗ji}Wji∈Wg
satisfies (13) and (14). We can

also choose a total of
∑K1

i=1

∑KM+1

j=1 d∗ji antennas in each of the remaining layers because{d∗ji}Wji∈Wg
satisfies

(15) andLΣ ≤ Lmin ≤ Lm. The resulting reduced network consists of
∑K1

i=1

∑KM+1

j=1 d∗ji virtual S–D pairs with
∑K1

i=1

∑KM+1

j=1 d∗ji relays in each layer. Then we can apply the proposed scheme tothis reduced network over
M/LΣ times becauseM/LΣ is an integer. As a result, all virtual S–D pairs can achieve one DoF from the result
of Theorem 1, meaning that{d∗ji}Wji∈Wg

is achievable. Note that any point in the dominant face can beachieved
by time sharing between corner points, which completes the proof.

Consider Corollary 2. BecauseLΣ = Lmin, the achievability is straightforward from Theorem 2. The converse can
be shown from the cut-set outer bound. From the cut dividing the jth destination and the rest of nodes,

∑K1

i=1Rji

is upper bounded byLM × Lj,M+1 MIMO capacity, which gives
∑K1

i=1 dji ≤ Lj,M+1 for j ∈ {1, · · · ,KM+1}.
From the cut dividing theith source and the rest of nodes,

∑KM+1

j=1 Rji is upper bounded byLi,1 × L2 MIMO

capacity, which gives
∑KM+1

j=1 dji ≤ Li,1 for i ∈ {1, · · · ,K1}. Lastly, from the cut dividing the nodes up to the

mth layer and the rest of nodes,
∑K1

i=1

∑KM+1

j=1 Rji is upper bounded byLm × Lm+1 MIMO capacity, which

gives
∑K1

i=1

∑KM+1

j=1 dji ≤ min{Lm, Lm+1} for m ∈ {1, · · · ,M}. Hence, we have
∑K1

i=1

∑KM+1

j=1 dji ≤ Lmin. In
conclusion, Corollary 2 holds.
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VI. CONCLUDING REMARKS

A. Summary

In this paper, we study layeredK-userM -hop Gaussian relay networks. The proposed AF relaying exploits
channel fluctuation to cancel the inter-user interference and works for any isotropically distributed channel matrices
including i.i.d. Rayleigh fading. Under this class of channel distributions, we show a general achievable DoF region,
which characterizes the optimal DoF region ifM/Kmin is an integer. We further consider the DoF region of more
general networks with multi-antenna nodes and general message set. Our achievable DoF region again characterizes
the optimal DoF region ifM/Lmin is an integer.

B. Discussions

The proposed channel matching using the unordered SVD worksbasically for i.i.d. channel coefficients whose
channel matrices are isotropically distributed. Specifically, if we take anyKS × KS sub-channels at each hop,
the probability density functions of these sub-channels should be the same and isotropically distributed, where
KS ≤ Kmin. When channel coefficients are arbitrarily correlated, these conditions generally do not hold. However,
we can still apply the opportunistic interference cancellation. For this case, other channel matching may provide a
larger achievable DoF region than the proposed matching candepending on channel correlations.

In this paper, we consider opportunistic interference cancellation based on the AF relaying. Although the proposed
scheme achieves the optimal DoF region for a class of networks, if the number of S–D pairs is relatively greater than
the number of hops, then applying the interference alignment in [12] at each hop based on the decode-and-forward
relaying can provide a larger total DoF than the proposed scheme. Furthermore, compress-and-forward in [7], [22]
or compute-and-forward in [23] may also outperform the proposed scheme in finite SNR regime.

APPENDIX I
PROBABILITY DENSITY FUNCTIONS OFUNORDEREDSVD

In this appendix, we prove Lemma 1. LetfSo(H)(Uo,Σo,Vo) denote the joint probability density function of
So(H). Since the first row ofUo is real and non-negative,fSo(H)(Uo,Σo,Vo) is defined over2m2 real dimensions
[20]. Consider any unitary matricesU(1), U(2), V(1), V(2) and any diagonal matricesΣ(1), Σ(2) with distinct and
positive diagonal elements such thatΣ(2) = ΓTΣ(1)Γ for a permutation matrixΓ. We have

fS(H)(U
(1),Σ(1),V(1))

(a)
=

1

(2π)mm!
fSo(H)(U

(1)
o ,Σ(1)

o ,V(1)
o )

(b)
=

1

(2π)mm!J(Σ(1))
fH(U(1)Σ(1)V(1)†)

(c)
=

1

(2π)mm!J(Σ(1))
fH(U1U

(1)Σ(1)V(1)†U2)

(d)
=

1

(2π)mm!J(Σ(2))
fH(U(2)Σ(2)V(2)†)

(e)
= fS(H)(U

(2),Σ(2),V(2)), (39)

where(U(1)
o ,Σ

(1)
o ,V

(1)
o ) = So(U

(1)Σ(1)V(1)†) and

J(Σ) =
1

∏

i<j(λ
2
i − λ2

j)
2
∏m

i=1 λi
(40)

denotes the Jacobian fromH to So(H) [20] andλi is the ith largest singular value inΣ. Here,(a) holds since
the probability density function ofΘ in (16) is given byfΘ(Θ) = 1

(2π)m , Γ is set to one of them! candidates,

and the Jacobian fromS(H) to So(H) is one, (b) is obtained byU(1)
o Σ

(1)
o V

(1)†
o = U(1)Σ(1)V(1)†, (c) holds

for any unitary matricesU1 and U2, (d) holds by settingU1 = U(2)ΓTU(1)† and U2 = V(1)ΓV(2)† and
from the fact thatJ(Σ(1)) = J(Σ(2)), (e) holds by the same steps showing thatfS(H)(U

(1),Σ(1),V(1)) =
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S(H1[t1]) = (U,Σ,V)

S(H2[t2]) = (W,PΣP
T ,U)

S(H3[t3]) = (V,P2
Σ(PT )2,W)

(b)

S(H1[t1]) = (U,Σ,V)

S(H2[t2]) = (V,PΣP
T ,U)

S(H3[t3]) = (U,P2
Σ(PT )2,V)

(a)

Fig. 5. Channel grouping rules used for evenK (a) and oddK (b), where the quantization effect is ignored for simple explanation.

1
2m!J(Σ(1))fH(U(1)Σ(1)V(1)†). From (39),fS(H)(U,Σ,V) can be represented asfU(U)fΣ(Σ)fV(V), wherefΣ(Σ)

is given byfΣ(ΓTΣΓ) andfU(·) = fV(·) =∏m
i=1

(i−1)!
2πi since the volume ofUm is given by

∏m
i=1

2πi

(i−1)! [20]. In
conclusion, Lemma 1 holds.

APPENDIX II
DOF REGION FORK-USERK-HOP NETWORKS IN WHICHK IS ODD

In this appendix, we prove that Theorem 3 holds for oddK, whereK ≥ 3. The DoF region in Theorem 3 is
trivially achievable ifK = 1. For intuitive explanation, consider the case in whichK = 3. If we apply the same
channel grouping rule used for evenK as shown in Fig. 5. (a), then messages are transmitted through a series of
particular time indicest1 to t3 such that

H3[t3]H2[t2]H1[t1] =
(

3
∏

i=1

[Γ]ii

)

UV†, (41)

which is in general not a diagonal matrix. Hence we apply the channel grouping rule as shown in Fig. 5. (b). Then

H3[t3]H2[t2]H1[t1] =
(

3
∏

i=1

[Γ]ii

)

I3 (42)

and interference-free communication is possible. However, the channel space partitioning ofUK used for evenK
cannot guarantee that the probabilities of grouped channelsubsets are the same. To guarantee the same probabilities
of grouped channel subsets, different partitioning methodof UK is proposed in this appendix.

We first introduce the quantization of a unitary matrix in thenext two subsections and explain the channel
space partitioning method and grouping rule. Then we analyze its achievable DoF region. We will use asymptotic
relationships between two sequences{f(n)} and {g(n)}. We write f(n) ≤̇ g(n) if lim supn→∞f(n)/g(n) ≤ 1
andf(n)

.
= g(n) if lim infn→∞f(n)/g(n) = lim supn→∞f(n)/g(n) = 1.

Quantization of Hypersphere

Let Rm = {a
∣

∣‖a‖ = 1,a ∈ Rm×1}, wherem ≥ 2. Then consider the quantization ofr ∈ Rm. We first divide
the set of angles defined in the hypersphere coordinates. Fori ∈ {2, · · · ,m − 1}, defineδi(k1, · · · , ki−1, δ1) =

δ1∏
i−1
j=1 cos(kjδj)

, where0 < δ1 < 1 andkj ∈ Z. For i ∈ {1, · · · ,m− 2}, define

Ji(k1, · · · , ki)
= [(ki − 1/2)δi + π/2, (ki + 1/2)δi + π/2), (43)

where|ki| ≤ ⌊ 1
δi
arccos(δ

1/(2(m−2))
1 )⌋ − 1. Define

Jm−1(k1, · · · , km−1)

= [(km−1 − 1/2)δm−1 + π, (km−1 + 1/2)δm−1 + π), (44)
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wherekm−1 ∈ Z and |km−1| ≤ ⌊ π
δm−1

⌋ − 1. From now on,(k1, · · · , km−1) will be assumed to be in the range
specified above.

Let us define a quantized vectorr̂(k1, · · · , km−1) = [r̂1, · · · , r̂m]T , where

r̂i =





i−1
∏

j=1

sin(kjδj + π/2)



 cos(kiδi + π/2) (45)

for i = {1, · · · ,m− 2},

r̂m−1 =





m−2
∏

j=1

sin(kjδj + π/2)



 cos(km−1δm−1 + π), (46)

and

r̂m =





m−2
∏

j=1

sin(kjδj + π/2)



 sin(km−1δm−1 + π). (47)

Then denoteJ (m)(r̂(k1, · · · , km−1)) = J1(k1) × J2(k1, k2) × · · · × Jm−1(k1, · · · , km−1). For r ∈ Rm, the
quantizer∆m is defined such that∆m(r) = r̂(k1, · · · , km−1) if there exists(k1, · · · , km−1) satisfying r ∈
J (m)(r̂(k1, · · · , km−1)), otherwise it declares an error. We show that the following properties hold as the quanti-
zation intervalδ1 converges to zero, which will be used to prove Lemma 5.

Lemma 4:Suppose thatδ1 is a function ofn such thatδ1(n) → 0 asn → ∞. Then the following properties
hold:

1) If r is uniformly distributed overRm,

Pr(∆m(r) = r̂(k1, · · · , km−1))
.
=

(δ1(n))
m−1Γ(m/2 + 1)

mπm/2
(48)

for any (k1, · · · , km−1), whereΓ(·) denotes the Gamma function.
2) If r is uniformly distributed overRm, Pr(limn→∞ ‖r−∆m(r)‖ = 0) = 1.

Proof: Consider the first property. Sincer is uniformly distributed overRm, Pr(r ∈ J (m)(r̂)) is given as the
volume ofJ (m)(r̂) divided by the volume ofRm. Then

vol(J (m)(r̂))

.
=

(

m−1
∏

i=1

δi

)(

m−2
∏

i=1

(sin(kiδi + π/2))m−1−i

)

= δm−1
1 , (49)

where
∏m−2

i=1 (sin(kiδi + π/2))m−1−i is the Jacobian of the volume of the hypersphere. ThereforePr(∆m(r) =

r̂)
.
= δm−1

1 Γ(m/2+1)
mπm/2 , where we usevol(Rm) = mπm/2

Γ(m/2+1) [20].
Consider the second property. From the facts that

max
ki

{kiδi} .
=

π

2
for i ∈ {1, · · · ,m− 2},

max
km−1

{km−1δm−1} .
= π, (50)

we have
∑

k1,··· ,km−1

vol(J (m)(r̂(k1, · · · , km−1)))
.
= vol(Rm) (51)

and, as a result, the outage probability tends to zero asn increases.
Assume no outage from now on. Letr = [r1, · · · , rm]T and∆m(r) = [r̂1, · · · , r̂m]T . First consider the case

wherem ≥ 3. From |ki| ≤ 1
δi
arccos(δ

1/(2(m−2))
1 ) in (43), cos(kiδi) ≥ δ

1/(2(m−2))
1 , wherei ∈ {1, · · · ,m− 2}. By

applying this inequality in the definition ofδi, we haveδi ≤ δ
1−(i−1)/(2(m−2))
1 for i ∈ {1, · · · ,m − 1}. From the

hyperspherical coordinates, we also have

dr1 =
∂(cos φ1)

∂φ1
dφ1, (52)
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dri =

i
∑

j=1

∂(sin φ1 · · · sinφi−1 cosφi)

∂φj
dφj (53)

for i ∈ {2, · · · ,m− 1}, and

rm =

m−1
∑

j=1

∂(sinφ1 · · · sinφm−2 sinφn−1)

∂φj
dφj , (54)

which gives|dri| ≤
∑i

j=1 |dφj | for i ∈ {1, · · · ,m−1} and|drm| ≤∑m−1
j=1 |dφj |. Therefore|ri− r̂i| ≤̇

∑i
j=1 δj ≤

(i− 1)δ
1−(i−1)/(2(m−2))
1 ≤ (m− 1)

√
δ1 for i ∈ {1, · · · ,m− 1}. Similarly, |rm − r̂m| ≤̇ ∑m−1

j=1 δj ≤ (m− 1)
√
δ1.

This meanslimn→∞ ‖r −∆m(r)‖ = 0 n → ∞. The second property also holds form = 2 since |r1 − r̂1| ≤̇ δ1
and |r2 − r̂2| ≤̇ δ1 for this case. In conclusion, Lemma 4 holds.

Quantization of Unitary Matrix

From the hypersphere quantizer, we recursively quantizeU ∈ Um. First consideru ∈ Cm×1 with ‖u‖ = 1. Similar
toJ (m)(r̂), we can defineJ (2m)(û) in them dimensional complex space. Then∆2m(u) = û quantizesu by treating
it as a2m dimensional real vector. Letu = [u1, · · · , um]T . Fori ∈ {1, · · · ,m−1}, we define them×m dimensional
matrix Ti(u) such that[Ti(u)]11 = a∗

i√
|ai|2+|ui+1|2

, [Ti(u)]1(i+1) =
u∗

i+1√
|ai|2+|ui+1|2

, [Ti(u)](i+1)1 = −ui+1√
|ai|2+|ui+1|2

,

[Ti(u)](i+1)(i+1) =
ai√

|ai|2+|ui+1|2
and set the rest of diagonal elements as ones and the rest of off-diagonal elements

as zeros. Here,a1 = u1 and ai ∈ R+ is the first element of(
∏i−1

j=1Tj(u))u for i ∈ {2, · · · ,m − 1}. Then
defineT(u) =

∏m−1
i=1 Ti(u). Note thatT(u)u = [1,01×(m−1)]

T becauseT(u) is a unitary matrix. The quantizer
∆m×m : U → Û is defined as follows:

• SetU′
1 = U.

• For i ∈ {1, · · · ,m},
Let u′

i denote the first column vector ofU′
i.

Quantizeu′
i such that∆2(m−i+1)(u

′
i) = û′

i if there existsû′
i satisfyingu′

i ∈ J (2(m−i+1))(û′
i), otherwise

declare an error.
If i ∈ {1, · · · ,m − 1}, set U′

i+1 as T(u′
i)U

′
i by removing the first column and the first row vectors of

T(u′
i)U

′
i.

2 That is,

T(u′
i)U

′
i =

[

1 01×(m−i)

0(m−i)×1 U′
i+1

]

. (55)

End.
• Set∆m×m(U) = Û = [û1, · · · , ûm], whereû1 = û′

1 and

ûi = T†(û′
1) · · · [0, [T†(û′

i−2)[0, [T
†(û′

i−1)[0, û
′T
i ]T ]T ]T (56)

for i ∈ {2, · · · ,m}.

By using Lemma 4, we show that the following lemma holds as thequantization intervalδ1 converges to zero.
These properties will be used to prove Theorem 3 for oddK.

Lemma 5:Suppose thatδ1 is a function ofn such thatδ1(n) → 0 asn → ∞. Then the following properties
hold:

1) If U is uniformly distributed overUm,

Pr(∆m×m(U) = ∆m×m(V))

.
=

(

m
∏

i=1

(δ1(n))
2(m−i)+1

)(

m
∏

i=1

(i− 1)!

2πi

)

(57)

for anyV ∈ Um such that∆m×m(V) exists.

2HereT(u′
i) is the (m− i+ 1)× (m− i+ 1) dimensional matrix.
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2) If U is uniformly distributed overUm,

Pr( lim
n→∞

‖U−∆m×m(U)‖F = 0) = 1. (58)

Proof: Consider the first property. From the first property of Lemma 4,

Pr(∆m×m(U)= ∆m×m(V))

.
=

m
∏

i=1

δ
2(m−i)+1
1 Γ(m− i+ 2)

2(m− i+ 1)πm−i+1

=

(

m
∏

i=1

δ
2(m−i)+1
1

)(

m
∏

i=1

(i− 1)!

2πi

)

. (59)

Let U = [u1, · · · ,um] and∆m×m(U) = [û1, · · · , ûm]. Since∆2m(u1) = û1, from the second property of Lemma
4, û1 → u1 with probability one asn → ∞. Then consideru2 and û2 satisfying∆2(m−1)(u

′
2) = û′

2, where
T(u1)u2 = [0,u′T

2 ]T andT(û1)û2 = [0, û′T
2 ]T . Here,T(u1)u2 = [0,u′T

2 ]T is obtained from (55) andu′
1 = u1

andT(û1)û2 = [0, û′T
2 ]T is obtained from (56) and̂u′

1 = û1. SinceT(·) is a continuous function and̂u1 → u1

with probability one,T(û1) → T(u1) with probability one asn → ∞. From the second property of Lemma 4,
û′
2 → u′

2 with probability one. By using these two facts, we have

û2 = T(û1)
†[0, û′T

2 ]T → T(u1)
†[0,u′T

2 ]T = u2 (60)

with probability one asn → ∞. By applying the same analysis recursively, we can show thatPr(limn→∞ ‖U −
∆m×m(U)‖F = 0) = 1. In conclusion, Lemma 5 holds.

DoF Region for OddK

In this subsection, we prove that Theorem 3 holds for oddK. We will briefly describe the differences from the
proposed scheme for evenK in Section IV. First, we quantize unitary matrices by using the quantizer described
in the previous subsection. Based on the new quantizer, we can defineQδ andQ(Uδ) as in Section IV, where, we
again useQδ andQ(Uδ) notations for notational convenience. Specifically,Qδ is the set of all quantization points
of ∆K×K(A) for A ∈ UK andQ(Uδ) is the set of allA ∈ UK satisfying∆K×K(A) = Uδ, whereUδ ∈ Qδ.
Then we can modify Lemma 2 as follows: Suppose thatδ1 is a function ofn such thatδ1(n) → 0 asn → ∞. For
Σ

(1)
δ ∈ Iδ andΣ(2)

δ ∈ Iδ, if there exists a permutation matrixΓ such thatΣ(2)
δ = ΓTΣ

(1)
δ Γ, then

Pr(S(Hm[t]) ∈ S(U(1)
δ ,Σ

(1)
δ ,V

(1)
δ ))

(a)
= Pr(Um[t] ∈ Q(U

(1)
δ )) Pr(Σm[t] ∈ I(Σ(1)

δ ))

· Pr(Vm[t] ∈ Q(V
(1)
δ ))

(b).
= Pr(Um[t] ∈ Q(U

(2)
δ )) Pr(Σm[t] ∈ I(Σ(2)

δ ))

· Pr(Vm[t] ∈ Q(V
(2)
δ ))

=Pr(S(Hm[t]) ∈ S(U(2)
δ ,Σ

(2)
δ ,V

(2)
δ )) (61)

for all U(1)
δ ,U

(2)
δ ,V

(1)
δ ,V

(2)
δ ∈ Qδ, whereS(Hm[t]) denotes(Um[t],Σm[t],Vm[t]). Here,(a) holds from Lemma

1, (b) holds sinceUm[t] andVm[t] are uniformly distributed overUK (Lemma 1) and from the first property of
Lemma 5.

Second, we apply the different channel grouping by modifying the relaying of the proposed scheme in Section
IV as follows:

• (Relaying form = {2, · · · ,K})
For all (Uδ ,Σδ,Vδ) ∈ Qδ×Iδ×Qδ, the nodes in themth layer amplify and forward their received signals that
are received during∪U′

δ∈Qδ
Tm−1(Vδ ,P

TΣδP,U′
δ) usingN(Uδ,Σδ,Vδ) time indices inTm(Uδ ,Σδ,Vδ).

If m = K, it is also satisfied that these signals are received during∪V′
δ∈Qδ

T1(V′
δ, (P

T )K−1ΣδP
K−1,Uδ) at

the first hop.
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Similar to (20), messages are transmitted throught1 to tK such that

S(Hm[tm]) ∈ S(Uδ,m,Pm−1Σδ(P
T )m−1,Vδ,m), (62)

whereUδ,1 = Vδ,2,Uδ,2 = Vδ,3, · · · ,Uδ,K−1 = Vδ,K , andVδ,1 = Uδ,K . Hence interference-free communication
is again possible if the quantization intervalsδ andδ1 converge to zero.

Then almost the same proof for evenK in Theorem 3 can be applied for oddK. We briefly explain the differences.
Let Pmin(Σδ) = minUδ∈Qδ,Vδ∈Qδ,Γ∈QΓ

P (Uδ,Γ
TΣδΓ,Vδ), whereQΓ denotes the set of all permutation matrices.

SetN(Uδ ,Σδ,Vδ) = max{⌊nBPmin(Σδ)− ǫ, 0⌋}. SinceN(Uδ ,Σδ,Vδ) is the same for allUδ ∈ Qδ,Vδ ∈ Qδ,
andΓ ∈ QΓ, every transmit signal can be delivered to the final destinations if E1,i does not occur. Because of
the different quantization of unitary matrices,card(Qδ) ≤ (2πδ1 )

2K2

since the number of points ofki used in (43)
and (44) is less than or equal to2πδ1 . Then by settingδ1 = α−1, we havecard(Qδ) ≤ (2π)2K

2

α2K2

. For even

K, card(Qδ) ≤ (2α + 1)2K
2 ≤ 32K

2

α2K2

was used. Henceδ = n
−1/(32K2)
B , α = n

1/(16K2)
B , and ǫ = n

−1/3
B

again satisfy the conditions (30) to (33). Lastly, asnB → ∞ (equivalently,δ1 → 0 and δ → 0), P (Uδ,Σδ,Vδ)
is asymptotically the same for allUδ ∈ Qδ ,Vδ ∈ Qδ, andΓ ∈ QΓ and the quantization errors converge to zero
with probability one, where we use the first and second properties of Lemma 5. Therefore, we can derive the same
equation as in (36). In conclusion, Theorem 3 holds for oddK.
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