Low-Density Graph Codes for Coded

Cooperation on Slow Fading Relay Channels

Dieter Duyck, Joseph J. Boutros, and Marc Moeneclaey

Abstract

We study Low-Density Parity-Check (LDPC) codes with itematdecoding on block-fading (BF)
Relay Channels. We consider two users that employ codedecatipn, a variant of decode-and-
forward with a smaller outage probability than the latten dutage probability analysis for discrete
constellations shows that full diversity can be achievely avhen the coding rate does not exceed a
maximum value that depends on the level of cooperation. \ileala new code structure by extending
the previously published full-diversity root-LDPC codegsijned for the BF point-to-point channel,
to exhibit a rate-compatibility property which is necegséor coded cooperation. We estimate the
asymptotic performance through a new density evolutioryaisaand the word error rate performance
is determined for finite length codes. We show that our codsstraction exhibits near-outage limit
performance for all block lengths and for a range of codingsaup to 0.5, which is the highest

possible coding rate for two cooperating users.
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channels.
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. INTRODUCTION

When communicating over fading channels, Word Error Rat&R)Vperformances as well
as power savings are dramatically improved through traindiversity, i.e., transmitting signals
carrying the same information over different paths in tifinequency or space. Recently, a new
network protocol calledCooperative Communicatigd 1], [26], [32], [40], [41] yields transmit
diversity using single-antenna devices in a multi-useriremmnent by taking advantage of the
broadcast nature of wireless transmission.

The most elementary example of a cooperative network is ¢lteey rchannel, introduced by
van der Meulen [31]. In a relay channel, a relay helps the cuin transmitting its data
to a destination by relaying the messages sent by the soordékas the received energy at
the destination is increased. This relay channel can bergizexl to a cooperative Multiple
Access Channel (MAC) [26], where two users transmittingadat a single receiver cooperate
by alternately being the relay for the other user, as inditan Fig.[l. Further generalization to

more users is possible, but this will not be discussed harsifoplicity.

User 1
Destination

User 2

Fig. 1. A Cooperative Multiple Access Channel (MAC). Arrolsstween two nodes illustrate that both nodes communicate
between each other.

A challenging channel model is the BF [3] frequency non-sele Single-Input Single-Output
(SISO) channel. When the fading gain is constant over a coakand no cooperation is used,
the resulting word error rate curve (displaying the lodamitof the error rate versus the average

signal-to-noise ratio (SNR) in dB) has the same high-SNIResks for uncoded transmission: the
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corresponding diversity ortﬁequals one. The potential diversity increase brought byewaive
techniques allows to save much transmit energy at a givem eate. BF channels are a realistic
model for a number of channels affected by slowly varyingrfgcand flat fading is assumed in

order to isolate the effect of cooperative diversity.

The specific task of the relay is determined by the strateggrotocol. In the case Decode
and Forward (DF), the relay first decodes and then re-encthidesnessage before sending it
to the destination. A variant of DF is coded cooperation, nehtee relay decodes the message
received from the source, and then transnaslitional parity bits of the message, resulting in
a more spectral efficient strategy [22], compared to a f@uit DF protocol. Instead oENR
accumulation(logarithmic rise of mutual information with received pawieom the relay) at the
destination, we geinformation accumulatior{linear rise of mutual information with received
power from the relay) [46]. It has been shown in [23] that thetage probability [3], [33] of
coded cooperation for half-duplex BF channels is smallantfor repetition-based protocols.
Moreover, the concept of coded cooperation can be used ire momplex strategies, such
as Amplify-Decode-Forward [2], where the relay can choosevben DF and AF. So finally,
replacing the decode-and-repeat part in any protocol lsyntlwire intelligent “information adding”
strategy improves the outage probability performance. A®m@sequence, constructing a near-
outage channel code for a coded cooperation scenario saauit competitive error-correcting

code in terms of error-rate performance vs. SNR for a givéa ka

Up till now, coded cooperation has mainly been implementsidgirate-compatible convo-
lutional codes [22]. The main drawback of these codes is ti@tWER increases with the
logarithm of block length to the powet whered is the diversity order [6], [7]. The WER of
practical near-outage codes should be independent of tok kéngth in order to approach the
outage probability limit [16], [17]. The solution is to usapacity-achieving codes, for example
LDPC codes [36]. LDPC codes designed for the special casecobperative channel have been
reported for the Gaussian channel by Razaghi and Yu [34], 488 by Chakrabarti et al. [9].

Here, diversity order is defined as the ratio of the high-SN#pes of the error rate curves of the considered system and
of the uncoded system, respectively. Alternatively, diitgrorder can be defined as the slope of the error-rate cuntbeo

considered system. The diversity depends on the fadingdisinbution in the latter definition, but not in the formeefahition.
Both definitions are equal in the case of Rayleigh fading.
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For the block-fading channel however, there is still a lalamear-outage LDPC code. Hu et
al. [20] also designed LDPC codes for the Gaussian relayraiawhereafter they applied this
random LDPC code to a BF relay channel. Unfortunately, asemdode does not perform very
well on a BF relay channel, because it has not the structueehgeve full diversity, as shown
by Boutros et al. [5] and as will be explained in the rest of plager.

In Sectior ll, this paper analyzes the outage probabibtytfinary phase shift keying (BPSK)
modulations and derives a coding rate limitation that iseseary for the protocol to have diversity
two, valid for all discrete alphabets. Deriving a code sinue for coded cooperation will be
treated in the second part of the paper. The aim of coded catpe is to send a codeword over
two independent fading paths and the relay must be able tmdéeafter receiving the first part of
the codeword. An error-correcting code must thereforelekhivo properties: full-diversity and
rate-compatibility. This paper derives a new code strgcsatisfying both properties. Often [13]—
[15], perfect source-relay channels are assumed whenrdegigrror-correcting codes. These
codes can be extended immediately to codes for cooperatsterss with non-perfect source-
relay channels using the proposed rate-compatible steiftom this paper. We also determine
density evolution equations to obtain a lower bound on theRMIE the LDPC ensemble. The
density evolution analysis can also be used to optimize #ugges distributions, which will be

discussed briefly, but this is not the topic of the paper.

Channel-State Information (CSI) is assumed at the dec¥deiconsider half-duplex devices,
assuming that simultaneously receiving and transmittisiig éh the same frequency-band is too
complicated due to the limited isolation of directional ptars. In addition, we also restrict the
protocol to be orthogonal since we transmit at low rates (we Binary Phase-Shift Keying
(BPSK)). The proposed code construction can neverthelesssed in more complex non-

orthogonal protocols, where one can achieve more codingiganigh-rate scenarios [1].

[I. SYSTEM MODEL AND NOTATION

As mentioned in the introduction, the devices are half-dyphnd users transmit in non-
overlapping time slots. The transmission of a codeword gaoized in two frames which
constitute one block. We denote the transmission of user = 1,2, in framem, m = 1,2,

by X.. The pair(C,,C,2) denotes the codeword of user In the first frame of a block,

March 28, 2011 DRAFT



each user broadcasts the first part of its encoded data tothiee wser and to the destination.
In the second frame, users either cooperate or send addifpamity bits related to their own
information message, depending on whether they are ablecnde the transmissions in the first
frame. The decoding failure is detected by the relaying w&era Cyclic Redundancy Check
(CRC) code or any other intelligent detection scheme. Theee4 cases to be distinguished, as
summarized in Fid.12: in case 1, both users have successfetlyded the information from the
other user; in case 2, none of the users has been able to démoadormation from the other
user; in case 3 (case 4), only user 2 (user 1) has succesgadbded the information from the
other user. Methods are known allowing the destination teadewhich of these 4 cases has

occurred [21].

Frame 1 Frame 2 Frame 1 Frame 2

Userll Xx,,=0, X15=Chy Userl Xi;=0Ci, Xi2=0C1p

User 2 Xo1=091 Xoo=0Chs User 2 X9y = CZJ Xoo =049

(a) Case 1. Both interuser transmissions are successfully (b) Case 2. Both interuser communications failed. Each

decoded. Each user cooperates in the second frame. user sends its own parity bits in the second frame.
Frame 1 Frame 2 Frame 1 Frame 2

Userl X;;=0Ch, Xip=0C Userl X;,=0Chy Xio=0Cop

User 2 Xo1=Cay Xoo=C User 2 Xo1 =0y Xoo=Chp

(c) Case 3. User2-to-Userl communication failed. In the (d) Case 4. Userl-to-User2 communicatino failed. In the
second frame, user 1 sends its own parity bits and user 2 second frame, user 2 sends its own parity bits and user 1
cooperates with user 1. cooperates with user 2.

Fig. 2. The 4 cases encountered in coded cooperation agd Ediove.

A codeword will consequently be split over 2 frames. We cdesicodewords to have a total
length equal taV binary digits, whereV = N; + Ny, and V; and N, denote the length of the
first and second part of the codeword. We define the level gpeation,, as the ratiaVy/N.

We denote the transmitter of a frame, which can be user 1 ar2jdey s and the receiver of

a frame, which can be user 1, user 2 or the destination;. bjransmitted symbols of user 1
will be denotedz,[i] wherei is the symbol time index; € {1,..., N}. Similarly, transmitted
symbols of user 2 are denoted|:|. The transmitted symbols are chosen from a BPSK alphabet,
zs[i] € {1,—1}. Received symbols will be denoted,[i| for received symbols from transmitter

s to receiverr. The received symbol is given by
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Ysr [Z] = OspTs [Z] + 2 M? (1)

wherez, [i] ~ N(0,0?) are independent noise samples andec R* is the Rayleigh distributed
fading gain between senderand receiver, with normalized second order momeRfn? ] = 1.
The fading coefficienty,, is assumed to be constant during 2 frames. Note that thisnehan
model is memoryless [10] and satisfies the channel symmetngiton, p(y.[i]|as, xs]i] =

1) = p(—ysr|i]|asr, xs]i] = —1). Each terminal is transmitting at a constant enery per symbo
E,, which is related to the energy per information i by £, = R.E, (BPSK). The total

energy per information bit-to-noise ratio is specified By/ Nj.

We focus on binary LDPC code3 N, K], with block length N, dimensionk’, and coding
rate R. = K/N. Regular LDPC ensembles are characterized by the(gait.), whered, is the
maximum bitnode degree anf] is the maximum checknode degree. Irregularity is introduce
through the standard polynomial$z) and p(x) [38]:

d de
Azx) = Z N p(x) = Z pir' L.
i=2 i=2

where \(z) and p(z) are the left and right degree distributions from an edge peative. In
Sectior[Y the polynomials(z) and j(x), which are the left and right distributions from a node

perspective, will also be adopted:

dy de
AMz) = Z Nt plx) = Z pir L
i=2 i=2

In this paper, not all bit nodes and check nodes in the Tanreghgwill be treated equally.
To elucidate the different classes of bit nodes and checlesycal compact representation of the
Tanner graph, adopted from [8] and also known as protogreplresentation [42], will be used.
In this compact Tanner graph, bit nodes and check nodes dfaime class are merged into one

node.
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Definition 1 The diversity order attained by a codkeis defined as

where P, is the word error rate after decoding.

Definition 2 An error-correcting code is said to have full diversitydi= N,,, where N, is the

number of cooperating users.

Notice that the above definition assumes Rayleigh diseibwingle antenna channels. Ac-
cording to the blockwise Singleton bound [25], [30], the iogdrate for ann-order full-diversity

code is upper bounded b¥...... = 1/n. Hence, in a 2-user scenario we get< 0.5.

[I[l. OUTAGE PROBABILITY ANALYSIS

The word error rate of practical systems is, in the limit abblock length, lower bounded

by theinformation outage probability
Pout = P(I(O@V) < R)7

whereI(«, ) is the instantaneous mutual information as a function ofréatefading gaina
and average SNR, v = f;—o = # whereF; is the symbol energy. This definition remains valid
for a channel model as described [ih (1), but thers the set of fading gains over a codeword
and~ is the set of average received SNRs. The rats the spectral efficiency of a user, only
taking into account its timeslots, hence not the averagetspeefficiency. The diversity order
of the outage probability limit is the same as the order ma¢taiby a full-diversity channel code
[16]. It is our aim in this paper to approach the outage prditatimit for a range of values
of the spectral efficiencyk. Since we use BPSK signaling, the spectral efficieRcis identical

to ..

The outage probability analysis of coded cooperation witlbaussian alphabet has been
made in [23]. Here, the analysis considers BPSK signaleagihg to an important conclusion

in Corollary[1 at the end of this section. The stated corgliaralso valid for larger discrete

2This is, in our opinion, necessary for a fair comparison leetmultiple user networks with a different number of users.
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alphabets.
The average mutual information of a SISO channel with rexkisignaly, conditioned on the

channel realizatiom, is determined by the following well-known formula [44]:

[(X;Y]a) = 1—Eyp {log2 (1 +exp [_02_?2/0‘]) } , )

whereEy |, is the mathematical expectation ovérgivena. The outage event of a point-to-point

link is defined by the mutual information of that link beings$ethan its transmission rate. The
outage events, of the relay channel is determined by a specific region in théidimensional
space of instantaneous signal-to-noise ratios. Next, we thie exact definition of’, for coded

cooperation with BPSK modulation. We shorten the notafiQi;; Y;|«;;) to I;;.

Proposition 1 In coded cooperation for a two-user MAC with BPSK signalihg, outage event
E, related to user 1 is expressed as follows:

a | R R
Eo :) -<112 > m) ﬂ (IQl > _—

R R R
U [12<1T N I21>1T ﬂ<[1d(4)<m)}7
where
-2
12 b 1 —Eyay, {10g2 (1 + exp [M} ) } , 3)
012
—2
Iy 2 1 —Ey|ay, {1og2 (1 + exp {%} ) } , (4)
21

and wherel,,(1) is I, in casei. For each of the cases considered in Hg. 2, the mutual
information I;; can be calculated as follows:

Case 1:

Ild(l) C__) 1= (1 - 5) EI}Y\oqd {10g2 (1 + exp |:_2y172dald:|>}

T14

—2
— B Eylay, {log2 (1 + exp {7‘1/22‘1&2"1} ) } . (5)
924
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Case 2:

c -2
Na(2) 21— Eyay, {logz (1 + exp [“—;““D} : ®)
14
Case 3
c -2
Na(3) 21— (1= ) Eyay, {log2 (1 + exp {%’;7;0‘“] ) }
1d
_ —2(y')(alq + 034)%>
B Ey oy gasy {log2 (1 + exp { o202, + o202, ) @)
r_ (a1qy1d + @24y24)
Vai,+ag,
Case 4:
c -2
Na(4) 21— Eya,, {logz (1 + exp [@“—;“”D} : ®)
T1d
Proof:
a) is the union of four events associated to the four casesidemred in Fig[ 2. Each

case ink, involves the intersection with an outage event where thauatubformation
between a user and the destination is below the Ratexcept for case 4, where only
the first frame is dedicated to user 1.
b) follows directly from [(2).
C) uses the fact that the two frames in a block behave as pb@dlussian channels whose
capacities add together. Of course, both frames timeshtineeainterval, which gives
a weight to each capacity term [10, Section 9.4], [43, Sachdl.4].
(@  follows from maximum ratio combining [43] at the destilma during the second frame.
[
The outage probability is obtained by integrating the jpirttbability distributiorp(aqz, a1, a4, aog)

over the volume defined b¥,:

Py = /// p(a12704217051d7042d) dajadagdaggdogg.

Just as for the Gaussian modulation, there is only one freserpeter3 because? and+y are fixed
by the protocol and the physical environment. Hence, givem&y, one can optimize the value

of 5. For example, notice that for a low-SNR interuser chanie,dutage probability improves
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while taking 5 smaller than0.5 due to the enhanced protection of the source-relay channel.
On the other hand, & smaller than0.5 results in lower achievable coding rates, as proved in
Corollary[1. The optimization off, as already undertaken in [23] for Gaussian modulations, is
not within the subject of this paper.

There is an important conclusion to draw from the analysiPrmip.[1:

Corollary 1 In coded cooperation over a block-fading channel for thes2ruMAC with a
cooperation level3, transmitting at a coding rate greater than njih (1 — 3)) renders a single

order diversity.

Proof: A necessary condition for coded cooperation to achievediukrsity over a block-
fading channel, is that it achieves full diversity over a &oErasure Channel (BEC) [27],
because a BEC is an extremal case of a block-fading chanmeilviiVshow that this condition
is not satisfied for coding rates greater than (fiiril — 3)). In a BEC, the fading gain takes
two possible valueg0, +oco}. An outage event on a point-to-point channel is defined by the
fading gaina being zero. As a consequence, the possible values of the BRf#city on a
BEC are confined to zero or one. Hence, for the two-user MAE, ttutual information/,,
related to case 1 belongs {a, 5, (1 — 3),0}. A double diversity order is equivalent to stating
that two outage events are necessary to lose the transrodtesivord. Take the scenario where
the userl-to-destination channel has fading gain zero la@diser2-to-destination channel has
fading gainco. In this scenario, the mutual informatidry, is equal tos. All coding rates higher
than g will limit the diversity order of the outage probability tane, since only one channel in
outage is enough to lose the codeword. From a similar reagpitiis shown thatk. must be
smaller than(1 — ). This corollary is also valid for signaling strategies witth constellation
points. [ |

In the sequel, if not otherwise stated, we assume a rate ¢gual = % From Corollany[1,
we know that the level of cooperation must at least belong ®|;, 2]. We stress on the fact
that the proposed code construction is very flexible in patamns such as the block length and
the coding rate. We will usg = 0.5 throughout this paper, which allows the broadest range of
coding rates according to Corolldry 1. We illustrate thishe numerical results by showing the

WER performance of an LDPC code whose coding fateapproached /2.
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V. FULL-DIVERSITY LOW-DENSITY CODING FOR CODED COOPERATION

Codewords in coded cooperation are split over 2 frames. Tisé fiart of a codeword,
transmitted during the first frame should protect inforrmaton the noisy source-relay channel.
Consequently, a channel code, compatible with two distratés is to be devised. In non-
cooperative communications, this property is known as-catapatibility where parity bits of
higher rate codes are embedded in those of lower rate coflgsTHe advantage is that all codes
can be encoded/decoded using a single encoder/decoder.

Rate-compatibility in the context of LDPC codes was firstodtuced by Li et al. [29] and Ha et

al. [18] and further elaborated for example in [45]. Two teicues have been used: puncturing
and extending. A fraction of parity bits of a mother code dobé punctured to obtain higher
rate codes. However, the resulting rate range is limitechbiee the deletion of too many bits
has a negative effect on decoding via belief propagationoff@in a more dynamic range in

rates, the technique of extending has been used. The exteissmade by adding extra parity
bits as illustrated in Fid.13, where the overall code is thtersection of two constituent codes

defined byH, and H, padded with zeros on the right.

Frame 1 Frame 2
i 1p 2p

H, 0 0

Hy

Fig. 3. Parity-check matrix of a rate-compatible LDPC cotiéamed by the extension of higher rate codes. Symbols dite sp
into three classeg: for the information bits,1p and 2p for two classes of parity bits. The classeand 1p are transmitted by
the source in frame 1. Parity bi& are transmitted in the second frame, for example by the rafi@y successful decoding of
the first frame.

For simplicity, we only used the technique of extending tquae rate-compatibility, but this
may be further optimized by combining puncturing and extegdia known techniques [18],
[29], [45].
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A. Full-diversity LDPC codes

In coded cooperation, 4 cases occur depending on the suaicdss transmission in the first
frame. In each of the cases, the destination has other kejHood ratios at the input of the
decoder. In the following proposition, we will show that & sufficient to guarantee that the

decoder at the destination achieves full diversity in case 1

Proposition 2 In coded cooperation on a cooperative MAC, a catattains full diversity, if

and only if full diversity is attained in case 1.

Proof: The WER after decoding’, can be split as follows

4
P.= P(case JP(e|case J. (9)

i=1
The probability that a certain case occurs, depends on tteess of decoding two point-to-point

channels, so that it is easy to derive that:

C
P = (1—=)(1-- 10
(case 1 = ( 7)( 7) (10)
Pcase 3 = (5)(5) (11)
T
c,  C
P = (1-2)(= 12
(case 3 = ( 7)(7) (12)
C C
P = (=)(1—-), 13
(case 4 (7)< 7) (13)
wherec is a positive constant. To have ,Y% the following conditions apply:
P(elcase 1 %, (14)
P(e|case 2 « 1, (15)
P(e|case 3 %, (16)
P(e|case 4 % (17)

Egs. (1), [(IB) and(17) are automatically satisfied, so thatonly nessecary and sufficient
condition is [I#). [
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Due to Propositionl2, we will assume in the following anadytkie occurrence of case 1 where
the transmission on the interuser channel in the first fraasebeen successful and both users
are cooperating in the second frame. Full-diversity codinga relay channel must cope with
block erasures. Consider the coding structure plotted gn[Ei If all parity bits2p are erased
due to deep fading in frame 2, then the decoder should be lpalpetrieve information bits
1 thanks toH; and possibly recomput2p thanks toH,. Unfortunately, under deep fading in
frame 1, a structure with a randomly generafégd as in Fig[ B, cannot guarantee the retrieval
of the information bits througlt/,. The aim of this section is to explain hot, can be tuned

in order to have full diversity for any left and right degrestdbution and for any block length.

To the destination, it appears as if one source has sentdsa@od over a point-to-point BF
channel in case 1. Therefore, we take the constituent cofiteedeby H, to be a full-diversity
LDPC code (referred to as root-LDPC code) as constructeddutrBs et al. in [8], [5] for non-
cooperative single-antenna channels with two or more tadiates per codeword. The Tanner
graph notation for the root-LDPC code is given in Hifj. 4. Thistation is essential for the

analysis because we seek full diversity under iterativeodimgy. Full diversity of a root-LDPC

-

AN . . .
/ Information node transmitted in frame 1,
\ connected to a rootcheck.

Parity node transmitted in frame 1.

Parity node transmitted in frame 2.

g2, Information node transmitted in frame 2,
e connected to a rootcheck.

Check node.

Fig. 4. Notation for the Tanner graph of a full-diversity LORode.

structure is created hyotchecksa special type of checknodes in the Tanner graph. As shown in
Fig.[3, the root and the leaves of this special checknode tibalong to the same frame. When
the rootbit is in frame 1, the leavebits are in frame 2, an@ wiersa. Using the limiting case of
a Block-Erasure Channel, it is easy to verify that a rootbileétermined via its rootcheck when

its own frame is erased. The complete root-LDPC structureuil after splitting information
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ST TR
LB LB

Fig. 5. Two types of rootchecks. On the left-hand side, thethid belongs to frame 1 and the leavebits belong to frame 2.
The symmetric case where channel states are switched ismshiothe right-hand side.

bits into two classes, denotdd and 2i, and parity bits into two classes, denoted and 2p.
The checknodes are cut into two classes dengtednd 443. The classesc¢c and 4¢ consist
of rootchecks for information bit§: and 2: respectively. The complete root-LDPC structure
including all types of nodes is illustrated in Figs. 6 ddd BoRhecks are translated into two

identity matrices (or permutation matrices in generaljdaghe parity-check matrix in Fid] 7.

T awel

3c

=

4c

==

Z awel

Fig. 6. Tanner graph of a full-diversity LDPC code of length and rate%. This compact graph representation has been
adopted from [8], [5], it is also known as protograph représiéon [42]. The integers labeling the edges of the Tanmaply
indicate the degree of a node along those edges for a redBr root-LDPC code. The binary elements are split into four
classes of eaclf’gi bits. The checknodes are cut into two classes}othecks.

The proof of full-diversity for block-Rayleigh fading camliound in [8]. Note that the diversity
order of the root-LDPC code does not depend on the right dardefree distributions. For

3The checknode notatioh: and 2¢ is reserved forH; in the cooperative code as described in the next subsection.
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simplicity, we only showed a regular (3,6) structure in f@g.

,,,,,,,,,, Framel = Frame2
1i 1p 2i 2p
E _
! 1
O H2L HQp 3c
1
1
! 0
Hy; Hlp 1 4c
L 1 1

Fig. 7. Parity-check matrix of a rat§ root-LDPC code.

Note that although this code is natural for the point-toapd8F channel, it isn't for the
cooperative MAC. The source is sending only half of its infation bits to the relay, who is
supposed to decode all the information bits. This soundstestintuitive and we are the first to
apply this concept in cooperative communications. AltHoitgs counter-intuitive, it is necessary
to achieve full diversity with iterative decoding, as expkd above.

For asymptotic code lengths, multi-edge type messagesagade in the root-LDPC graph
[39]. One has to choose between two different root-LDPC maiées. If we refer to the Tanner
graph in Fig[6, the two ensembles are distinguished aswsli¢i) The first ensemble is built
by two random edge permutations (edge interleavers) comgegc to (2i, 2p) and4c to (14,
1p) respectively. This is equivalent to the random generatibtwo low-density matricesHs;,
H,,) and (Hy;, Hyp) in the parity-check matrix shown in Figl 7. (ii) The secombsemble is
built by four random edge permutatioBgs— 2i, 3¢ — 2p, 4¢ — 17, and4c — 1p. In the root-LDPC
parity-check matrix, this is equivalent to building segelathe four submatricesls;, Hs,, Hi;,
and H,,. For simplicity reasons, mainly in the density evolution§)Danalysis, we adopt the
first root-LDPC ensemble as part of the full-diversity co@tiee code proposed in the next

subsection.

B. Rate-compatible full-diversity LDPC codes

The difference with [8] is that our code construction mugketanto account the protocol of

coded cooperation, i.e., the 4 different cases, to perfoath @n this channel. Furthermore, the
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optimized degree distributions of our code constructioti e different from [8], because of
the multi-edge type structure [39] of this code constructibhe structure of an LDPC ensemble
for coded cooperation is derived by joining the rate-contyay property and the full-diversity
property. The global parity-check matrix is obtained by enhdting the root-LDPC matrix (Fig.
[7) into the rate-compatible matrix (Figl. 3). This leads tcaagmmetric code where classmay
have a higher coding gain than class Therefore, we propose an extension to the “extending”
technique, due to the fact that we split the information bigr two frames, which is a new
phenomenon. To get a balanced structure, we replace thepadded/; by the direct sum of
two rate R; codes defined by{,, and H,, as illustrated in Fid.18. Thus, the constituent cddle
protects bitsli and 1p via extra parity bitg)]. Similarly, in the second frame, extra parity bits
ph, are generated fror and2p. The bottom of the global parity-check matrix simply inohsd
the root-LDPC structure, connectinty ( 1p) to (24, 2p). For simplicity we can assume that,,

and H,, belong to the same rai®, random LDPC ensemble, defined by the degree distributions
(A1(x), p1(x)). Hence, if the degree distribution of the root-LDPCJs (), p2(z)), we refer to
the rate-compatible root-LDPC (RCR-LDPC) a$)a(x), p1(x), A\a(z), p2(x)) code. The Tanner
graphs of a regulaf3, 9, 3,6) LDPC code and an irreguldi; (), p1(z), A\2(x), p2(x)) code are
shown in Figs[® an@10. Since we guarantee full diversityavimot-LDPC with a fixed rate

%, the global coding rate of the RCR-LDPC code observed at éséirthtion iskR,. = %. As a

consequence, the global coding rdtecan be easily varied througR; and is upper limited by

Frame 1 Frame 2
B e >
1i 1p 7} 2i 2p P
Hy, 0 0 0 1c
0 0 0 H, 2c
1
1
1 0 0 Hy; Hy, 0 3c
1
1
1
Hyi Hy, 0 1 0 0 4c
1

Fig. 8. Parity-check matrix of a RCR-LDPC code for coded @vafion. The upper coding rate associated#iq and H;,

is Ry = £, the bottom root-LDPC coding rate i and the overall coding rate B. = £t = 1.
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Fig. 9. Tanner graph of a regulds,9,3,6) RCR-LDPC code for coded cooperation. We see that the avdiagiegree is
d, = 5 and the average check degreelis= % which results inR, =1 — % = 1.

RN
4
T
=
Q
3
®
= RN
4
RN
4
T
=
2
D RN
N 4

Fig. 10. Tanner graph of an irregular RCR-LDPC code for codeaperation. The binary elements are split into six classes
pi andp} of each"=2Y pits and1i, 1p, 2i, and2p of each 1Y bits. The checknodes are cut into four classes ¥
checks.

Due to the identity matrices inside the parity-check matniew polynomialsiz(x) appear in

Fig.[10 in the connectionsi — 4c and2: — 3¢, as illustrated in Fig. 1.
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Fig. 11.  Transition from a traditional representation, relsterized by an edge distribution polynomialz), towards a
representation where one edge per bitnode is isolatedtiresith a new degree distributioh(z).

Proposition 3 In a Tanner graph with a left degree distributior{x), isolating one edge per

bitnode yields a new left degree distribution describedrm/molynomiaﬁ(x):

3 _ 1 21 1 )\Z(l—l)/’t
Mo =N e = R (18)

Proof: Let us defineTyi; as the number of edges connected to a bithode of degree
Similarly, the number of all edges is denot&g;. From Sectiori_ 1l, we know thai(z) =
Zfig Nz~ expresses the left degree distribution, whiyés the fraction of all edges in the
Tanner graph, connected to a bitnode of degre®o finally \; = % A similar reasoning can
be followed to determine\;:

:
IS
|
=
=

=

e

BEs
|

B

&

Y26 -1)

a) Zj %Tbit is equal to the number of edges that are removed which is equtie
number of bits.

b) ATyt is equal to the number of edges connected to a bit of degree

In Section V¥, we will also use (), which is defined similarly as ().

Proposition 4 Consider a(Ai(x), p1(x), A\a(x), p2(x)) RCR-LDPC code for coded cooperation
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transmitted on a 2-user block-fading cooperative MAC. Tharder iterative belief propagation
decoding, the RCR-LDPC code has full diversity.

Proof:
Let A?,7=1...d.— 1 denote the input log-ratio probabilistic messages to alcimted of
degreed.. The output messagk® for belief propagation is [37]

de—1 Aa
A€ = 2th™! th( =
(I (3)).

where ti{z) denotes the hyperbolic-tangent function. Superscriptnd e stand fora priori
andextrinsic respectively. To simplify the proof, we show that the suiopl min-sum decoder
yields a diversity ordeR. For a min-sum decoder, the output message produced by kndtkr

® is now

de—1

A® = min (A7) T sign(A?)

=1

An information bit of classl: of degreed, hasAy = 20“0—29 whereA is the log-likelihood ratio
coming from the likelihoog(y.q|?). It also receivesl, messages\;,i = 1...dy andAs;, i =
1...dp, dy = dy; + dye, from its neighbouring checknodes in the constituent cddgsand H,
respectively. The tota posteriorimessage correspondingids A = A0+Zf§1 Aﬁ,ﬁzglfl A5 .
In [8] it is proven that full-diversity is achieved if and gnif A behaves asa?; + ba3,, where
a,b> 0.

The addition onffl Ag,; cannot degrade the error probabilfy(1i) because the convolution
with the density of messages frof, can only physically upgrade the resulting density. Thus,
it is sufficient to prove that message, + fol A3, exhibits full diversity, i.e., behaves as

ac?, + baZ,;, which is proven in [8]. |

V. DENSITY EVOLUTION ON THE BLOCK-FADING RELAY CHANNEL

Richardson and Urbanke [36], [37] established that, if thack length is large enough,

(almost) all codes in an ensemble of C(%Ibehave alike, so the determination of the average

“The ensemble of all LDPC-codes that satisfy the left degisteilnution A () and right degree distributiop(z) is considered.
The ensemble is equipped with a uniform probability disttidn.
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behavior is sufficient to characterize a particular codealsigin. This average behavior converges
to the cycle-free case if the block length augments and itbmafound in a deterministic way

through density evolution (DE). The evolution trees repnt¢she local neighborhood of a bithode
in an infinite length code whose graph has no cycles, henaamimg messages to every node

are independent.

A. Interuser channel

To determine the density of messages propagating in théengrthe constituent codé/,

the following notation is used:

d’(x) = density of message from a bitnode to
a checknode in the thiteration
ps-(x) = density of the likelihood of
the source-relay channel.
Let X; ~ pi(z) and X, ~ po(x) be two independent real random variables. The density ifumct
of X; + X, is obtained by convolving the two original densities, venittasp, (x) ® po(z). The

notationp(x)®™ denotes the convolution ¢f(x) with itself n times.

Let X; ~ pi(z) and X, ~ po(x) be two independent real random variables. The density ifumct
p(y) of the variabley” = 2 th™" (th (3!) th (22)), obtained through a checknode with and.X,
at the input, is obtained through tieconvolution[37], written asp;(z) ® p2(x). The notation

p(x)®" denotes the R-convolution ¢@f z) with itself n times.
To simplify the notations, we use the following definitions:
Ap () =D Xip@)®™ plp@) =Y ppla)®

In the next subsection we will also use the following defons:
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The first definition is necessary because of the non-lineafithe R-convolution. Therefore, the
first equation is not equal tgz) ® p (p (x)). The next subsection will also use the polynomials
5* (z) and \* (z) which are defined by combining the two transformations, dmlhd»y(f) (see
introduction) and(.)*.

Fig.[12 illustrates the local neighborhood of a bitnode ia tonstituent codé?,,.

Fig. 12. Local neighborhood of a bitnode in the constituesdecH . This tree is used to determine the evolution of density
ds,(z) of messages from a bitnode to a checknode.

The DE equation in the neighborhood of the bitnode fan\a(x), p;(z)) LDPC code [36] is,

for all m,

@) = () © (m (d:;@))) | (19)

The thresholdof a code is the minimum SNR at which a codeword can be decodddaly
[36]. Comparing the received signal-to-noise ratio witls tthreshold, the relay and the source
can determine whether the interuser transmissions candoeleé successfully and consequently

decide what to transmit in the second frame.
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B. Overall cooperative MAC

The proposed (), p1(x), A\a(x), p2(z)) root-LDPC code has 6 variable node types and 4
checknode types. Consequently, the evolution of messaggtes under iterative decoding has
to be described through multiple evolution trees. Higs[IH3and 16 show the local neighborhood
of a bit node of the classi. The local neighborhoods of bit nodes of the clasgesandp) can
be derived similarly. The local neighborhood of clasge<p, andp/, are equivalent because of

code symmetry.

To determine the density of messages, the following natasaused:

al*(x), ay'(z) = density of message fror to 1¢ and
2i to 2¢ respectively, at the fhiteration

fi'(z), f3"(x) = density of message from to 3¢ and
2i to 4c respectively, at the fhiteration

g7'(x), g5'(x) = density of message frori to 4c and
2i to 3c respectively, at the Fhiteration

kT'(x), k3'(x) = density of message frory to 1¢ and
2p to 2¢ respectively, at the fhiteration

I"(z), I5'(z) = density of message frortp to 4¢ and
2p to 3¢ respectively, at the fhiteration

q"(z), ¢3'(z) = density of message fromf to 1c and
py 10 2¢ respectively in the ff iteration
wi(x) = density of the likelihood of the channel

in the 7'th frame

Note thatu,(x) depends on the success or the failure of the transmissiotie ifirst frame.

Proposition 5 The DE equations in the neighborhood Df for a (A (z), p1(x), A2(x), p2(x))
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Fig. 13. Local neighborhood of bithode. This tree is used to determine the evolution of the dendithessagedi: — 1c.

D) = (o) @ da (ot 70) + Fae 190 J7@) ) @0 (1 (s 6P 0) + i BG4 e oF'0)))
@pa(faine 95'(2) + fapne 13'(2)) (20)
P = @) 93 (o1 (i a0+ fire K@)+ fye @) ) s (Aol 97(0) + e 1(0). AN
9" (z) = m(m)@ﬁi(pl(fmc a" () + fipre K" (%) + foy1c qi"(w»)@xz(ﬁg(fmc 97" (@) + fipae 17 (@), fﬁ”(w)))

@pa(faise 95" (@) + fapsc 13'(2)) (22)

RCR-LDPC ensemble for coded cooperation, forrallare given in Eqs.[{20)[(21) and(22)
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Fig. 14. Part of the compact graph representation of the éfagraph of a root-LDPC for coded cooperation. The number of
edges connectingl{, 1p) to 4c is T. the number of edges connectiig to 4c is T1,. The number of edges connecting to

4c is Th;.

where

f1p4c

f1i4c

flplc
flilc
fp’l le
f2i3c

f2p3c

1_f1ilc_

f1i4c>

f1p4c~

flplca

(23)
(24)

(25)
(26)
(27)
(28)
(29)

Proof: Equations[(2I0)E(29) are directly derived from the localgiéiorhood trees. To obtain
the proportionality factord (23)-(29), it is important termark that we use the first ensemble of
root-LDPC codes, as explained at the end of Sediion]lIV-A. Tatenote the total number of

edges between the variable nodés— 1p) and the checknodes:. Fig.[14 illustrates howf,.

and f1;4. are obtained:
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Fig. 15. Local neighborhood of bitnode. This tree is used to determine the evolution of the denditmessaged: — 3c.

a_) RlN/4
= > i P2l (30)
a_) RlN/4
7, 2 ;’:]j/;l (32)
i i/t
T
fime & - (33)
T
fuse 2 (34)

a) The number of checknodes connected tdges ofT" is ”TQT A Similar reasoning
proves equation$ (B1) and {32).
b) The fraction of edge$’ connectinglp to 4c is fi,4.. The fraction of edge$’ connecting
17 to 4c IS frige-
[
The DE equations in the neighborhood lgf and p for a (A;(x), p1(x), Aa(x), p2(z)) RCR-
LDPC ensemble for coded cooperation can be derived similarl
Proposition[b can be used for multiple purposes. First of itlis used to estimate the
asymptotic performance. For a fixed fading éets, a1, aqq, anq), it is possible to determine

whether the bit error probability convergestamr not. We refer to the event where the bit error
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4c

Fig. 16. Local neighborhood of bithode. This tree is used to determine the evolution of the dendithessagedi: — 4c.

probability does not converge toby Density Evolution OutagéD £O). Thus, at a fixed SNR, it
is possible to determine the probability of a Density EviolntOutageP,zo by averaging over
a sufficient number of fading instances. Now, it is possiblaevtite the word error probability

P.,, of the ensemble as
Pew = Pewipeo % Pppo + Pewjconv % (1 = Ppro); (35)

where P, pro is the word error probability given BEO event, P, pro = 1, and P, jconv
is the word error probability when DE converges. The proltgbiP,,cony depends on the
speed of convergence of density evolution and the populaigansion of the ensemble with

the number of decoding iterations [24], so that
Ppro < Pey. (36)

Thus, the performance estimated via density evolution isveet bound for the word error
probability.

Secondly, Propositionl 5 can be used to determine the tHksii@ on an ergodic channel.
This does not directly serve the performance analysis ferBh channel. However, an analysis

in the real space of the fading coefficients has shown thatctim be used to increase the coding
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gain on a BF relay channel [12]. But the optimization of theling gain is outside the scope

of this paper and here we will only use Propositidn 5 in theliappon of Eq. [36).

VI. NUMERICAL RESULTS

In this section we estimate the asymptotic performance dRROPC codes through DE and

verify Eq. (36) through finite length simulations. We stuligifferent scenarios:

1) Scenario 1:

« The average SNR of the independent interuser channels ishigiier than the average
SNR on the source-destination link.

« The average SNR of the relay-destination link is equal td dmathe source-destination
link.

« The coding rate iR, = % and the cooperation level |8 = 0.5.

For this scenario, we have tested two code ensembles: ard@®,3,6) RCR-LDPC code and
an irregular(Ai(z), p1(z), A2(x), p2(x)) RCR-LDPC code with left and right degree distributions
given by the polynomials

A(z) = 0.1989z + 0.230527 4 0.0068z° + 0.27742°

+0.142672' + 0.133522° + 0.010222*,

pi(z) = @',

Xo(z) = 0.22767x + 0.203332% + 0.21452°
+0.0110482° + 0.34346217,

pa(z) = 0.527 +0.52%.

2) Scenario 2:

« The average SNR of the independent interuser channels B hRyher than the average
SNR on the source-destination link.

« The average SNR of the relay-destination link is 4dB highantthe average SNR on the
source-destination link.

« The coding rate isR. = 0.45 and the cooperation level |8 = 0.5.
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Here, we imitated the channel conditions used in HZO]he average SNR of the interuser
channels is high with respect to the uplink channels, alhigva high coding-rate for the source-
relay channel. We used an irregulay; (), p1(x), Ao(z), po(z)) RCR-LDPC ensemble with left
and right degree distributions given by the polynomials

Ai(z) = 0.15812 + 0.26482% + 0.11162° + 0.1354°
+0.3301z4,

pi(z) = 1743,

Ao(z) = 0.234413z 4 0.2139222 + 0.1237112° + 0.1255482°

+0.30241217,

p2(x) = 0.718752" +0.281252°.

The coding rate for the interuser channel subcédeas equal t00.9.

A. Density Evolution Outage

We evaluated the asymptotic performance of RCR-LDPC codesfplying DE on the
proposed code construction. The probability of Densityl&won OutagePp o, which is a lower
bound of the WER, for both scenarios is illustrated in Eig.N@te that the outage probability for
both rates is, by coincidence, too close to distinguish. dimulated RCR-LDPC code ensembles
all perform within 1.5dB from the outage probability limit, whereas the irregURCR-LDPC
code ensembles are withimB from the outage probability limit. This distance is resjeel for
many variations of the channel conditions, such as otheruser channel conditions or uplink
channel conditions. Note that our code construction cangdpdiead on a full-duplex channel,
doubling the overall spectral efficiency. As mentioned befdhe coding rate is adjustable by

varying the number of parity bitg; andp,, which is illustrated in scenario 2.

In this work, we mainly focussed on the diversity order acbiby the code construction.
In more recent work [12] we optimized the degree distributising the analysis of Section

VI Another method is based on density evolution with a modifBaussian approximation that

SWe use the same distribution of the fading and the same a@&hR. However, in [20], the source keeps transmitting in the
second frame, so that a direct comparison between our catiéharperformance of the code proposed in [20] is not possible
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Irregular LDPC code R =0.45 —+— _]
Irregular LDPC Code R;=0.33 ---5¢-- ]
Regular LDPC Code R =0.33 -~ |

Probability of Density Evolution Outage

10 i
6 9 12 15 18 21

E/N, (dB)
Fig. 17. Density Evolution Outage probability of RCR-LDP@Gdes with coding rate®. = % (scenario 1) and?. = 0.45

(scenario 2) with iterative decoding on a cooperative MAGhviwo users.E, /Ny is the average symbol energy-to-noise ratio
on the source-destination link.

takes into account the SNR variation in one received codgwerwell as the rate-compatibility

constraint [28].

B. Finite Length LDPC Codes

It is interesting to evaluate the finite length performant¢he proposed RCR-LDPC codes.
Not only to approve the asymptotic performance, but alse®leow to generate an instance of
the parity-check matrix, given by Figl 8. Before showing tlesults, we will first discuss the
practical generation of this parity-check matrix.

Consider case 1 from Fi@l 2. For the decoding process, thindgsn will apply the sum-
product algorithm on the overall graph includiif,, H;,, and H,. For the encoding process, it
is easier to determine the parity bits p/,, and(1p, 2p) with the parity-check matrice¥,, H,,
and H, respectively. As with standard LDPC encoding, these negriwill then be systemized
to determine the parity bits. An important constraint foe tthecoding process is the alignment

in the overall parity-check matrix of common bit nodes intba@bnstituent codes. This can
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be achieved by prohibiting column permutations during ty&esmization ofH,, Hy, and H,.

Except for case 4, which only decodes Bh,, the other cases need the same constraints.

1) Generation ofH,, and H,,: H,, and H,, are randomly generated satisfying the degree
distribution p; (z) for its rows and the degree distribution(z) for its columns. A sufficient
condition to prohibit column permutations during the syst&tion of H,, and H;, is imposing
on H, and H,, to be full-rank. H,, (H,, respectively) is the most right square matrix féf,

(H,, respectively).

2) Generation ofH,: The generation of{, can be split in the generation @f,. and Hs.,
where Hs. (H,. resp.) is the upper part (resp. lower part) of the parityekheatrix Hy. Hs..
is the concatenation of an identity matrix (permutationnmgtzeros and a randomly generated
matrix (Hs;, Hs,). The rows of(Hs,, H,,) satisfy the degree distributiony(x), the columns of
the most left square matrik,; satisfy the degree distributioh)(x) and the columns of the most
right square matrix{,, satisfy the degree distributiok,(x). This is equivalent to generating a
random graph with two classes of bitnodes at the left sidearedclass of checknodes at the
right side of the graph. Ifi;. is the number of checknodes at the right side, then a randaphgr
with ﬁ edges is generated. A fractic%% of the edges is connected to bit nodes of the
class2i, whereas a fractio% of the edges is connected to bit nodes of the classin
the end, the identity matrix is simply addeH,. is generated similarly.
For the encoding process, we have to systemize this matme €dlution is to switch the
columns associated with thie bit node class and thgp bit node class. The most left square
matrix of H, will then be block-diagonal withH,, and H,, on its diagonal. Havingd,, and
H,, full-rank is consequently a sufficient condition to exclus@umn permutations during the
systemization of this matrix. After the generation(@p, 1p), all the bits are put in the required
order1i — 1p — 2¢ — 2p by switching back the bits of the classesand 1p.

3) WER performance of finite length LDPC codelhe probability of Density Evolution
OutagePpro is a lower bound of the WER of LDPC ensembles without cyclegsrranner
graph, which is illustrated in Fid. 18 for irregular codeglan Fig.[19 for the regular code of
scenario 1. In the latter, we augment the blocklength to sthawthe WER of LDPC codes is
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independent of the block length. The results shows thatuialdy (38) is very tight in this case.

-1
10 T T T
B DEO Irregular LDPC code R =0.45 —+—
= Irregular LDPC code R;=0.45 N=2000 —»—
DEO lIrregular LDPC Code R=0.33 ---x---
107 F TRy e Irregular LDPC Code R.=0.33 N=2000 ---@---
A G
g .
13
<]
S 3L
5 10
2
=}
=
10° £
10 1 1 1 1
10 13 16 19 22 25
Ey/No (dB)

Fig. 18. Comparison of Density Evolution Outage (DEO) piuliy of irregular RCR-LDPC codes with coding ratés. = %

(scenario 1) and?. = 0.45 (scenario 2) with iterative decoding on a cooperative MAGhwiivo users.F, /Ny is the average
information bit energy-to-noise ratio on the source-aegton link.

10"
L.,
102 ]
2
©
@
S
= -3 i
I 10
2
S
=
104 BPSK Outage Probability 4
Regular Finite Length LDPC Code, N=500 ---+---
Regular Finite Length LDPC Code, N=5000 - - -
DEO Regular LDPC Code ----%---
10 I | I L
10 13 16 19 22 25
Ey/Ng [dB]

Fig. 19. Comparison of RCR-LDPC codes for different blockgéhs with iterative decoding on a cooperative MAC for two
users, coding rat&. = 1/3. The ratio £, /Ny is the average information bit energy-to-noise ratio on sharce-destination
link.

C. Comparison with Previous Work

As mentioned in the introduction, especially rate-conpatipunctured convolutional codes
(RCPC) have been used in coded cooperation. The main dr&awlbtese codes is that the WER
increases with the logarithm of the block length to the podevhered is the diversity order
[6], [7], whereas the WER of near-outage codes should bepergent of the block length. This

can be seen clearly on Fig.]20, where we show the WER of twecatgatible non-recursive
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non-systematic (75,53,47) convolutional codes with blierigth 500 and 5000 respectively. We
used the same channel conditions and coding rate as in gcdnar

We also compared with another protocol, Decode and Forw¥, (using near-outage LDPC
codes for this protocol. Despite the fact that this impletagon has near-outage performance,
the WER performance is worse than that of our code construclihe reason is that the outage

probability limit of DF is higher than that of coded coopévat

~
~
o

Word Error Rate
i
o

Regular RCR-LDPC Code, N=5000 —+—
Regular LDPC Code for DF, N=5000 ------

Convolutional Code, N=500 ---%---
Conv‘olutional Coge, N=5000 N -

. .
12 15 18 21 24 27
Eb/NO [dB]

Fig. 20. Comparison of RCR-LDPC codes for coded cooperatiith other work on a cooperative MAC for two users. We
simulated LDPC codes for Decode and Forward under iterdeeding and an implementation of rate-compatible coriaial
codes [21]. The ratid¥, /Ny is the average information bit energy-to-noise ratio ongberce-destination link.

D. Comparison with fully random LDPC codes

Finally, a comparison with random LDPC codes is made. In the global parity-check
matrix is obtained by embedding the root-LDPC matrix (Elginto the rate-compatible matrix
(Fig.[3). When using codes that are fully random generated,no special rootchecks are used,
then the global parity-check matrix is obtained by embegldinrandom LDPC matrix into the
rate-compatible matrix (Fid.l 3), see Figl21, whéfe and H, are randomly generated.

We simulated the same scenarios from the previous subsectiging the same code féf,
and using the degree distribution of previously publishezbent LDPC codes for the Gaussian

channel for the random generation &f.
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Frame 1 Frame 2
e S oo >
et 1pf>< ——————— Lo > % -

H| 0

0 Hz

Fig. 21. Parity-check matrix of a rate-compatible LDPC cobiéained by the extension of higher rate codes. Symbolspdite s
into three classeg: for the information bits,1p and 2p for two classes of parity bits. The classeand 1p are transmitted by
the source in frame 1. Parity bi& are transmitted in the second frame, for example by the rafi@y successful decoding of
the first frame. MatrixH; is used to protect the information bits on the source charirted parity bits generated by the relay
provide an extra protection through the coHe.

1) Scenario 1:

Ao(x) = 0.189z + 0.1772% + 0.1362* + 0.1262° + 0.0272°
+0.037z" + 0.0062' + 0.07622" + 0.225228,
pa(z) = 0.1532* +0.1252° 4+ 0.0402° 4+ 0.2612"

+0.1492% 4 0.1782° 4 0.0412'° + 0.0552",

where the coding rate @f\;(x), p2(x)) is R.2 = 0.4, so that the overall coding rate i%. = 1/3.
The comparison with a regulds, 9,3,6) RCR-LDPC code is shown in Fig. P2.

2) Scenario 2:
Ao(z) = 0.230x + 0.16422 + 0.1492° + 0.12625 + 0.02727
+0.0372%° + 0.00621¢ 4 0.2432'7 + 0.018223,

0.153z° + 0.42527 + 0.1492% + 0.2732°,

p2(z)

where the coding rate of\:(z), p2(z)) IS R = 9/19, so that the overall coding rate is
R. = 0.45. The comparison with an irregular RCR-LDPC code is shownig [E3.

In scenario 1, the threshold ¢, (z), p2(z)) is E,/Ny = 0.1dB which is0.338dB from the
Shannon limit; and in scenario 2, the threshold(&f(x), p2(x)) is E,/Ny = 0.4dB which is
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Word Error Rate
i
o

regular rate-compatible root-LDPC code, N=5000 —+—
irregular rate-compatible random LDPC code, N=5000 ---:---

. . . . .
12 15 18 21 24
Eb/NO [dB]

Fig. 22. Comparison of RCR-LDPC codes with rate-compatibtfedom LDPC codes for coded cooperation on a cooperative
MAC for two users, coding rat®. = 1/3. The ratio £}, /Ny is the average information bit energy-to-noise ratio on the
source-destation link.

10t

Word Error Rate

Irregular rate-compatible root-LDPC code, N=5000 —+—

Irregular rate-compatible random LDPC code, N=5000 ---x---

5 1 1 1 1 1
12 15 18 21 24

Eb/NO [dB]

10°

Fig. 23. Comparison of RCR-LDPC codes with rate-compatibledom LDPC codes for coded cooperation on a cooperative
MAC for two users, coding ratd?. = 0.45. The ratio /Ny is the average information bit energy-to-noise ratio on the
source-destination link.

0.33dB from the Shannon limit. Despite the excellent thresholidhe codes in both scenarios,
full-diversity is not achieved. From these two exampless itlear that rootchecks are necessary

to have full-diversity.

VIlI. CONCLUSION

We have studied LDPC codes for relay channels in a slowlyingryading environment
under iterative decoding. We have introduced the new farflyate-compatible root-LDPC
codes, which combines the rate-compatibility propertyhvitie full-diversity property for any

coding rateR,. < R.n.. = min(s,1 — (), wheref is the cooperation level. Through a density
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evolution analysis and finite length simulations, we havewshthat the error rate performance
of regular and irregular rate-compatible root-LDPC codeslose to the outage probability limit
and this occurs for all block lengths (finite and infinite) aaltl rates not exceeding.,q..
Its flexibility and high performance makes rate-compatitdet-LDPC attractive for wireless

cooperative communications scenarios with slowly varyfadjng.
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