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Abstract

This paper is devoted to the design of precoders maximizing the ergodic mutual information (EMI) of

bi-correlated flat fading MIMO systems equiped with MMSE receivers. The channel state information and

the second order statistics of the channel are assumed available at the receiver side and at the transmitter

side respectively. As the direct maximization of the EMI needs the use of non attractive algorithms, it is

proposed to optimize an approximation of the EMI, introduced recently, obtained when the number of

transmit and receive antennast andr converge to∞ at the same rate. It is established that the relative

error between the actual EMI and its approximation is aO( 1

t2
) term. It is shown that the left singular

eigenvectors of the optimum precoder coincide with the eigenvectors of the transmit covariance matrix,

and its singular values are solution of a certain maximization problem. Numerical experiments show that

the mutual information provided by this precoder is close from what is obtained by maximizing the true

EMI, but that the algorithm maximizing the approximation ismuch less computationally intensive.

I. INTRODUCTION

It is now well established that using multiple transmit and receive antennas potentially allows to increase

the Shannon capacity of digital communications systems. Since the seminal work of Teletar ([17]), the

ergodic Shannon capacity of block fading MIMO systems has been studied extensively and important
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questions related to the design of optimal precoding schemes have been addressed. Considering that the

Channel State Information (CSI) is available at receiver side while the transmitter is only aware of its

second order statistical properties, many authors have studied the impact of antenna correlation on the

capacity of MIMO systems communicating through flat fading channel ([7], [10]) and frequency selective

channel ([12]).

The ergodic Shannon capacity is certainly a valuable figure of merit if the MIMO system under

consideration is equipped with a maximum likelihood decoder. As the practical implementation of this

decoder requires a high computational cost, it is also useful to study potential performance of MIMO

systems equiped with the MMSE receiver. The corresponding (Gaussian) ergodic mutual information

(EMI), denotedImmse in the following, is defined as the sum over the transmit antennas of the terms

E(log(1+βj)), whereβj represents the output MMSE SINR associated to the stream sent by antennaj.

The design of precoders maximizingImmse is of course an important issue because the optimum value

of Immse represents the maximum rate that can be transmitted reliably when the MIMO system uses the

MMSE receiver. This optimization problem has been extensively studied in the past, mainly if the CSI

is available at the both the receiver and the transmitter (see e.g. [15]). It is however often unrealistic to

assume the CSI available at the transmitter side in the context of mobile systems.

In the present paper, we consider a flat fading MIMO channel with separable correlation structure

(Kronecker model). We assume that the channel matrix is known at the receiver side, but that only its

transmit and receive covariance matrices are available at the transmitter side. We address the problem

of designing precoders that maximizeImmse. The expression ofImmse is rather complicated and thus

difficult to maximize w.r.t. the precoding matrix. In particular, it seems difficult to establish that the left

eigenvectors of an optimal precoding matrix coincide with the eigenvectors of the transmit correlation

matrix as in the context of the evaluation of the Shannon ergodic capacity (see e.g. ([7]). Therefore, it is

necessary to evaluate numerically both the singular valuesand the singular vectors of optimum precoding

matrices, or equivalently to solve at2 dimensional optimization problem. Steepest descent algorithms

require the use intensive Monte Carlo simulation technics in order to evaluate the gradient and/or the

Hessian of the cost function (see e.g. [20] in the context of the evaluation of the Shannon capacity of

correlated Rician channels). Moreover, the convergence ofthese algorithms is not guaranteed because

Immse is in general not concave. As in previous contributions addressing the behaviour of the Shannon

capacity of MIMO systems ([21], [4], [16]), we propose to replace the maximization ofImmse by the
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maximization of an approximation obtained in the asymptotic regimet → ∞, r → ∞, t
r → c, c ∈ (0,∞).

Large system approximation ofImmse was previously considered in the context of CDMA systems

with i.i.d. spreading codes (see e.g. [18] and the references herein), which, in the downlink, are formally

equivalent to a subclass of the MIMO systems considered in this paper when the spreading codes are

Gaussian. The specific case of MIMO systems has also been considered (see e.g. [3], [21]). It was shown

that the SINRs(βj)j=1,...,t converge towards deterministic terms depending on the transmit and receive

covariance matrices (or their equivalent in the context of downlink CDMA systems). These results provide

an obvious large system approximationÎmmse of Immse.

In this paper, we establish that the large system approximation Îmmse provides aO(1t ) relative error.

This is a rather poor convergence rate compared to the large system approximations of the Shannon

capacity whose relative errors areO( 1
t2 ) ([11], [6]). We therefore propose to use an improved large

system approximation, denotedImmse, first introduced in [9] in the case of independent identically

distributed (i.i.d.) MIMO channels, and then generalized independently in the conference papers [1]

and [13]. The derivations of [13] are based on the replica method, a useful and powerfull trick whose

mathematical relevance has not yet been established in the present context, and thus differ from the large

random matrix approach sketched in [1]. We show that the relative error associated toImmse is aO( 1
t2 )

term, thus improving the predictions of [1] (O( 1
t3/2 )

1) and [13] (o(1t )). The method we use to study

the accuracy ofImmse differs from [9] whose approach is somewhat similar to [8], apaper devoted to

the asymptotic study of the SINRs(βj)j=1,...,t. The transmit covariance matrices of the MIMO channels

of [8] are diagonal. This assumption simplifies the analysisso that the approach of [9], [8] cannot be

generalized to the case of general transmit covariance matrices. Next, we address the maximization of

Immse w.r.t. the precoding matrix. We establish that the left singular vectors of an optimum precoder are

the eigenvectors of the transmit covariance matrix and thatits right eigenvectors matrix is equal toIt.

The evaluation of a precoding matrix thus reduces to the evaluation of its singular values, at-dimensional

optimization problem. In general, the optimum singular values have no closed form expression. In order

to get more insights on the optimum precoders, we consider the case of an uncorrelated MIMO channel

for which it is possible to obtain in closed form the precoders which optimize the approximation̂Immse.

We show that the optimum precoders are the diagonal matriceswhose entries are either 0, either all

1The authors wish to thank Aris Moustakas for suggesting thatthe rateO( 1

t
3/2 ) was probably pessimistic
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coincide with t
s wheres is the number of non zero entries which depend on the signal tonoise ratio.

Therefore, the optimum transmission strategy coincides with an antenna selection scheme. Although it is

not proved that the above strategy maximizesImmse, this result shows that, at least ift is large enough,

antenna selection may provide higher mutual informationsImmse than a uniform power allocation. The

situation differs from what was shown initially by Telatar ([17]) in the context of the study of the Shannon

ergodic capacity of i.i.d. channels: the Shannon capacity achieving covariance matrix coincides withIt.

We also remark that our result establishes formally thatÎmmse is in general not a concave function of the

precoding matrix, and infer from this thatImmse is not concave as well. We finally consider the case of an

arbitrary bicorrelated MIMO channel, and propose to evaluate the singular values of an optimum precoder

using a classical gradient algorithm. Numerical results show that the precoding matrices evaluated by this

algorithm provide nearly the same mutual informations as direct approaches maximizingImmse while

being computationally more attractive.

This paper is organized as follows. Section II is devoted to presentation of the problem and to the

underlying assumptions. In section III, we present the large system approximationŝImmse and Immse

of Immse and analyse their accuracies. Section IV studies the structure of the optimum precoders, and

Section V addresses the optimization ofImmse.

General Notations In this paper, the notationsy, x, M stand for scalars, vectors and matrices,

respectively. As usual,‖x‖ represents the Euclidian norm of vectorx and‖M‖ stands for the spectral

norm of matrixM. The superscripts(.)T and (.)H represent respectively the transpose and transpose

conjugate. The trace ofM is denoted byTr(M). The mathematical expectation operator is denoted by

E(·). The symbolsℜ andℑ denote respectively the real and imaginary parts of a given complex number.

If x is a possibly complex-valued random variable,Var(x) = E|x|2 − |E(x)|2 represents the variance of

x.

All along this paper,t andr stand for the number of transmit and receive antennas. Certain quantities

will be studied in the asymptotic regimet → ∞, r → ∞ in such a way thattr → c ∈ (0,∞). In

order to simplify the notations,t → ∞ should be understood from now on ast → ∞, r → ∞ and

t
r → c ∈ (0,∞). A vectorxt and a matrixMt whose size depend ont are said to be uniformly bounded

if supt ‖xt‖ < ∞ and supt ‖Mt‖ < ∞.

Several variables used throughout this paper depend on various parameters, e.g. the number of antennas,

the noise level, etc. In order to simplify the notations, we do not mention all these dependencies.
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NotationC will denote a generic strictly positive constant whose mainfeature is not to depend ont.

The value ofC might change from one line to another.

II. PROBLEM STATEMENT.

We consider a MIMO system equipped withr receive antennas andt transmit antennas. The MIMO

channel matrixH is supposed to be a Gaussian random matrix defined by

H =
1√
t
C

1/2
R HiidC

1/2
T (1)

whereHiid is a r × t matrix whose entries are independent and identically distributed (i.i.d.) complex

circular Gaussian random variablesCN(0, 1), i.e. Hiid,ij = ℜHiid,ij + iℑHiid,ij whereℜHiid,ij and

ℑHiid,ij are independent centered real Gaussian random variables with variance12 . MatricesCT andCR

are positive definite matrices modeling respectively the impact of correlation between transmitting and

receiving antennas. We assume that1
tTrace (CT ) = 1 and 1

rTrace (CR) = 1. This assumption implies

that 1
rE(Tr(HHH)) = 1.

Each transmit antennaj sends a sequence(xj(n))n∈Z defined by

x(n) = (x1(n), . . . , xt(n))
T = Ks(n) = K(s1(n), . . . , st(n))

T

where the
(

(sj(n))n∈Z
)

j=1,...,t
are assumed to be unit variance mutually independent i.i.d.sequences.K

represents a precoding matrix satisfying1
tTr(KKH) ≤ 1.

The correspondingr-variate discrete-time received signal(y(n))n∈Z is given by

y(n) = HKs(n) + n(n) (2)

wheren is a white Gaussian noise with covariance matrixE
(

n(n)n(n)H
)

= σ2Ir.

In this paper, we evaluate the potential performance of the MIMO system (2) when the receiver is

equiped with the MMSE receiver. In other words, each symbol sequencesj is estimated by the Wiener

filter prior to decoding, i.e.sj(n) is estimated by

ŝj(n) = kH
j HH

(

HKKHHH + σ2Ir
)−1

y(n)

wherekj represents the columnj of K. In the following, we denote byQT (K) the matrix

QT (K) =
(

KHHHHK+ σ2It
)−1

(3)

It is standard that the SINRβj provided by this linear receiver is given by ([19])

βj(K) =
1

σ2(QT (K))j,j
− 1 (4)
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The ergodic mutual informationImmse(K) of the MIMO system under consideration is thus equal to

Immse(K) = E





t
∑

j=1

log (1 + βj(K))



 = −E





t
∑

j=1

log
(

σ2QT (K)
)

j,j



 (5)

where the mathematical expectation is over the probabilitydistribution of random matrixH. In order

to maximizeImmse(K) over the set1tTr(KKH) ≤ 1, it is necessary to use numerical technics based

on stepeest descent algorithms. As the gradient and the Hessian of Immse have no simple expression,

they have to be evaluated using intensive Monte Carlo simulations (see e.g. [20]). Moreover, to our best

knowledge, the singular vectors of an optimum matrix have noclosed form expression. Therefore, the

dimension of the optimization problem cannot be reduced from t2 to t as in the context of the evaluation

of the capacity achieving covariance matrix ([7]).

III. D ERIVATION OF THE LARGE SYSTEM APPROXIMATION OFImmse.

In this section, we introduce the large system approximation presented in [1] and [13], and improve

the results stated without proof in [1] concerning its accuracy. Our approach is based on Gaussian large

random matrix technics initiated by Pastur ([14]). Pastur’s approach was used in [6] in order to establish

the asymptotic Gaussianity of the traditional mutual information of bicorrelated MIMO channels.

We study in this section the asymptotic behaviour ofImmse in the case where the precoding matrix

K is reduced toK = It to simplify the notations. In order to deduce the results in the caseK 6= It,

we remark that channel matrixHK can be interpreted as a bi-correlated MIMO channel with transmit

and receive covariance matricesKHCTK andCR respectively. We will therefore replace matrixCT by

matrix KHCTK. Immse(I) andQT (I) are denotedImmse andQT in the remainder of this section.

We first explain the differences between our analysis and thecontributions [9] and [8] . We recall that

[9] adresses the i.i.d. case while [8] assumes that matrixCT = Diag(cT,1, . . . , cT,t) is diagonal. In this

last context, the SINRβj can also be written as

βj =
cT,j
t

hH
iid,j

(

C
1/2
R H

(j)
iid

C
(j)
T

t
H

(j)H
iid C

1/2
R

)−1

hiid,j =
cT,j
t

hH
iid,j Q

(j)
R hiid,j (6)

whereh(j)
iid represents the columnj of Hiid, matrix H

(j)
iid is obtained fromHiid by deleting columnj,

andC(j)
T represents the(t− 1) × (t− 1) diagonal matrix obtained by deleting column and rowj from

CT . The approaches of [9] and [8] rely on the key observation that vectorhiid,j is independent from the

matrix Q
(j)
R . This allows to study the behaviour ofβj using important results concerning the behaviour
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of random quadratic forms. If matrixCT is non diagonal,βj has not the same structure than in (6):

vectorh(j)
iid and matricesQ(j)

R are replaced by non independent terms, and the approach of [9] and [8]

cannot be used. Our approach does not studyβj directly, but rather the diagonal entries of matrixσ2QT

whose asymptotic behaviour can be evaluated for general transmit covariance matricesCT .

The study of the accuracy of the approximation is essentially based on the study of a virtual channel

obtained fromH after unitary transformations. We consider the eigenvalue/ eigenvector decompositions

of covariance matricesCT andCR:

CT = UDUH , CR = ŨD̃ŨH (7)

where the diagonal entries(dj)j=1,...,t and(d̃i)i=1,...,r of D andD̃ are arranged in the decreasing order.

Then, we define the randomt× r matrix Y by

YH = ŨHHU (8)

Y can be written as

Y =
1√
t
D1/2XD̃1/2 (9)

whereX represents thet × r matrix X = UHHH
iidŨ. As U and Ũ are unitary, matrixX is an i.i.d.

complex Gaussian matrix such thatE|Xi,j |2 = 1. In the following, we denote byQ the matrix defined

by

Q =
(

YYH + σ2I
)−1

(10)

The study ofImmse whent → ∞ is based on the asymptotic properties of the diagonal entries of matrix

QT . We remark that

QT = UQUH (11)

and evaluate the asymptotic behaviour ofuQuH whereu = (u1, . . . , ut) is a unit norm deterministic

row vector. We use in the following certain results of [6]. Wehowever note that in [6], matrixQ is

replaced by matrix(I+ σ2YYH)−1. Therefore, the statements of [6] have to be adapted. In the sequel,

we denote byδ and δ̃ the unique strictly positive solutions of the system

δ = 1
tTr

[

D
(

σ2(I + δ̃D)
)]−1

δ̃ = 1
tTr

[

D̃
(

σ2(I + δD̃)
)]−1 (12)

The existence and the uniqueness of the solution has been established in Proposition 1 of [6]. We denote

by T andT̃ the diagonal matrices

T =
[

σ2(I+ δ̃D)
]−1

T̃ =
[

σ2(I+ δD̃)
]−1 (13)
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and gather in the following proposition certain useful results of [6].

Proposition 1: Assume that matricesD andD̃ satisfy the following conditions:

supt ‖D‖ ≤ dmax < ∞ , inft
1
tTrD > 0

supt ‖D̃‖ ≤ d̃max < ∞ , inft
1
tTrD̃ > 0

(14)

Then, the following results hold true:

• For each uniformly bounded deterministic matrixM 2

Var
(

1
tTr(MQ)

)

= O( 1
t2 )

E (Tr (M(Q −T))) = O(1t )
(15)

• γ and γ̃ defined by

γ =
1

t
Tr
(

D2T2
)

, γ̃ =
1

t
Tr
(

D̃2T̃2
)

, (16)

satisfy

inf
t

(

1− σ4γγ̃
)

> 0 (17)

We assume from now on that the matricesD and D̃ satisfy (14). We are now in position to state the

main results of this section. We begin by the following proposition.

Proposition 2:

sup
u,‖u‖=1

∣

∣E
(

u(Q−T)uH
)∣

∣ = O(
1

t3/2
) (18)

and

sup
u,‖u‖=1

∣

∣

∣E
(

u(Q− E(Q))uH
)3
∣

∣

∣ = O(
1

t2
) (19)

Moreover,

sup
u,‖u‖=1

∣

∣

∣

∣

Var
(

uQuH
)

− 1

t

σ4γ̃

1− σ4γγ̃

(

uT2DuH
)2
∣

∣

∣

∣

= O(
1

t3/2
) (20)

Finally, if we denote by(vk)k=1,...,t the row vectors of any unitary matrixV, and if (κj)j=1,...,t denote

positive numbers such thatsupj κj < C, we have

t
∑

k=1

[

Var
(

κkvkQvH
k

)

− 1

t

σ4γ̃

1− σ4γγ̃

(

κkvkT
2DvH

k

)2
]

= O(
1

t
) (21)

The proof is given in the Appendix. In order to introduce the large system approximationImmse, we

define matricesTT andTR by

TT = UTUH =
(

σ2(I+ δ̃CT )
)−1

, TR = ŨT̃ŨH =
(

σ2(I + δCR)
)−1

(22)

2In [6], matrix M is diagonal. The case of non diagonal matrices is addressed in [5] devoted to correlated Ricean channels.
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We note that(δ, δ̃) and (γ, γ̃) can be expressed in terms ofTT andTR as

δ = 1
tTr

[

CT

(

σ2(I+ δ̃CT )
)−1

]

= 1
tTr [CTTT ]

δ̃ = 1
tTr

[

CR

(

σ2(I+ δCR)
)−1
]

= 1
tTr [CRTR]

(23)

and

γ =
1

t
Tr(C2

TT
2
T ), γ̃ =

1

t
Tr(C2

RT
2
R) (24)

The following result holds.

Theorem 1: We defineImmse by

Immse = −
t
∑

j=1

log(σ2TT,j,j) +
1

2δ̃2
γ̃

1− σ4γγ̃

1

t

t
∑

j=1

(

1−
(

(σ2TT )
2
)

j,j

σ2TT,j,j

)2

(25)

Then,

Immse = Immse +O(
1

t
) (26)

Proof. The proof is based on a second order expansion oflog σ2QT,j,j around the pointE(QT,j,j) . We

defineǫj by

ǫj =
QT,j,j − E(QT,j,j)

E(QT,j,j)

and writelog σ2QT,j,j as

log σ2QT,j,j = log
(

σ2
E(QT,j,j)

)

+ log(1 + ǫj)

We expresslog(1 + ǫj) as

log(1 + ǫj) = ǫj −
ǫ2j
2

+
ǫ3j
3

+ rj

As E(ǫj) = 0, E(log σ2QT,j,j) can be written as

E(log σ2QT,j,j) = log
(

σ2
E(QT,j,j)

)

− 1

2
E(ǫ2j) +

1

3
E(ǫ3j) + E(rj) (27)

In order to be able to use Proposition 2, we have to study the behaviour 1
E(QT,j,j)

. We first remark that

it exists a deterministic constantC > 0 such that

sup
j,t

1

E(QT,j,j)
≤ C (28)

Indeed, 1
E(QT,j,j)

≤ E

(

1
QT,j,j

)

= σ2
E(1 + βj) by the Jensen inequality. We denote byhj the columnj

of matrix H. The SINRβj provided by the MMSE receiver is upperbounded by the match filter bound,

i.e. βj ≤ ‖hj‖2

σ2 . As it is clear thatsupj,t E(‖hj‖2) ≤ C, we get (28).
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We use (21) withκj = 1
E(QT,j,j)

and when the unitary matrixV coincides with matrixU. We obtain

immediately that
t
∑

j=1

E(ǫ2j )−
1

t

σ4γ̃

1− σ4γγ̃

(

ujT
2DuH

j

E(ujQuH
j )

)2

= O(
1

t
) (29)

We now establish that

sup
j

∣

∣

∣

∣

1

E(QT,j,j)
− 1

TT,j,j

∣

∣

∣

∣

≤ C

t3/2
(30)

For this, we first notice that
1

TT,j,j
≤ C (31)

Indeed,
1

TT,j,j
≤ (TT )j,j = σ2

(

1 + δ̃CT,j,j

)

The conclusion follows̃δ ≤ 1
σ2

1
tTr(D̃) ≤ rd̃max

tσ2 . (30) follows directly from

1

E(QT,j,j)
− 1

TT,j,j
=

TT,j,j − E(QT,j,j)

TT,j,jE(QT,j,j)

and from (18).

(29) and (30) imply that

t
∑

j=1

E(ǫ2j)−
1

t

σ4γ̃

1− σ4γγ̃

(

ujT
2DuH

j

ujTu
H
j

)2

= O(
1

t
) (32)

Moreover, (19) and (28) lead to

sup
j

E(ǫ3j) ≤
C

t2
(33)

In order to evaluate the influence ofrj, we give the following lemma, proved in the appendix.

Lemma 1:

sup
j

|E(rj)| = O(
1

t2
) (34)

(32) and (34) imply that

Immse = −
t
∑

j=1

logE(σ2QT,j,j) +
1

2t

σ4γ̃

1− σ4γγ̃

t
∑

j=1

(

ujT
2DuH

j

ujTu
H
j

)2

+O(
1

t
)

Straightforward manipulations show that

t
∑

j=1

(

ujT
2DuH

j

ujTu
H
j

)2

=
1

δ̃2

t
∑

j=1

(

1−
(

(σ2TT )
2
)

j,j

σ2TT,j,j

)2

In order to establish Theorem 1, it remains to prove that
t
∑

j=1

logE(σ2QT,j,j) =
t
∑

j=1

log
(

σ2TT,j,j

)

+O(
1

t
) (35)
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We defineǫj as

ǫj =
TT,j,j − E(QT,j,j)

E(QT,j,j)

and remark that

log
(

σ2TT,j,j

)

= logE(σ2QT,j,j) + log(1 + ǫj)

Using (28), we obtain that

|ǫj | ≤ C |TT,j,j − E(QT,j,j)| (36)

(18) implies thatsupj |TT,j,j − E(QT,j,j)| = O( 1
t3/2 ). By (36), we get thatsupj |ǫj | = O( 1

t3/2 ). For t

large enough,|ǫj| < A < 1 for eachj. For theset, we can writelog(1 + ǫj) as

log(1 + ǫj) = ǫj + rj

where

rj = (ǫj)
2

∞
∑

n=2

(−1)n−1
ǫn−2
j

n

By (18), it holds thatsupj ǫ
2
j = O( 1

t3 ). Therefore,

|rj | < (ǫj)
2

∞
∑

n=2

An−2

n
<

C

t3

Consequently,
t
∑

j=1

log(1 + ǫj) =

t
∑

j=1

ǫj +O(
1

t2
)

We finally remark that
t
∑

j=1

ǫj =
t
∑

j=1

κjujE (Q−T)uH
j

whereκj = 1
E(QT,j,j)

. The second item of (15) can thus be used for matrixM =
∑

j κju
H
j uj , thus

showing that (35) holds. This completes the proof of (26).

We denoteÎmmse the term defined by

Îmmse = −
t
∑

j=1

log(σ2TT,j,j) (37)

Îmmse corresponds to the obvious large system approximation ofImmse obtained by replacing, for eachj,

(1+βj) by its ”deterministic equivalent”(σ2TT,j,j)
−1. Theorem 1 shows that the relative error provided

by Îmmse is aO(1t ) term, while the relative error ofImmse is aO( 1
t2 ) term.
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Fig. 1. Accuracy of the large system approximant

We now present some simulation experiments which demonstrate the accuracy of the approximation

Immse for a realistic number of antennas.Îmmse is also represented. The transmit antennas correlation

matrix CT is generated according to the popular model proposed in [2],i.e.

CT,k,l = a e−iπ(k−l) cosφT e−
1

2
(π(k−l) sinφT σφT

)2 (38)

where a is a constant chosen in such a way that1
tTr(CT ) = 1. φT and σφT

can be interpreted as

the mean angle of departure and the standard deviation of theangles of departure of a scatterer cluster

respectively. We notice that ifσφT
≃ 0, thenRank(CT ) ≃ 1. We refer the reader to [2] for more details.

The receive antennas correlation matrix is generated similarly with different parametersφR andσφR
.

In Figure 1 we have representedImmse, Îmmse, Immse versus the SNR forr = t = 4. Here, the

various parameters are equal toφT = π/4, σφT
= 0.5, φR = π/12, σφR

= 0.5. We observe that

Îmmse can be rather far from the true mutual informationImmse evaluated by Monte-Carlo simulation

over 1000 channel realizations. Figure 2 represents the relative error betweenImmse and Îmmse, Immse

respectively in terms of the mean angle of departure varianceσ2
φT

for SNR = 0 dB and SNR = 6 dB when

φT = π/4, φR = π/12, σφR
= 0.4 . Figures 1,2 show that approximationImmse provides significantly

better results than̂Immse.

The expression (25) is a large system approximation ofImmse(I). If the precoding matrixK is not

equal toI, the approximation ofImmse(K) is obtained by replacing matrixCT by matrixKHCTK. In
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the following we denote byδ(K), δ̃(K), TT (K),TR(K), γ(K), γ̃(K), Immse(K), Îmmse(K) the values

of parametersδ, δ̃, TT ,TR, γ, γ̃, Immse, Îmmse whenCT is replaced byKHCTK.

IV. STRUCTURE OF OPTIMAL PRECODERS.

In this section, we study the problem of designing precodersmaximizing functionImmse(K) over the

setK defined by

K = {K,
1

t
Tr(KKH) ≤ 1} (39)

The main result of this section states that there is no restriction to look for optimal precoders of the form

K = UD−1/2Λ1/2 whereΛ is a diagonal matrix with positive elements. In order to establish this, we

first derive the following intermediate result.

Proposition 3: Let K by an element ofK and the eigenvalue/eigenvector decomposition of matrix

KHCTK

KHCTK = WΛWH

Then, matrixKd = KW belongs toK and satisfies

Immse(K) ≤ Immse(Kd) (40)

Proof. It is obvious thatKd ∈ K. In order to establish (40), we denote byJmmse(K) the term

Jmmse(K) =
1

2δ̃(K)2
γ̃(K)

1− σ4γ(K)γ̃(K)

1

t

t
∑

j=1

(

1− (σ2TT (K))2)j,j
σ2TT,j,j(K)

)2

(41)
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and remark thatImmse(K) = Îmmse(K) + Jmmse(K). We prove in the following that̂Immse(K) ≤
Îmmse(Kd) andJmmse(K) ≤ Jmmse(Kd).

We first remark thatKH
d CTKd is the diagonal matrixΛ. Therefore, by (22) matrixσ2TT (Kd) is also

diagonal, and is given by

σ2TT (Kd) =
(

I+ δ̃(Kd)Λ
)−1

Moreover,

σ2TT (K) = Wσ2TT (Kd)W
H (42)

We claim that(δ(K), δ̃(K)) = (δ(Kd), δ̃(Kd)). To check this, we recall that(δ(K), δ̃(K)) are defined

as the unique positive solutions of the system

δ(K) =
1

t
TrKHCTK

[

σ2(I + δ̃(K)KHCTK)
]−1

δ̃(K) =
1

t
TrCR

[

σ2(I+ δ(K)CR)
]−1

while (δ(Kd), δ̃(Kd)) are the positive solutions of

δ(Kd) =
1

t
TrΛ

[

σ2(I+ δ̃(Kd)Λ)
]−1

δ̃(Kd) =
1

t
TrCR

[

σ2(I+ δ(Kd)CR)
]−1

As KHCTK = WΛWH , for eachκ̃ > 0, we have

1

t
TrKHCTK

[

σ2(I+ κ̃KHCTK)
]−1

=
1

t
TrΛ

[

σ2(I+ κ̃Λ)
]−1

Therefore,(δ(K), δ̃(K)) and(δ(Kd), δ̃(Kd)) are positive solutions of the same system. The uniqueness of

the solutions yields(δ(K), δ̃(K)) = (δ(Kd), δ̃(Kd)). From this, it is easy to check that(γ(K), γ̃(K)) =

(γ(Kd), γ̃(Kd)). Îmmse(K) can thus be written as

Îmmse(K) =

t
∑

j=1

log

(

1

(I + δ̃(Kd)WΛWH)−1
j,j

)

(I+ δ̃(Kd)WΛWH)−1
j,j is given by

(I + δ̃(Kd)WΛWH)−1
j,j =

t
∑

k=1

|Wj,k|2

1 + δ̃(Kd)λk

whereWj,k is the entry(j, k) of unitary matrixW and whereΛ = Diag(λ1, . . . , λt). The function

y → log 1
y is convex onR+. As

∑t
k=1 |Wj,k|2 = 1 (becauseW is unitary), we have

log





1
∑t

k=1
|Wj,k|2

1+δ̃(Kd)λk



 ≤
t
∑

k=1

|Wj,k|2 log(1 + δ̃(Kd)λk)
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Summing overj, and using that
∑t

j=1 |Wj,k|2 = 1, we get that

Îmmse(K) ≤
t
∑

k=1

log(1 + δ̃(Kd)λk) = Îmmse(Kd)

We now establish thatJmmse(K) ≤ Jmmse(Kd).

We recall that

σ2TT,j,j(K) =

t
∑

k=1

|Wj,k|2

1 + δ̃(Kd)λk

Similarly, we have
[

(σ2TT )
2
]

j,j
(K) =

t
∑

k=1

|Wj,k|2

(1 + δ̃(Kd)λk)2

As
∑t

k=1 |Wj,k|2 = 1, the convexity of functionx → x2 implies that

[

(σ2TT (K))j,j
]2 ≤

[

(σ2TT (K))2
]

j,j

This implies that

Jmmse(K) ≤ 1

t

t
∑

j=1

(

1− σ2TT,j,j(K)
)2

We also remark that

1− σ2TT,j,j(K) = wj(I− σ2TT (Kd))w
H
j

wherewj represents the rowj of W. As matrix I− σ2T(Kd) is diagonal and matrixW is unitary, we

have
t
∑

j=1

(

wj(I− σ2TT (Kd))w
H
j

)2 ≤
t
∑

j=1

(

1− σ2TT,j,j(Kd)
)2

We finally note that

1

2δ̃(Kd)2
γ̃(Kd)

1− σ4γ(Kd)γ̃(Kd)

t
∑

j=1

(

1− σ2TT,j,j(Kd)
)2

= Jmmse(Kd)

Jmmse(K) ≤ Jmmse(Kd) follows from the equalities(δ(K), δ̃(K)) = (δ(Kd), δ̃(Kd)) and(γ(K), γ̃(K)) =

(γ(Kd), γ̃(Kd)). This completes the proof of Proposition 3.

Proposition 3 shows that there is no restriction to look an optimal precoder in the following setKd

Kd = {K ∈ K, KHCTK diagonal} (43)

This allows to formulate the evaluation of an optimal precoder as at-dimensional optimization problem

rather than at2 dimensional one. In order to state the corresponding result, we first slightly change our
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notations. IfK ∈ Kd, the quantitiesδ(K), δ̃(K), . . . are actually functions of the entries of the diagonal

matrix Λ = KHCTK. Therefore, forK ∈ Kd, δ(K), δ̃(K), . . . will be denotedδ(Λ), δ̃(Λ), . . ..

The main result of this section is the following theorem.

Theorem 2: Let CT = UDUH be the eigenvalues/eigenvectors decomposition of matrixCT . Let

Λopt = Diag(λ1,opt, . . . , λt,opt) be a positive diagonal matrix solution of the optimization problem

Problem 1: Maximize
∑t

j=1 log2

(

1 + λj δ̃(Λ)
)

+ 1
2

σ4γ(Λ)γ̃(Λ)
1−σ4γ(Λ)γ̃(Λ) under the constraints

Λ = Diag(λ1, . . . , λt) ≥ 0,
1

t
Tr(D−1Λ) ≤ 1 (44)

Then, matrixKopt defined by

Kopt = UD−1/2Λ
1/2
opt (45)

belongs toKd, and maximizesImmse.

Proof. In order to prove Theorem 2, we consider a precoding matrixK ∈ Kd, and denoteΛ =

Diag(λ1, λ2, . . . , λt) the diagonal matrixKHCTK. We assume that the diagonal entries(λj)j=1,...,t

of Λ are arranged in decreasing order. It is clear thatK can be written asK = UD−1/2ΘΛ1/2 where

Θ is a unitary matrix. As1tTr(KKH) is supposed less than or equal to 1, matricesΛ andΘ satisfy

1
tTrD−1ΘΛΘH ≤ 1. Each precoderK ∈ Kd can thus be parameterized by the unitary matrixΘ and the

positive diagonal matrixΛ. As K ∈ Kd, one can check easily thatJmmse(Λ) reduces to12
γ(Λ)γ̃(Λ)

1−σ4γ(Λ)γ̃(Λ) .

Therefore, Problem 1 is equivalent to the Problem

Problem 2: Maximize overΛ andΘ
∑t

j=1 log2

(

1 + λj δ̃(Λ)
)

+ 1
2

γ(Λ)γ̃(Λ)
1−σ4γ(Λ)γ̃(Λ) under the constraints

Λ = Diag(λ1, . . . , λt) ≥ 0, Θunitary,
1

t
Tr(D−1ΘΛΘH) ≤ 1 (46)

Let (Λ∗,Θ∗) be a solution of the above problem. The diagonal elements ofΛ∗ andD are arranged in

decreasing order. Therefore (see the Appendix of [7]), the following inequality holds

1

t
TrD−1Θ∗Λ∗Θ

H
∗ ≥ 1

t
TrD−1Λ∗ (47)

Inequality (47) implies that if(Λ∗,Θ∗) is a solution of Problem 2, then,(Λ∗, I) is a solution of Problem

1. This shows that the optimization ofImmse is equivalent to Problem 1. This completes the proof of

Theorem 2.

Remark 1: We mention that it is not obvious that the singular vectors ofthe precoders that optimize

the true mutual informationImmse have the structure (45). To our best knowledge, this is stillan open

question. One of the merit of the present asymptotic analysis is thus to show that the use of precoders

(45) is relevant.
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V. MAXIMIZATION OF Immse.

A. Maximization of Îmmse in the case of i.i.d. channels.

Problem 1 cannot in general be solved in closed form. In this paragraph, we consider the case

r = t,CR = CT = It for which some analytical results can be obtained. We establish in particular

that the transmission scheme maximizingÎmmse is not a uniform power allocation along all the antennas,

but an antenna selection scheme. This tends to indicate thatin the context of i.i.d. channels, an antenna

selection may provide higher values ofImmse than a uniform power allocation over thet available transmit

antennas. Therefore, even in the simplest channels context, the maximization ofImmse and of the usual

Shannon mutual informationI are different problems.

Theorem 2 implies that precodersKopt maximizing Îmmse can be written asKopt = Λ
1/2
opt whereΛopt

is solution of the problem

Problem 3: Maximize
∑t

j=1 log
(

1 + λj δ̃(Λ)
)

under the constraintsΛ = Diag(λ1, . . . , λt) ≥ 0 and

1
tTr(Λ) ≤ 1 where δ̃(Λ) is the unique positive solution of the equation

σ2δ̃ +
1

t

t
∑

j=1

λj δ̃

1 + λj δ̃
= 1 (48)

It is easy to check that̃δ(Λ) is the positive solution of (48) in the particular context considered here. This

justifies the statement of Problem 3. The solution of this problem is given in the following Proposition.

Proposition 4: The diagonal entries of the optimal matricesΛopt are either 0, either equal tots where

s ≤ t, the number of non zero entries ofΛopt, is the integer that maximizes

s log

[

t
s − 1 + σ2 +

√

(t/s − 1 + σ2)2 + 4σ2

2σ2

]

(49)

Proof. We first show that any optimal matrixΛopt solution of Problem 3 verifies1tTr(Λopt) = 1. For

this, we consider a positive diagonal matrixΛ for which 1
tTr(Λ) < 1, and establish that ifΓ is the

positive diagonal matrix with normalized trace 1 defined byΓ = 1
1

t
Tr(Λ)

Λ , thenÎmmse(Γ) > Îmmse(Λ).

For this, we show that functionµ → µδ̃(µΛ) is strictly increasing onR+. We remark that̃δ(µΛ) is the

unique positive solution of the equation

σ2δ̃ +
1

t

t
∑

j=1

λjµδ̃

1 + λjµδ̃
= 1 (50)

or equivalently, thatµδ̃(µΛ) is the unique solution of the equationgµ(ρ̃) = 1 wheregµ is defined by

gµ(ρ̃) =
σ2

µ
ρ̃+

1

t

t
∑

j=1

λj ρ̃

1 + λj ρ̃
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For eachµ, function ρ̃ → gµ(ρ̃) is strictly increasing. Moreover, ifµ1 < µ2, thengµ1
(ρ̃) > gµ2

(ρ̃). From

this, we get immediately thatµ1δ̃(µ1Λ) < µ2δ̃(µ2Λ). We have thus shown thatµ → µδ̃(µΛ) is strictly

increasing. We putµ = 1
1

t
Tr(Λ)

. As 1
tTr(Λ) < 1, µ is strictly greater than 1. Therefore,µδ̃(µΛ) > δ̃(Λ)

or µδ̃(Γ) > δ̃(Λ). Hence,
t
∑

j=1

log
(

1 + µλj δ̃(Γ)
)

>
t
∑

j=1

log
(

1 + λj δ̃(Λ)
)

As the (µλj)j=1,...,t coincide with the diagonal entries of matrixΓ, the above inequality implies that

Îmmse(Γ) > Îmmse(Λ).

The above discussion shows that the constraint1
tTr(Λ) ≤ 1 can be replaced by1tTr(Λ) = 1 in the

statement of Problem 3. In order to characterize the solutions of the maximization problem, we replace

the variables(λj)j=1,...,t by the variables(xj)j=1,...,t defined by

xj = λj δ̃(Λ) (51)

for j = 1, . . . , t. We claim that the maximization of̂Immse over the constraintsλj ≥ 0 for j = 1, . . . , t

and 1
tTr(Λ) = 1 is equivalent to the following problem

Problem 4: Maximize
∑t

j=1 log(1 + xj) under the constraintsxj ≥ 0 for eachj = 1, . . . , t, and

σ2 1

t

t
∑

j=1

xj +
1

t

t
∑

j=1

xj
1 + xj

= 1 (52)

Indeed, let(xj)j=1,...,t be positive numbers satisfying (52), and considerδ̃ = 1
t

∑t
j=1 xj andλj = xj

δ̃

for j = 1, . . . , t. The matrixΛ = Diag(λ1, . . . , λt) is positive and satisfies1tTr(Λ) = 1. Moreover,δ̃

is solution of the equation (48), which implies thatδ̃ = δ̃(Λ). Conversely, ifΛ = Diag(λ1, . . . , λt) is

positive and satisfies1tTr(Λ) = 1, the (xj)j=1,...,t defined by (51) are positive and satisfy the constraint

(52). The conclusion follows from the observation that
∑t

j=1 log
(

1 + λj δ̃(Λ)
)

=
∑t

j=1 log(1 + xj).

The Karusch- Kuhn-Tucker (KKT) conditions provide necessary conditions for optimality. Ifx =

(x1, . . . , xt)
T is a solution of Problem 4, then, it existsµ for which

∂L(x,µ)
∂xj

= 0 if xj > 0

∂L(x,µ)
∂xj

≤ 0 if xj = 0
(53)

whereL(x, µ) is defined by

L(x, µ) =
t
∑

j=1

log(1 + xj)−
1

µ



σ2
t
∑

j=1

xj +

t
∑

j=1

xj
1 + xj





If xj > 0, we obtain

σ2(1 + xj) +
1

1 + xj
= µ
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and if xj = 0, we have

µ ≤ 1 + σ2 (54)

If s ≤ t is the number of non zeroxj ’s, we have also

µ = σ2 + σ2 1

s

t
∑

j=1

xj +
1

s

∑

xj>0

1

1 + xj
(55)

or

µ = σ2 + σ2 1

s

t
∑

j=1

xj +
1

s





t
∑

j=1

1

1 + xj
− (t− s)





Using the identity xj

1+xj
= 1− 1

1+xj
, we get that the constraint (52) can also be written as

1

t

t
∑

j=1

1

1 + xj
= σ2 1

t

t
∑

j=1

xj

µ is therefore given by

µ = σ2 + 2σ2 t

s





1

t

t
∑

j=1

xj



+ 1− t

s
(56)

We also note thatxj > 0 is a solution of the equation

σ2x2j + (2σ2 − µ)xj + (1 + σ2 − µ) = 0 (57)

If µ > 1+ σ2, (54) implies thats = t. Moreover, the equation (57) has a single strictly positivesolution

y. Therefore,xj = y for j = 1, . . . , t. Using the correspondence (51) betweenx and Λ, we obtain

immediately thatΛ = It.

We now consider the caseµ ≤ 1 + σ2. If µ < 2σ, equation (57) has no real solution. Therefore,µ

must be greater than2σ. The equation must have at least a positive solution. As1 + σ2 − µ ≥ 0, this

implies thatµ > 2σ2. In sum,µ must be greater thanmax(2σ, 2σ2), and the equation (57) has 2 positive

solutionsy1 andy2 given by

y1 =
µ− 2σ2 +

√

µ2 − 4σ2

2σ2

y2 =
µ− 2σ2 −

√

µ2 − 4σ2

2σ2

Therefore, each non zeroxj can be equal toy1 or to y2. We denote#{j, xj = y1} as s
2 + u and

#{j, xj = y2} as s
2 − u whereu is an integer ifs is even andu is the sum of1/2 with an integer ifs

is odd. Note that if(xj)j=1,...,t is a solution of Problem 4,u must be positive becausey1 > y2 and

t
∑

j=1

log(1 + xj) = (u+
s

2
) log(1 + y1) + (u− s

2
) log(1 + y2)
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1
t

∑t
j=1 xj is given by

1

t

t
∑

j=1

xj =
s

t

µ− 2σ2

2σ2
+

u

t

√

µ2 − 4σ2

σ2

Plugging this into (56) and solving the equation w.r.t.µ yields to

µ =

√

4σ2 +

(

s

2u
σ2 +

t− s

2u

)2

(58)

This allows to expressy1 andy2 in terms oft, s, u, σ2. After some calculations, we obtain that
∑t

j=1 log(1+

xj) = (u+ s
2) log(1 + y1) + (u− s

2) log(1 + y2) is given by

t
∑

j=1

log(1 + xj) =
s

2
log

1

σ2
+ u log

[√
1 + b2u2 + 1√
1 + b2u2 − 1

]

(59)

whereb2 is defined by

b2 =
16σ2

(t− s+ σ2s)2

It is easily seen that the righthandside of (59), consideredas a function ofu, is increasing onR+.

Therefore, it is maximum foru = s
2 . This implies that#{j, xj = y1} = s and#{j, xj = y2} = 0.

Moreover, the righthandside of (59) foru = s/2 coincides with (49). This completes the proof of

Proposition 4.

We now check numerically that for certain values ofσ2, s does not coincide witht. In figure 3, we

have considered the caser = t = 8, and have represented the values ofÎmmse for s = 6 ands = 8. It

is clear that if the SNR is greater than 8 dB, thens = 6 provides higher values of̂Immse. The values

of Immse and Immse are still higher fors = 6 rather than fors = 8. This confirms that the antenna

selection scheme may be better than the uniform power allocation across all the transmit antennas. Figure

4 representsImmse, Îmmse, Immse versuss when the SNR is equal to15dB, and demonstrates thats = 6

is the optimum value ofImmse.

We note that ifs 6= t, function Îmmse reaches its maximum at different points because there are more

than one diagonal matrix whose entries are either 0 eithert
s . Function Îmmse is thus a non concave

function of the precoding matrix. Using the trick introduced in [5], it is possible to establish thatImmse

is itself, in general, non concave.

B. Study of Problem 1.

We consider again the optimization ofImmse in the bi-correlated case. Theorem 2 shows that the

determination of an optimal precoderKopt needs to solve the optimization Problem 1. As this problem
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cannot be solved in closed form, we use a gradient algorithm.We propose to parameterizeλj by λj = α2
j

in order to get rid of the constraintλj ≥ 0, and to use a standard gradient algorithm with projection

on the constraint1t
∑t

j=1
α2

j

dj
≤ 1 at each iteration. Note that the convergence of this algorithm towards

a global maximum ofImmse is not guaranteed because this last function is probably nonconcave in

general.
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C. Numerical illustration

We present some simulation results to illustrate the impactof the precoder optimization scheme in the

caser = t = 4. CT andCR are generated according to model (38). In the present numerical experiment,

(σφT
, φT ) = (0.5, π4 ) and(σφR

, φR) = (0.4, π
12 ).

In figure 5, we provide the mutual informationsImmse (evaluated using Monte Carlo simulations,1000

channel realizations are used) corresponding to the following precoding schemes:

• (i) No precoding

• (ii) Maximization of Immse(K) for precoders structured as in (45)

• (iii) Maximization of Îmmse(K) for precoders structured as in (45)

• (iv) Maximization of Immse(K) for precoders structured as in (45)

• (v) Maximization ofImmse(K) when the precoders have no particular structure.

The various maximizations are achieved by the gradient algorithm with projection on the relevant

constraint. Note that the gradients ofImmse(K) w.r.t. the parameters(αj)j=1,...,t and w.r.t. the entries of

K have no closed form expression. At each iteration of the algorithm, they are evaluated by Monte Carlo

simulations (1000 channel realizations are used). This explain why the direct maximization ofImmse

leads to very high computational cost algorithms.

We now comment figure 5. We first compare precoding schemes (iv) and (v). The two curves match

perfectly, showing that in practice, the structure (45) seems to optimizeImmse(K) even forr = t = 4.

The comparison of schemes (ii) and (iii) indicates that the use of the improved approximationImmse
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allows to obtain significant gains for SNRs greater than 10 dB. We finally observe that the precoding

schemes (ii) and (iv,v) provide very close mutual informations when SNR< 2 dB and SNR> 10 dB.

Finally, the comparison of (i) (no precoding) with the otherschemes shows that the precoding allows to

increase significantlyImmse.

We finally compare the processing time (on a1.83GHz Intel) needed by schemes(ii), (iii), (iv)

Precoding scheme Processing time (s)

(ii) maximization ofImmse 0.39

(iii) maximization of Îmmse 0.25

(iv) maximization ofImmse 337.6

It is seen that the processing times needed to implement schemes (ii) and (iii) are almost1000 times

smaller than in the context of scheme (iv), while the use of the improved approximationImmse instead

of Îmmse does not lead to a significant increase of the computational cost.

VI. CONCLUDING REMARKS.

We summarize the advantages of our asymptotic analysis ofImmse. It first allows to prove the relevance

of precodersK = UD−1/2Λ1/2, whereΛ is a positive diagonal matrix. Second, the entries of the opti-

mum matrixΛ are solution of an optimization problem that can be solved bya computationally attractive

gradient algorithm. If, in contrast, matrixΛ was designed to maximize the true mutual informationImmse,

the corresponding gradient algorithm would have a high computational cost. This is because this function

of Λ, as well as its derivatives w.r.t. the entries ofΛ, cannot be expressed in closed form. They have to

be evaluated by Monte Carlo simulations, thus complicatinga lot the maximization algorithm.
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APPENDIX A

PROOF OFPROPOSITION2.

The proof of Proposition 2 uses extensively the Nash-Poincaré inequality as well as an integration by

part formula valid in the Gaussian random matrices context.The combined use of these two tools was

introduced recently by Pastur in [14] in the context of simple models. This method was used in order
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to evaluate the asymptotic behaviour of the Shannon capacity of bi-correlated Rayleigh MIMO channels

in [6] and of bi-correlated Rician MIMO channels in [5]. We however notice that Proposition 2 has not

been established in [6] and [5].

LetΦ(Y) be a function of the entries of matrixY defined by (9). Then, under certain extra assumptions

on Φ (see [6]), the following Nash-Poincaré inequality holds true:

Var (Φ(Y)) ≤ 1

t

t
∑

i=1

r
∑

j=1

did̃jE

[

∣

∣

∣

∣

∂Φ(Y)

∂Yi,j

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∂Φ(Y)

∂Y i,j

∣

∣

∣

∣

2
]

. (60)

whereY i,j represents the complex conjugate ofYi,j. We also recall that the integration by part formula

gives

E [YpqΦ(Y)] =
dpd̃q
t

E

[

∂Φ(Y)

∂Y pq

]

. (61)

and

E
[

Y pqΦ(Y)
]

=
dpd̃q
t

E

[

∂Φ(Y)

∂Ypq

]

. (62)

We first establish (18). For this, we first introduce some notations.β is defined byβ = 1
tTr(DQ) and

α = E(β). R̃ is ther × r diagonal matrix given by

R̃ =
[

σ2
(

Ir + αD̃
)]−1

(63)

α̃ is defined byα̃ = 1
tTr(D̃Q̃), andR is the t× t diagonal matrix given by

R =
[

σ2 (It + α̃D)
]−1

(64)

If x is a random variable,
◦
x represents the random variable

◦
x = x− E(x).

Using calculations similar to [6], section 4.1, we obtain that

E((Qyj)kY i,j) =
di
t

d̃j

1 + αd̃j
E(Qk,i)−

d̃j

1 + αd̃j
E(

◦
β(Qyj)kY i,j)

for eachk, i, j. Summing overj gives

E
(

(QYYH)k,i
)

= σ2diα̃E(Qk,i)− σ2
E

(

◦
β(QYD̃R̃YH)k,i

)

(65)

Plugging the resolvent identity (see Eq. (10) of [6])

Qk,i =
δ(k − i)

σ2
− (QYYH)k,i

σ2
(66)

into (65), we obtain

E(Qk,i) =
δ(k − i)

σ2
− diα̃E(Qk,i) + E

(

◦
β(QYD̃R̃YH)k,i

)
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Solving w.r.t.E(Qk,i), we get

E(Qk,i) = Ri,iδ(k − i) + σ2
E

(

◦
β(QYD̃R̃YHR)k,i

)

If u is a deterministic unit norm row vector, we eventually obtain

E(uQuH) = uRuH + σ2
E

(

◦
βuQYD̃R̃YHRuH

)

(67)

We now prove that the second term of the righthandside of (67)can be bounded by aO( 1
t3/2 ) term

independent ofu. As E(
◦
β) = 0, the Schwartz inequality gives

∣

∣

∣

∣

E(

(

◦
βuQYD̃R̃YHRuH

)∣

∣

∣

∣

≤
(

E

∣

∣

∣

∣

◦
β

∣

∣

∣

∣

2
)1/2

[

Var
(

uQYD̃R̃YHRuH
)]1/2

(68)

Using the first item of (15) in the caseM = D, we get that

(

E|
◦
β|2
)1/2

= O(1t ). In order to study the

behaviour of the second term of the righthandside of (68), weestablish the following lemma.

Lemma 2: Let A be a uniformly bounded diagonal deterministic matrix,u a unit norm deterministic

row vector, andv a uniformly bounded deterministic row vector. Then,

Var(uQYAYHvH) ≤ C

t
(69)

whereC is a constant independent ofu, v, andA.

Proof. In order prove the lemma, we use the Nash-Poincaré inequality (60) in the caseΦ(Y) =

uQYAYHvH . We defineη asη = uQYAYHvH . Straightforward calculations lead to

∂η

∂Y i,j

= −uQyj(QYAYHvH)i +Aj,jvi uQyj (70)

We establish that
∑

i,j

E

∣

∣

∣

∣

∂η

∂Y i,j

∣

∣

∣

∣

2

≤ C (71)

whereC is a constant independent ofu,v,A. (70), |Aj,j| ≤ ‖A‖ and the Schwartz inequality imply that

E

∣

∣

∣

∣

∂η

∂Y i,j

∣

∣

∣

∣

2

≤ 2|vi|2‖A‖2E|uQyj |2 + 2E
(

|(QYAYHvH)i|2|uQyj |2
)

Summing overi, j yields

∑

i,j

E

∣

∣

∣

∣

∂η

∂Y i,j

∣

∣

∣

∣

2

≤ 2‖A‖2‖v‖2E‖uQY‖2 + 2E
(

‖QYAYHvH‖2‖uQY‖2
)

E(‖uQY‖2) = E(uQYYHQuH). Using the resolvent identity (66), we obtain thatQYYH = I−σ2Q.

Therefore,QYYHQ = Q−σ2QQ andQYYHQ ≤ Q. This implies that‖uQY‖2 ≤ uQuH . As matrix

Q satisfiesQ ≤ I
σ2 , we obtain that

‖uQY‖2 ≤ 1

σ2
(72)
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In order to prove (71), it is thus sufficient to verify thatE(‖QYAYHvH‖2) ≤ C whereC is a constant

independent ofv and t. For this, we remark that

‖QYAYHvH‖2 ≤ vYAHYHYAYHvH

σ4

A straightforward but tedious calculation gives

E(vYAHYHYAYHvH) = vD2vH

∣

∣

∣

∣

1

t
Tr(AHD̃)

∣

∣

∣

∣

2

+ vDvH 1

t
TrD

1

t
Tr(AHD̃AD̃)

As matricesA,D, D̃ and vectorv are uniformly bounded, we obtain thatE(‖QYAYHuH‖2) ≤ C.

This, in turn, implies (71). One can show similarly that

∑

i,j

E

∣

∣

∣

∣

∂η

∂Yi,j

∣

∣

∣

∣

2

≤ C

As the(di)i=1,...,t and the(d̃j)j=1,...,r are uniformly bounded (see (14)), (60) provides immediately (69).

Lemma 2 is thus established.

(67) and (68) imply that
∣

∣u (E(Q)−R)uH
∣

∣ ≤ C

t3/2
(73)

In order to complete the proof of (18), we use Theorem 3 of [6],and obtain that

1

t
Tr(D̃R̃) =

1

t
Tr(D̃T̃) +O(

1

t2
)

or α̃ = δ̃ +O( 1
t2 ). It is easy to check that

|Ri,i − Ti,i| ≤
dmax

σ2
|α̃− δ̃|

Therefore,maxi |Ri,i − Ti,i| ≤ C
t2 , and|u(R −T)uH | ≤ C

t2 . Using (73), we eventually get (18).

We now establish (20). For this, we first prove the following lemma.

Lemma 3:

E(Qk,i

◦
Qk′,i′) =

1

t

1

1 + α̃di
E

[

(QDQ)k,i′(QYD̃R̃YH)k′,i

]

+ E

[

◦
β(QYD̃R̃YH)k,i

1

1 + α̃di

◦
Qk′,i′

]

(74)

Proof. We first note that (66) yields

E(Qk,i

◦
Qk′,i′) = − 1

σ2
E

(

(QYYH)k,i
◦
Qk′,i′

)

(75)
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In order to be able to expressE

(

(QYYH)k,i
◦
Qk′,i′

)

, we evaluate

E

(

(Qyj)kY i,j

◦
Qk′,i′

)

=
t
∑

p=1

E(Qk,pYp,jY i,j

◦
Qk′,i′)

For this, we use the integration by parts formula (61) in the caseΦ(Y) = Qk,pY i,j

◦
Qk′,i′ , and obtain

E(Qk,pYp,jY i,j

◦
Qk′,i′) = δ(p − i)

dpd̃j
t

E(Qk,p

◦
Qk′,i′)−

dpd̃j
t

E(Qp,p(Qyj)k
◦
Qk′,i′Y i,j)−

dpd̃j
t

E(Qk,pQp,i′(Qyj)k′Y i,j) (76)

Summing overp, and expressingβ = 1
tTr(DQ) asβ = α+

◦
β provides

E

[

(Qyj)kY i,j

◦
Qk′,i′

]

=
did̃j
t

E(Qk,i

◦
Qk′,i′)−

d̃j
t
E
[

(QDQ)k,i′(Qyj)k′Y i,j

]

−

αd̃jE

[

(Qyj)kY i,j

◦
Qk′,i′

]

− d̃jE

[

◦
β(Qyj)kY i,j

◦
Qk′,i′

]

(77)

Solving w.r.t.E

[

(Qyj)kY i,j

◦
Qk′,i′

]

and summing overj gives

E

(

(QYYH)k,i
◦
Qk′,i′

)

= σ2diE(Qk,i

◦
Qk′,i′) − (78)

σ2

t
E

[

(QDQ)k,i′(QYD̃R̃YH)k′,i

]

− σ2
E

[

◦
β

◦
Qk′,i′(QYD̃R̃YH)k,i

]

Plugging (75) into (78) and solving w.r.t.E(Qk,i

◦
Qk′,i′) gives (74).

We defineη by η = uQuH . (74) yields immediately

E(
◦
η)2 = E(η

◦
η) =

σ2

t
E

(

uQDQuH uQYD̃R̃YHRuH
)

+ σ2
E

[

◦
β
◦
η uQYD̃R̃YHRuH

]

(79)

We defineρ1 andρ2 by ρ1 = uQDQuH andρ2 = uQYD̃R̃YHRuH . The termE

(

uQDQuH uQYD̃R̃YHRuH
)

is given by

E

(

uQDQuH uQYD̃R̃YHRuH
)

= E(ρ1)E(ρ2) + E(
◦
ρ1

◦
ρ2)

In order to evaluateE(ρi), i = 1, 2, we state the following Lemma

Lemma 4:
∣

∣

∣

∣

E (QDQ)k,i −
diTk,i

1− σ4γγ̃

∣

∣

∣

∣

<
C

t
(80)

Let A be a uniformly bounded diagonal deterministic matrix. Then,
∣

∣

∣

∣

E(QYAYH)k,i − σ2di
1

t
Tr(AT̃D̃)Tk,i

∣

∣

∣

∣

<
C

t
(81)
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The proof uses again the resolvent identity (66), the Nash-Poincaré inequality, the integration by parts

formula, Theorem 3 in [6], and is omitted.

Using Lemma (4), we get that
∣

∣

∣

∣

σ2
E(ρ1)E(ρ2)−

σ4γ̃

1− σ4γγ̃

(

uT2DuH
)2
∣

∣

∣

∣

≤ C

t

We verify thatE(
◦
ρ1

◦
ρ2) is a O( 1

t1/2 ) term. We first remark that, asρ1 ≤ dmax

σ4 , then |◦ρ1| ≤ 2dmax

σ4 . The

Schwartz inequality gives

|E(◦ρ1
◦
ρ2)| ≤ 2

dmax

σ4

(

E|◦ρ2|2
)1/2

≤ C

t1/2

by Lemma 2. Finally, we show thatE(
◦
β
◦
ηρ2) is aO( 1

t3/2 ) term. We express this term as

E(
◦
β
◦
ηρ2) = E(

◦
β
◦
η)E(ρ2) + E(

◦
β
◦
η

◦
ρ2)

Lemma 4 implies thatE(ρ2) is uniformly bounded, while the Schwartz inequality givesE(
◦
β
◦
η) = O( 1

t3/2 ).

In order to evaluateE(
◦
β
◦
η

◦
ρ2), we write

E(
◦
β
◦
η

◦
ρ2) = E(

◦
βη

◦
ρ2)− E(η)E(

◦
β

◦
ρ2)

As η ≤ dmax

σ2 , the Schwartz inequality gives immediately that

E(
◦
β
◦
η

◦
ρ2) = O(

1

t3/2
).

Putting all the pieces together completes the proof of (20).

In order to establish (21), we first need to prove the following lemma. This lemma will also be useful

to establish Lemma 1 below.

Lemma 5: Let M be a uniformly bounded deterministic matrix. Then,

E

∣

∣

∣

∣

1

t
TrM (Q− E(Q))

∣

∣

∣

∣

4

= O(
1

t4
) (82)

Moreover,

sup
u,‖u‖=1

E
∣

∣u (Q− E(Q))uH
∣

∣

8 ≤ C

t4
(83)

We denote byρ the random variableρ = 1
tTrM (Q− E(Q)). E|ρ|4 can be written as

E|ρ|4 = (E|ρ|2)2 +Var(ρ2)
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The first item of (15) implies that(E|ρ|2)2 = O( 1
t4 ). In order to evaluateVar(ρ2), we use the Nash-

Poincaré inequality in the caseΦ(Y) = ρ2.

∂ρ2

∂Y i,j
= 2ρ 1

t

∑

p,q
∂Qp,q

∂Y i,j
Mq,p

= −2ρ 1
t

∑

p,q Qi,q(Qyj)pMq,p

= −2ρ 1
t

∑

p(QM)i,p(Qyj)p

= −2ρ 1
t (QMQyj)i

Therefore,
∑

i,j

E

∣

∣

∣

∣

∂ρ2

∂Y i,j

∣

∣

∣

∣

2

=
4

t2
E
(

|ρ|2Tr(YHQMHQ2MQY)
)

Matrix MHQ2M is uniformly bounded. Therefore,

Tr(YHQMHQ2MQY) ≤ C TrYHQQY) = C Tr(QQYYH)

As QYYH = I− σ2Q ≤ I, we obtain that

Tr(YHQMHQ2MQY) ≤ C Tr(Q)

Hence,
∑

i,j

E

∣

∣

∣

∣

∂ρ2

∂Y i,j

∣

∣

∣

∣

2

≤ C

t
E

(

|ρ|2 1
t
Tr(Q)

)

≤ C

t
E(|ρ|2)

As E(|ρ|2) = O( 1
t2 ), this implies that

∑

i,j

E

∣

∣

∣

∣

∂ρ2

∂Y i,j

∣

∣

∣

∣

2

= O(
1

t3
)

We obtain similarly that
∑

i,j

E

∣

∣

∣

∣

∂ρ2

∂Yi,j

∣

∣

∣

∣

2

= O(
1

t3
)

(82) follows immediately from the Nash-Poincaré identity.

In order to prove (83), we first establish that

sup
u,‖u‖=1

E
∣

∣u (Q− E(Q))uH
∣

∣

4 ≤ C

t2
(84)

and

sup
u,‖u‖=1

E
∣

∣u (Q− E(Q))uH
∣

∣

6 ≤ C

t3
(85)

We consider a deterministic unit norm row vectoru and denote byη the termη = u (Q− E(Q))uH .

E|η|4 =
(

E|η|2
)2

+ Var(η2). (20) implies that
(

E|η|2
)2 ≤ C

t2 whereC is a constant which does not
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depend ont andu. In order to evaluate the termVar(η2), we use the Nash-Poincaré inequality in the

caseΦ(Y) = η2.
∂η2

∂Y i,j

= −2η uQyj (QuH)i

Therefore,
∑

i,j

E

∣

∣

∣

∣

∂η2

∂Y i,j

∣

∣

∣

∣

2

= 4E
(

|η|2 uQYYHQuH uQ2uH
)

(72), Q ≤ I
σ2 , andE|η|2 ≤ C

t imply that

∑

i,j

E

∣

∣

∣

∣

∂η2

∂Y i,j

∣

∣

∣

∣

2

≤ C

t

We obtain similarly that
∑

i,j

E

∣

∣

∣

∣

∂η2

∂Yi,j

∣

∣

∣

∣

2

≤ C

t

The Nash-Poincaré inequality eventually givesVar(η2) ≤ C
t2 . We have therefore proved (84). In order

to establish (85), we writeE|η|6 =
(

E|η|3
)2

+ Var(η3). The Holder inequality and (84) imply that
(

E|η|3
)2 ≤ C

t3 . The termVar(η3) is also evaluated using the Nash-Poincaré inequality.

∂η3

∂Y i,j

= −3η2uQyj(QuH)i

and
∑

i,j

E

∣

∣

∣

∣

∂η3

∂Y i,j

∣

∣

∣

∣

2

= 9E
(

|η|4 uQYYHQuH uQ2uH
)

As uQYYHQuHu anduQ2uH are uniformly bounded, (84) implies that

∑

i,j

E

∣

∣

∣

∣

∂η3

∂Y i,j

∣

∣

∣

∣

2

≤ C

t2

Similarly,
∑

i,j

E

∣

∣

∣

∣

∂η3

∂Yi,j

∣

∣

∣

∣

2

≤ C

t2

(85) follows immediately from the Nash-Poincaré inequality.

Starting fromE|η|8 =
(

E|η|4
)2

+Var(η4), (83) is proved similarly.

In order to establish (21), we introduce the following notations:

ρ1,k = vkQDQvH
k , ρ2,k = vkQYD̃R̃YHRvH

k , ηk = vkQvH
k
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Using (79) and Lemma 4, it is easy to check that

∑

k

Var(κkηk)−
1

t

σ4γ̃

1− σ4γγ̃

∑

k

(κkvkT
2DvH

k )2 = E

(

◦
β

(

∑

k

κk
◦
ηkρ2,k

))

+O(
1

t
)

It therefore remains to show that

E

(

◦
β

(

∑

k

κk
◦
ηkρ2,k

))

= O(
1

t
) (86)

For this, we writeρ2,k =
◦
ρ2,k + E(ρ2,k). Therefore,

E

(

◦
β

(

∑

k

κk
◦
ηkρ2,k

))

= E

[

◦
β

(

∑

k

κkE(ρ2,k)
◦
ηk

)]

+ E

[

◦
β

(

∑

k

κk
◦
ρ2,k

◦
ηk

)]

(87)

The termE

[

◦
β
(

∑

k κkE(ρ2,k)
◦
ηk

)

]

can also be written asE

(

◦
β Tr(M

◦
Q)

)

whereM is the deterministic

matrix defined by

M =
∑

k

κkE(ρ2,k)v
H
k vk

Lemma 4 implies thatsupk |E(ρ2,k| < C. Therefore, matrixM is uniformly bounded. The first item of

(15) thus implies thatE

∣

∣

∣

∣

Tr(M
◦
Q)

∣

∣

∣

∣

2

= O(1). Similarly, E|
◦
β|2 = O( 1

t2 ) holds. The Schwartz inequality

shows thatE

(

◦
βTr(M

◦
Q)

)

= O(1t ).

In order to evaluate the second term of the righthandside of (87), we remark that

|E(
◦
β
◦
ηk

◦
ρ2,k)| ≤ (E|◦ρ2,k|2)1/2 (E|

◦
βk|4)1/4 (E|

◦
ηk|4)1/4

Lemma 2 implies that(E|◦ρ2,k|2)1/2 = O( 1
t1/2 ), and (84) gives(E|◦ηk|4)1/4 = O( 1

t1/2 ). As (E|
◦
βk|4)1/4 =

O(1t ) by (82), we get that

sup
k

|E(
◦
β
◦
ηk

◦
ρ2,k)| = O(

1

t2
)

This, in turn, implies that the second term of the righthandside of (87) is aO(1t ) term. This completes

the proof of (21).

We finally prove (19). We just sketch the proof because similar arguments have been used in order to

establish Lemma 3. We evaluateE(
◦
Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) for each integers(i1, k1, i2, k2, i3, k3). We first

calculateE(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3). For this, we use the resolvent identity (66) and write

E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) =

δ(k1 − i1)

σ2
E(

◦
Qk2,i2

◦
Qk3,i3)−

1

σ2
E

[

(QYYH)k1,i1

◦
Qk2,i2

◦
Qk3,i3

)
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Using the integration by parts formula as in the proof of Lemma 3, we obtain that

1
σ2E

[

(QYYH)k1,i1

◦
Qk2,i2

◦
Qk3,i3

]

= α̃di1E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3)

−1
tE

[

(QDQ)k1,i2(QYD̃R̃YH)k2,i1

◦
Qk3,i3

]

−1
tE

[

(QDQ)k1,i3(QYD̃R̃YH)k3,i1

◦
Qk2,i2

]

−E

[

◦
β(QYD̃R̃YH)ki,i1

◦
Qk2,i2

◦
Qk3,i3

]

Plugging (66) into the above equation and solving w.r.t.E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3), we obtain that

E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) = Rk1,k1

δ(k1 − i1)E(
◦
Qk2,i2

◦
Qk3,i3)

+σ2

t E

[

(QDQ)k1,i2(QYD̃R̃YHR)k2,i1

◦
Qk3,i3

]

+σ2

t E

[

(QDQ)k1,i3(QYD̃R̃YHR)k3,i1

◦
Qk2,i2

]

+σ2
E

[

◦
β(QYD̃R̃YHR)ki,i1

◦
Qk2,i2

◦
Qk3,i3

]

Writing E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) as

E(Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) = E(Qk1,i1)E(

◦
Qk2,i2

◦
Qk3,i3) + E(

◦
Qk1,i1

◦
Qk2,i2

◦
Qk3,i3)

and using (73), we obtain that

E(
◦
Qk1,i1

◦
Qk2,i2

◦
Qk3,i3) = σ2

t E

[

(QDQ)k1,i2(QYD̃R̃YHR)k2,i1

◦
Qk3,i3

]

+σ2

t E

[

(QDQ)k1,i3(QYD̃R̃YHR)k3,i1

◦
Qk2,i2

]

+σ2
E

[

◦
β(QYD̃R̃YHR)ki,i1

◦
Qk2,i2

◦
Qk3,i3

]

+ o( 1
t2 )

(88)

We consider a unit norm deterministic row vectoru and defineη = uQu, ρ1 = uQDQuH andρ2 =

uQYD̃R̃YHRuH . Using (88), we get that

E(
◦
η
3
) =

2σ2

t
E(ρ1ρ2

◦
η) + σ2

E(
◦
βρ2

◦
η
2
)

We write E(ρ1ρ2
◦
η) as

E(ρ1ρ2
◦
η) = E(ρ1)E(

◦
ρ2

◦
η) + E(ρ2)E(

◦
ρ1

◦
η) + E(

◦
ρ1

◦
ρ2

◦
η)

E(ρ1) is uniformly bounded whileE(
◦
ρ2

◦
η) is a O(1t ) term. E(ρ2)E(

◦
ρ1

◦
η) is a O(1t ) term for the same

reasons. Finally, we remark that|◦ρ1| ≤ 2dmax

σ4 . Therefore,E(
◦
ρ1

◦
ρ2

◦
η) is aO(1t ) term, and2σ2

t E(ρ1ρ2
◦
η) is

a O( 1
t2 ) term.
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In order to evaluateE(
◦
βρ2

◦
η
2
), we write

E(
◦
βρ2

◦
η
2
) = E(ρ2)E(

◦
β
◦
η
2
) + E(

◦
β
◦
ρ2

◦
η
2
)

E(ρ2) is uniformly bounded.E(
◦
β
◦
η
2
) = O( 1

t2 ) holds by the Schwartz inequality. We finally write that

|E(
◦
β
◦
ρ2

◦
η
2
)| ≤

(

E|◦ρ2|2)
)1/2

(

E|
◦
β|4)

)1/4
(

E|◦η|8)
)1/4

and use Lemma 5 to justify thatE(
◦
β
◦
ρ2

◦
η
2
) = O( 1

t2 ). This completes the proof of (19).

APPENDIX B

PROOF OFLEMMA 1.

We first establish that

E (log(1 + ǫj))
2 < C (89)

for some constantC independent ofj and t. For this, we remark that

σ2QT,j,j =
1

1 + βj
(90)

is less than 1. Therefore,−E(log(σ2QT,j,j)) ≥ 0. As log(1+ǫj) is equal tolog(σ2QT,j,j)−E(log(σ2QT,j,j)),

we get that

log(1 + ǫj) ≥ log(σ2QT,j,j)) = − log(1 + βj)

βj > 0 implies thatlog(1+βj) ≤ βj . Therefore,log(1+ ǫj) ≥ −βj and(log(1 + ǫj))
2 ≤ (βj)

2. In order

to prove (89), it is thus sufficient to establish thatE(β2
j ) ≤ C. We denote byhj the columnj of matrix

H. βj is upperbounded by the match filter bound‖hj‖2

σ2 . Using the expression of vectorhj in terms of

matricesCR,CT andHiid, it is easy to check that

E(‖hj‖4) ≤ C

for some constantC independent ofj and t. This completes the proof of (89). Note that (89) implies

that for eachj, E| log(1+ǫj)| < ∞, a property which was implicitely assumed in the proof of Theorem 1.

We now complete the proof of Lemma 1. We consider a constantA ∈ (0, 1), and expresslog(1 + ǫj)

as

log(1 + ǫj) =

∞
∑

k=1

(−1)k−1
ǫkj
k
I|ǫj |<A + log(1 + ǫj)I|ǫj |≥A
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where for any setB, IB is equal to 1 onB and 0 outsideB. This leads to the following expression of

E(rj)

E(rj) =

∞
∑

k=4

(−1)k−1
E

(

ǫkj
k
I|ǫj |<A

)

−E
(

ǫjI|ǫj|≥A

)

+
1

2
E
(

ǫ2jI|ǫj |≥A

)

−1

3
E
(

ǫ3jI|ǫj|≥A

)

+E
(

log(1 + ǫj)I|ǫj |≥A

)

(91)

Using (28) and (83), we remark that

E|ǫj |8 ≤
C

t4
(92)

From the Markov inequality and the Holder inequality, we obtain that

P (|ǫj | > A) ≤ C

t4
(93)

and
E
(

(|ǫj |6
)

≤ C
t3

E
(

(|ǫj |4
)

≤ C
t2

E
(

|ǫj |3
)

≤ C
t3/2

E
(

|ǫj |2
)

≤ C
t

(94)

By the Schwartz inequality,

∣

∣E
(

ǫjI|ǫj|≥A

)∣

∣ ≤ (P (|ǫj | > A))1/2
(

E|ǫj|2
)1/2

(93) and (94) thus imply that
∣

∣E
(

ǫjI|ǫj |≥A

)∣

∣ is upperbounded byCt5/2 . We obtain similarly that

E
(

ǫ2jI|ǫj |≥A

)

≤ C

t3

and

E
(

ǫ3jI|ǫj |≥A

)

≤ C

t7/2

Using (89), (93) and the Schwartz inequality yields

∣

∣E
(

log(1 + ǫj)I|ǫj |≥A

)∣

∣ ≤ C

t2

We now establish that
∞
∑

k=4

E

( |ǫj|k
k

I|ǫj |<A

)

≤ C

t2
(95)

For k ≥ 4, E
(

|ǫj|kI|ǫj |<A

)

≤ Ak−4
E(|ǫj |4). Therefore,

∞
∑

k=4

E

( |ǫj|k
k

I|ǫj |<A

)

≤
(

∞
∑

k=0

Ak

k + 4

)

E(|ǫj|4)

As A < 1,
∑∞

k=0
Ak

k+4 < ∞ so that (95) follows from (94). Putting all the pieces together gives

|E(rj)| ≤ C
t2 .
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