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MIMO Half-Duplex Relay Channel
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Abstract

The diversity-multiplexing tradeoff of the dynamic decode-and-forward protocol is characterized for the half-

duplex three-terminal(m,k, n)-relay channel where the source, relay and the destination terminals havem, k and

n antennas, respectively. It is obtained as a solution to a simple, two-variable, convex optimization problem and

this problem is solved in closed form for special classes of relay channels, namely, the(1, k, 1) relay channel, the

(n, 1, n) relay channel and the(2, k, 2) relay channel. Moreover, the tradeoff curves for a certain class of relay

channels, such as the(m, k, n > k) channels, are identical to those for the decode-and-forward protocol for the full

duplex channel while for other classes of channels they are marginally lower at high multiplexing gains. Our results

also show that for some classes of relay channels and at low multiplexing gains the diversity orders of the dynamic

decode-and-forward protocol protocol are greater than those of the static compress-and-forward protocol which in

turn is known to be tradeoff optimal over allstatichalf duplex protocols. In general, the dynamic decode-and-forward

protocol has a performance that is comparable to that of the static compress-and-forward protocol which, unlike the

dynamic decode-and-forward protocol, requires global channel state information at the relay node. Its performance

is also close to that of the decode-and-forward protocol over the full-duplex relay channel thereby indicating that the

half-duplex constraint can be compensated for by the dynamic operation of the relay wherein the relay switches from

the receive to the transmit mode based on the source-relay channel quality.
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I. I NTRODUCTION

Higher transmission rates and increased reliability or quality-of-service are two of the most important goals in the

design of wireless communication systems. Techniques enabling the simultaneous realization of higher transmission

rates and reliability include the employment of multiple antennas at the receiver and the transmitter and cooperation

or relaying among users of the network. In this paper, our interest is on a three-terminal relay network with the source,

relay and destination each equipped with multiple, and possibly distinct, number of antennas. One application that

is being considered for relaying, for example, is the potential for expanded throughput and coverage for broadband

wireless access (IEEE 802.16) with rapid and low cost deployment of relay stations of complexity and cost lower

than that of legacy base stations but higher than that of mobile stations [1].

Communication theoretic results on relaying in wireless channels can be found in [2], [3], [4], [5], [6], [7],

[8], [9] for ergodic [2], [3] and outage settings [4], [5], [6], [7], [8], [9] with [4], [5], [7], [8], [9] characterizing

the diversity-multiplexing tradeoff (DMT), a high SNR metric originally proposed for the multiple-input, multiple-

output (MIMO) Rayleigh fading point-to-point links in [10], of several increasingly high performance half-duplex

(HD) relaying protocols for single antenna terminals in [4], [5], [7], [8], [9] and for the case of a multiple-antenna

destination in [7]. Of these protocols, the one that concerns us in this work is the so-called dynamic decode-and-

forward (DDF) protocol of [8] but in the much more general context of a relay network with multiple and arbitrary

number of antennas at each of the three nodes. The word “dynamic” in dynamic decode-and-forward highlights

the feature of this protocol wherein the relay listens for a source-to-relay-channel-dependent fraction of a frame

before deciding to transmit to the destination. Protocols wherein the relay listens for ana priori fixed fraction of

the frame length are called static protocols.

Relay networks with multiple antenna nodes were first considered in [11] where the authors analyzed the

performance of a number of cooperative protocols and showedthat the compress-and-forward (CF) protocol attains

the fundamental DMT of both the full-duplex (FD) and the static half-duplex relay networks. Our choice of the

DDF protocol however, is based on the fact that the CF protocol requires that the relay have perfect and global

channel knowledge (i.e., the channel matrices between eachof the three pairs of nodes) which may be difficult or

even impossible to realize in practice. Moreover, while practical finite-length coding/decoding schemes based on

the DDF protocol (cf. [12] and the references therein) exist, no corresponding code has been found – to the best

of our knowledge – for the CF protocol. In contrast to the CF protocol, the DDF protocol requires the relay node

to merely know its incoming channel. This suggests a possible performance-complexity tradeoff between the CF

and DDF protocols which can be illuminated in the high SNR regime by providing the DMT achievable by both

these protocols on the half duplex MIMO relay channel. While[11] proved the optimality of the static CF (SCF)

protocol on the half-duplex relay channel, it did not provide an explicit DMT of the half-duplex channel under

the constraint on protocols being static. More recently, explicit DMT characterizations of the SCF protocol and

the DDF protocol for the so-called symmetric half-duplex MIMO relay channel, in which the number of antennas

at the source and destination are equal, were reported in [13] and by the authors in a conference version of this
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paper in [14], respectively. Moreover, the work on the DDF protocol in [14] was generalized to the relay channel

with an arbitrary number of antennas at the three nodes in a second conference version of this paper in [15], and

independently and at almost the same time, the authors of [13] obtained a similar generalization of their work on the

SCF protocol in [16]. Furthermore, there is one key enablinganalytical tool that is common to both works, namely

the specification of the joint distribution of the eigenvalues of two specially correlated Wishart matrices, but the

methods employed to solve this problem are different in [16]and in this paper (first reported in [15]). Moreover, the

dynamic nature of the DDF protocol considered in this work introduces another source of difficulty in the analysis

that is not encountered in the analysis of the SCF protocol in[16]. Note that the generalization to the relay channel

with an arbitrary number of nodes at the source, relay and destination is not only mathematically interesting but it

is also a practically important problem. For example, this extra generality is critical in the application of relaying

in broadband wireless access [1] where the three nodes are envisioned to have unequal number of antennas and

computational capability. Other potential practical examples of cooperative networks that involve terminals with

different numbers of antennas are also detailed in Section VI along with a comparative DMT performance of the

DDF protocol with non-cooperative communication as well aswith full-duplex DF (FD-DF) and the SCF protocols.

As stated earlier, it was found in [11] that the SCF protocol is DMT optimal on a relay channel under the constraint

that the relay node operates statically. This doesn’t of course preclude the DDF protocol from outperforming the

SCF protocol since in the DDF protocol the relay operates in the dynamic mode. Indeed, comparing the DMT

curves of the DDF protocol with that of the SCF protocol, it isfound that for some channel configurations and

at lower multiplexing gains, the DDF protocol does in fact achieve higher diversity orders than the SCF protocol.

This proves that a half-duplex relay node operating via a static protocol prevents optimal performance over the HD

channel. That the DDF protocol does not always perform uniformly better than the SCF protocol can be explained

from the fact that the DF strategy is itself in general sub-optimal for static half-duplex and full duplex relaying [11].

While allowing dynamic operation improves the DF strategy in low multiplexing gain regimes sometimes beyond

even that of the SCF protocol, the superior performance of the SCF protocol over its DF counterpart persists in

spite of allowing dynamic operation for high multiplexing gains. While performance improvement over the DDF

protocol was sought within the framework of dynamic operation of the relay and the decode-and-forward strategy

in [9] for a relay channel with single antennas nodes, we do not pursue this improvement in this paper for the case

of multiple antenna nodes.

Comparison with the DMT performance of the full duplex decode-and-forward (FD-DF) protocol also reveals

an interesting fact. For a number of cases depending on the relative numbers of antennas at the three nodes, the

optimal DMTs of the FD-DF and the DDF protocol can be nearly equal. In these cases therefore, the extra cost of

full duplex relaying (due to enabling simultaneous transmission and reception) can be completely offset relative to

half-duplex relaying by allowing dynamic operation.

It is also noteworthy that the application of the DDF protocol is not only limited to the relay channel. In [17],

it was shown that the DDF protocol is optimal on both a relay channel with automatic-retransmission-request

(ARQ) protocol and a multiple-access-channel with a relay (MAR) and ARQ, with single antenna nodes. This
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encourages one to further analyze the performance of the protocol on these channels with multiple antenna nodes.

The performance analysis of the DDF protocol on a MIMO half-duplex three node relay channel can be seen to

provide the first step in that direction.

The rest of the paper is organized as follows. In Section II, we describe the system model and the DDF protocol.

In Section III, we provide the eigenvalue distribution result using which, in Section IV, we derive the outage

probability of the DDF protocol and specify the optimization problem whose solution is its DMT. In Section V,

closed-form solutions for three simple channel configurations are provided, following which explicit DMT curves

are provided using these methods for a few more channel configurations in Section VI. Section VII concludes the

paper.

Notations:(x)+, x ∧ y, |X | |X | and (X)† representmax{0, x}, the minimum ofx andy, the size of the set

X , the determinant, and the conjugate transpose of the matrix, X , respectively. LetR andC denote the real and

complex number fields, respectively, andCn×m the set of alln ×m matrices with complex entries. The interval

containing all real numbers betweenx and y will be denoted by[x, y], i.e., [x, y] = {z ∈ R : x ≤ z ≤ y}.

Similarly we denote the set{z ∈ R : x < z ≤ y} by (x, y]. The empty set is denoted byΦ. Let [ai,j ]
M1,N1

i,j=1

represent a matrix inCM1×N1 , whereai,j represents the element in theith row andjth column. If x1, x2, · · · , xu

represents a set of real numbers thenx̄ represents the vector whose components arexis, i.e.,x̄ = [x1, x2, · · · , xu].

The Vandermonde matrix[x(j−1)
i ]u,ui,j=1 formed from the vector̄x = [x1, x2, · · · , xu] will be denoted byV1(x̄).

The probability distribution of a complex Gaussian random variable with zero mean and unit variance is denoted

by CN (0, 1). The symbol diag(.) represents a square diagonal matrix of corresponding size with the elements in

its argument on the diagonal andIn denotes ann× n identity matrix. The probability of an eventE is denoted as

Pr(E). All the logarithms in this text are to the base2. Finally, any two functionsf(ρ) andg(ρ) of ρ, whereρ is

the signal-to-noise ratio (SNR) defined later, are said to beexponentially equal and denoted asf(ρ)=̇g(ρ) if,

lim
ρ→∞

log(f(ρ))

log(ρ)
= lim

ρ→∞

log(g(ρ))

log(ρ)
,

≤̇ and ≥̇ signs are defined similarly. We also define the following function

ϕ(x, y) =





0, if x < y;

+∞, if x ≥ y.
(1)

II. SYSTEM MODEL

Consider a quasi-static Rayleigh faded MIMO relay channel with a single relay node as shown in Figure 1,

where the source, the destination and the relay node havem, n andk antennas, respectively. LetHSR ∈ Ck×m,

HSD ∈ Cn×m andHRD ∈ Cn×k represent the channel matrices between source and relay, source and destination

and relay and destination, respectively. For economy of notation these channel matrices will be denoted byH

collectively, i.e.,H = {HSR, HSD, HRD}. The quasi-static fading assumption implies that these channel coefficient

matrices remain fixed for the entire duration of a codeword and change independently from one codeword to the next.

September 6, 2018 DRAFT



SUBMITTED, IEEE TRANS. INFORM. TH., AUGUST 2010 5

✚✙
✛✘

✚✙
✛✘

✚✙
✛✘

✲
✚
✚
✚
✚
✚✚❃ ❩

❩
❩
❩
❩❩⑦

S D

R

(m)

(k)

(n)

HSR HRD

HSD

Fig. 1. System model of the(m, k, n) MIMO relay channel.

All these matrices are assumed to be mutually independent and the elements of these matrices are independently

and identically distributed (i.i.d.) asCN (0, 1), thus modeling Rayleigh fading. Let the channel state information

be perfectly known at the receivers but unknown at the transmitters. Suppose that independent random Gaussian

codes are used by both the source and the relay node.

A. The DDF protocol

The DDF protocol was proposed and analyzed in [8] for an HD relay channel withsingle-antennanodes. In

this protocol, the relay node has two phases of operation. Inthe first phase, the relay node listens to the source

transmission and decodes it as soon it receives enough mutual information to do so. In particular, if̂l is the minimum

integer such that̂l log(det(In + ρHSR
†HSR)) ≥ lR, whereR is the rate of transmission in bits per channel use,ρ

is the signal-to-noise ratio (SNR) of the source to relay link and l is the block length of the source codeword, then

the first phase ends at thêl-th channel use. During the first phase the relay node does nottransmit. The second

phase starts from the(l̂+1)-st channel use and lasts for the rest of the source transmission (i.e., it consists ofl− l̂

channel uses). In what follows,̂l is called the relaydecision timeas in [12]. During the second phase, the relay

re-encodes the source message using an independent codebook and transmits it during the rest of the codeword.

Note that the relay node can help by transmitting an independent copy of the message to the destination only if

l̂ < l. Otherwise, it does not participate in the cooperation and the channel behaves like a point-to-point (PtP)

channel. Clearly, in this scheme, the source codewordXS consists of two parts (XS = [XS1, XS2]), the first part

(XS1 ∈ Cm×(l̂∧l)) is sent by the source while the relay is listening and the second part (XS2 ∈ Cm×(l−(l̂∧l)) is

transmitted while the relay is transmitting its own codeword XR ∈ Ck×(l−(l̂∧l)). Thus the received signal at the

relay and the destination in phase one can be written as

Y1D =
√
ρHSDXS1 +N1, Y1D ∈ Cn×(l̂∧l),

YR =
√
ρHSRXS1 +NR, YR ∈ Ck×(l̂∧l),

and the received signal at the destination in phase two is given by

Y2D =
√
ρHSDXS2 +

√
ρHRDXR +N2, Y2D ∈ C

n×(l−(l̂∧l)),
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whereN1 ∈ C
n×(l̂∧l), N2 ∈ C

n×(l−(l̂∧l)) andNR ∈ C
k×(l̂∧l) represent the additive noises at the destination during

the first and second phases and at the relay, respectively. All the entries ofN1, N2 andNR are assumed to be i.i.d.

CN (0, 1). Besides assuming channel state information at the receivers, we assume for simplicity, as does [8], that

the destination has perfect (genie-aided) knowledge of therelay decision timêl which of course is a function of the

source-to-relay channelHSR
1. Further, to ensure thatρ represents the SNR of each link, we impose the following

constraints on the covariance matrices of the inputs:

E
(
XS,TX

†
S,T

)
= Im×m andE

(
XR,TX

†
R,T

)
= Ik×k, ∀T, (2)

whereXS,T andXR,T represent theT -th column of the source and the relay codeword, respectively. Let us also

define the ratiomin{l̂,l}
l by f , i.e., f represents the fraction of time for which the relay node listens before starting

its own transmission, if it can decode the source transmission. In Section IV, we shall see that this parameterf

plays an important role in the formulation of an appropriateoutage event. Note thatf is defined in terms of̂l which

is a function of the rate of transmissionR, and source-to-relay channelHSR, making it a random variable. In what

follows, we derive the dependence off on the channel matrices more rigorously. From the definitionof l̂ specified

earlier, we get

l̂ =

⌈
lR

log(det(In + ρHSR
†HSR))

⌉

=

⌈
lr log(ρ)

log(ρ)
∑t

i=1(1 − γi)+

⌉
, [∵ R = r log(ρ)]

(3)

whereρ−γi = νi, 1 ≤ i ≤ min{k,m} = t, ν1 ≥ ν2 ≥ · · · ≥ νt ≥ 02 are the ordered eigenvalues of the central

Wishart matrixH†
SRHSR and r is the multiplexing gain. Putting this into the definition off , in the limit when

l → ∞, we get

f =
min{l̂, l}

l
= min

{
1,

r
∑t

i=1(1− γi)+

}
. (4)

Besidesf , computation of the outage probability will also involve the joint distribution of 2 Wishart matrices

mutually correlated in a special way. In the next section, weshall describe the structure of this correlation and

compute the corresponding joint distribution.

III. JOINT EIGENVALUE DISTRIBUTION OF TWO CORRELATED MATRICES

In the DMT analysis we need only the asymptotic (in SNR) distribution of the eigenvalues of the matrices

appearing in the outage formulation. In this section, we shall derive the joint distribution of the eigenvalues of

1The assumption of genie-aided relay decision time (and infinite codeword length) is relaxed and addressed rigorously for the single-antenna

relay channel in the recent work of [12] where it is shown thatthere is no loss of diversity-multiplexing tradeoff optimality if the relay does

not convey the side information about relay decision time but the decoder at the destinationjointly decodes the decision time and the message.

2Note thatνt > 0 with probability 1 (w.p.1).
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two such mutually correlated Wishart matrices. Mathematically, the asymptotic behavior of the eigenvalues of a

random matrix is captured, following [10], as shown below. Letting the ordered eigenvalues of a matrix of interest

be denoted byπ1 ≥ π2 ≥ · · · ≥ πu, the asymptotic nature of the eigenvalues is characterizedby δi’s, where

πi = ρ−δi , 1 ≤ i ≤ u. (5)

Eventually, in this section we shall derive the joint distributions of theseδi’s; the following Theorem is the first

step in that direction.

Theorem 1: Let H1 ∈ C
N2×N1 andH2 ∈ C

N2×N3 be two mutually independent random matrices with i.i.d.

CN (0, 1) entries. Suppose thatξ1 ≥ ξ2 ≥ · · · ξq > 0 and λ1 ≥ λ2 ≥ · · ·λp > 0 are the ordered non-zero

eigenvalues (w.p.1) of V1 , H†
1(IN2 + ρH2H

†
2)

−1H1 andV2 , H2H
†
2 , respectively, withp = min{N2, N3} and

q = min{N1, N2}, and where all the eigenvalues are assumed to vary exponentially with SNR in the sense of

equation (5). Then, the conditional asymptotic probability density function (pdf) of the eigenvalues̄ξ given λ̄ is

given as

f1(ξ̄|λ̄) =̇
q∏

j=1

(ξ
(N1+N2−2j)
j e−ξj )

(p,q)∏

(u=1,v=1)
((u+v)=(N2+1))

(
e−ρξvλu

) p∏

i=1

(1 + ρλi)
N1

q∏

j=1

(N2−j)∧N3∏

i=1

(
1− e−ρξjλi

ρξjλi

)
.

Proof (Outline): Let the singular-value-decomposition (SVD) ofV2 be V2 = U †ΛU , whereU ∈ CN2×N2 is

a unitary matrix andΛ , diag([λ1, λ2 · · ·λN2 ]), whereλ1 ≥ λ2 ≥ · · ·λN2 are the eigenvalues ofV2 (Note that

(N2−p) of these are0 w.p.1). DenotingΣ = (IN2+ρΛ)−1 andĤ1 = UH1, V1 can be written asV1 = H̃†
1H̃1 where

H̃1 = Σ1/2Ĥ1. H̃1 can be thought of as a channel matrix ofN1 transmit antennas andN2 receive antenna MIMO

channel, where the channel is correlated at the receiver only, with the covariance matrix beingΣ. The eigenvalue

distribution of V1 for such a channel was derived in [18] forN2 > N1 and in [19] forN2 ≤ N1, respectively.

However, the expressions for the corresponding distributions given in [18] and [19] can not be used directly for the

DMT calculation as they involve ratio of determinants whosecomponents are hypergeometric functions. Fortunately,

for high SNR values these expressions can be simplified. A detailed proof is given in Appendix A.

Corollary 1: The joint pdf of ξ̄ and λ̄ is given as

f(ξ̄, λ̄)=̇

p∏

i=1

(
(1 + ρλi)

N1e−λiλi
(N2+N3−2i)

) (p,q)∏

(u=1,v=1)
((u+v)=(N2+1))

(
e−ρξvλu

)

q∏

j=1

(ξ
(N1+N2−2j)
j e−ξj )

q∏

j=1

(N2−j)∧N3∏

i=1

(
1− e−ρξjλi

ρξjλi

)
. (6)

Proof of Corollary 1: The joint distribution of the ordered eigenvalues ofV2 = H2H
†
2 is given in [19], which

for asymptotically highρ values becomes

f2(λ̄)=̇

p∏

i=1

e−λiλi
(N2+N3−2i).

Using this marginal distribution of̄λ along with the conditional distribution of Theorem 1 we get (6).
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Now, using the transformationsλi = ρ−αi for 1 ≤ i ≤ p and ξj = ρ−βj for 1 ≤ j ≤ q in equation (6) we get

the following

Theorem 2: If the non-zero ordered eigenvalues ofV1 = H†
1(IN2 +ρH2H

†
2)

−1H1 andV2 = H2H
†
2 are denoted

by ξj = ρ−βj , 1 ≤ j ≤ q andλi = ρ−αi , 1 ≤ i ≤ p, respectively, whereH1 andH2 are as in Theorem 1, then

the joint distribution ofᾱ and β̄ is given by

g(ᾱ, β̄)=̇





ρ−E(ᾱ,β̄), if (ᾱ, β̄) ∈ A;

0, if (ᾱ, β̄) /∈ A,
(7)

whereA =
{
(ᾱ, β̄) : (αi + βj) ≥ 1, ∀(i+ j) ≥ (N2 + 1); 0 ≤ α1 ≤ · · · ≤ αp; 0 ≤ β1 ≤ · · · ≤ βq

}
and

E
(
ᾱ, β̄

)
=

p∑

i=1

(
(N3 +N2 − 2i+ 1)αi −N1(1− αi)

+
)
+

q∑

j=1

(N1 +N2 − 2j + 1)βj

+

q∑

j=1

(N2−j)∧N3∑

i=1

(1− αi − βj)
+. (8)

Proof: The proof is given in Appendix B.

This joint pdf of
(
ᾱ, β̄

)
will be used in the next section to compute the probability ofan appropriately defined

outage event. The scope of the asymptotic joint pdf derived in this section however is not restricted to the results

derived in this paper. Although the correlation between thetwo Wishart matrices has a specific structure, it may

arise in different communication problems. For example, a similar correlation structure is encountered in the outage

analysis of the 2-user Z interference channel and the resultof this paper was used to derive the DMT of that channel

in [20].

IV. DMT OF THE DDF PROTOCOL

The optimal diversity order of a coding scheme, at a given multiplexing gain, is defined as the negative SNR

exponent of the average codeword error probability averaged over the channel realizations. Thus to derive the DMT

of a coding scheme it is important to first compute the averagecodeword error probability. In this section, we shall

derive the best achievable diversity order of the DDF protocol in the following two steps: first, we shall show that

the probability of error is exponentially equal to the probability of an appropriately defined outage event,O; and

then we shall compute the negative SNR exponent of this outage probability,Pr(O). It is the second step, where

we shall have to use the distribution result derived in the previous section.

Let the average probability of codeword error of the DDF protocol, achievable over the MIMO relay channel at

a given SNR,ρ and minimized over all possible coding schemes, be denoted by P ∗
E(ρ), i.e.,

P ∗
E(ρ) = min

{C(ρ)∈C (ρ)}
P

C(ρ)
E , (9)

whereP
C(ρ)
E represents the probability of codeword error achievable bya particular coding schemeC(ρ) and

C (ρ) represents the family of possible codes at SNRρ. Then the optimal diversity order, denoted byd∗(r), at a

multiplexing gain ofr is defined as

d∗(r) = lim
ρ→∞

− log (P ∗
E(ρ))

log(ρ)
. (10)
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A. Probability of codeword error

The computation of the average codeword error probabilityP ∗
E of the DDF protocol is divided in two parts

depending on whether the relay node participates in the end-to-end communication or not. First, we consider the

case where the relay node helps by cooperating (whenf < 1) and then we consider the case where the relay node

does not participate in the communication (whenf = 1). We start with the first case.

• Achievability
(
P ∗
E≤̇Pr(O)

)
3:

Let us assume that the source and relay use independent Gaussian codebooks and denote the conditional codeword

error probability byPE|H , where

PE|H ,
∑

{CG(ρ)}

∑

{XS ,X̂S∈CGs (ρ)}
Pr (CG(ρ)) Pr(X̂S , XS) Pr(XS 6= X̂S |XS , X̂S , H). (11)

That is the error probability is computed conditioned on a channel realization,H and averaged over all ensembles

of Gaussian codebooks having codeword lengthl and cardinality2lr log(ρ). This error probability can be upper

bounded using Bayes’ rule as,

PE|H= PE,Ec
r |H

+ PE,Er|H

≤ PE|Ec
r ,H

+ PEr|H , (12)

whereEr and Ec
r represent the events of relay error and its complement. We know from equation (3) that the

assumptionf < 1 is equivalent to saying that the source-to-relay link is notin outage. On the other hand, on

a delay limited point-to-point (PtP) fading channel the best achievable probability of error is essentially equal to

the so called information outage probability. Therefore, since we assume sufficiently large block length for the

codewords used by the source, it can be easily proved thatPEr|H ≤ ǫ, for any ǫ > 0 andf < 1.

Remark 1: The fact thatPEr |H ≤ ǫ, for any ǫ > 0, f < 1 and l → ∞ was proved in [17] (Lemma1) for a

relay channel with single antenna nodes. The proof for the MIMO case is identical. In what follows, we provide an

outline of the proof. Suppose, a codeword is divided intoN segments of lengthL each, i.e.l = LN , where both

L andN both grow to infinity and the ML decoder at the relay waits forN̂ such segments to decode the message

from the source, wherêN is given as

N̂ =

⌊
NR

I(XS,T ;YR,T )

⌋
+ 1, (13)

whereI(XS,T ;YR,T ) represents the mutual information between the source and relay node at timeT . Note that this

I(XS,T ;YR,T ) is same for allT since the input and noise are identically distributed across time and the channel

is fixed for the entire codeword. From equation (3) and the fact that f < 1 we get thatNR < N̂I(XS,T ;YR,T ).

Now, PEr |H as defined before represents the conditional probability oferror on the PtP channel from the source

to the relay node.PEr |H can be upper bounded by replacing the ML decoder by a typical set decoder and then

3The outage eventO will be defined shortly.
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taking the average over the ensemble of codebooks. Then, following a method similar to that in in [21] (Theorem

10.1.1) it can be shown that

PEr |H ≤ 2ǫ+ 23lǫ2−L(N̂I(XS,t;YR,t)−NR) ≤ 3ǫ, (14)

for sufficiently largeL and anyǫ > 0.

Using this fact in equation (12) and averaging both sides with respect to channel coefficients, in the high SNR limit

we get

PE ≤̇ EH

(
PE|Ec

r ,H

)
=̇ PE|Ec

r
. (15)

By the preceding argument, afterl̂ channel uses the relay node can decode the source message, where l̂ = fl < l.

Suppose the relay node encodes the message into a codeword from its own codebook and starts transmitting it

from the (l̂ + 1)-th symbol. Thus, for the first̂l channel uses the relay channel essentially behaves like anm× n

point-to-point channel and for the rest(l − l̂) channel uses it behaves like an(m+ k)× n point-to-point channel.

Since the source and the relay use independent random Gaussian codes, averaging over the ensemble of random

Gaussian codes, it can be easily proved [22] that the pairwise error probability for a given channel realization,

PPE|Ec
r ,H

is upper bounded as follows:

PPE|Ec
r ,H

≤ det
(
In +

ρ

2n
H†

SDHSD

)−l̂

det
(
In +

ρ

2n
(H†

SDHSD +H†
RDHRD)

)−(l−l̂)

(16)

Remark 2: The subtle difference betweenPPE|Ec
r ,H

andPE|Ec
r ,H

, as defined in (11) should be noted. In the

former, the averaging within a particular codebook is not done. However, the two can be related through the well

known union bound as follows

PE|Ec
r ,H

≤ |C|PPE|Ec
r ,H

,

where|C| represents the cardinality of the codebooks.

Recall that the cardinality of the codebooks were assumed tobe 2rl log(ρ) = ρlr. Thus, using the union bound of

probability of error in equation (16) we get

PE|Ec
r ,H

≤ ρlrPPE|Ec
r ,H

=

[
det
(
In +

ρ

2n
H†

SDHSD

)−f

× ρr det
(
In +

ρ

2n
(H†

SDHSD +H†
RDHRD)

)−(1−f)
]l

(17)

Now, if we defineO in the following way,

O ,

{
(γ̄, HSD, HRD) :I(H) , f log

(
det(In +

ρ

2n
H†

SDHSD)
)

+(1− f) log
(
det(In +

ρ

2n
(H†

SDHSD +H†
RDHRD))

)
≤ r log(ρ)

}
, (18)

then it is evident from equation (17) that

PE|Oc,Ec
r
→ 0, as l → ∞. (19)

September 6, 2018 DRAFT



SUBMITTED, IEEE TRANS. INFORM. TH., AUGUST 2010 11

Finally, from equation (15) we have

PE ≤̇ PE|Ec
r
,

(a)
= PE|Oc,Ec

r
Pr(Oc) + PE|O,Ec

r
Pr(O),

≤ PE|Oc,Ec
r
Pr(Oc) + Pr(O),

≤̇ Pr(O), (20)

where step(a) follows from Bayes’ rule and in the last step we used equation(19). SincePE represents the average

probability of error averaged over ensemble of codes, thereexist a code for which (20) is true. Denoting the average

probability of error for such a code byPe where the averaging is now over only the fading states, we have

P ∗
E

(a)

≤ Pe≤̇Pr(O) (21)

where step(a) in the above equation follows from the fact thatP ∗
E represents the minimum probability of error

among all possible coding schemes and in the preceding analysis we have only considered Gaussian codes. The

above equation establishes an upper bound onP ∗
E . Next we derive a lower bound onP ∗

E .

• Converse (P ∗
E≥̇Pr(O)):

Consider a genie aided relay channel where the genie gives the source message to the relay node afterl̂ channel

uses. In the presence of such a genie the relay channel becomes a composite point-to-point channel, where for the

latter (1−f) fraction of the codeword, the relay and the source node together acts as the composite source. Clearly,

I(H) represents the mutual information between the source and the destination node and consequentlyO represents

the outage event of the genie aided composite point-to-point MIMO channel. Thus using Fano’s inequality as in [10]

and the fact that the real system has a larger error probability than the genie-aided one, we get

Pr(O) ≤̇ P ∗
e (genie) = min

all coding schems
Pe(genie) ≤̇ min

all coding schems
Pe = P ∗

E , (22)

wherePe andPe(genie) represent the probability of error of the actual and genie aided system for any particular

coding scheme. Finally, combining (22) and (21) we get

P ∗
E=̇ Pr (O) , for f < 1. (23)

Next we consider the case whenf = 1. From the definition off in equation (3) we know that whenf = 1, the

relay node does not take any part in the communication from the source to the destination. In this case, the relay

channel becomes a point-to-point MIMO channel. It was shownin [10] thatP ∗
E of such a channel is exponentially

equal to the corresponding outage probability. Puttingf = 1 in our definition ofO we get

Of=1 =
{
HSD : log

(
det(In +

ρ

2n
H†

SDHSD)
)
< r log(ρ)

}
. (24)

This is same as the outage event defined in [10] for a point-to-point channel having channel matrixHSD and thus

using the result of [10] we get

P ∗
E=̇ Pr (O) , for f = 1. (25)
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Finally, combining the last equation with equation (23) we get the following Theorem.

Theorem 3: The minimum (among all coding schemes) probability of codeword error,P ∗
E of the DDF protocol

is exponentially equal to the probability of the eventO defined in (18), i.e.

P ∗
E =̇ Pr(O) (26)

B. SNR exponent ofPr(O)

In what follows we shall refer toO as the outage event andPr(O) as the outage probability. By definition (10)

and Theorem 3 it is clear that the the negative SNR exponent ofthe outage probability is equal to the optimal

diversity order of the DDF protocol, i.e.,

d∗(r) = lim
ρ→∞

− log (Pr(O))

log(ρ)
(27)

For asymptotically high value ofρ, I(H) can be written as

I(H)=̇ f log
(
det
(
In + ρHSDH†

SD

))
+ (1− f) log

(
det
(
In + ρ(HSDH†

SD +HRDH†
RD)

))
,

=̇ log
(
det(In + ρHSDH†

SD)
)
+ (1− f) log

(
det(In + ρHRDH†

RD(In + ρHSDH†
SD)−1)

)
,

=̇ log
(
det(In + ρHSDH†

SD)
)
+ (1− f) log

(
det(Ik + ρH†

RD(In + ρHSDH†
SD)−1HRD)

)
.

Note that in the above expressionf depends on̄γ through equation (4). The distribution ofγ̄ for asymptoticρ is

given by [10]

h(γ̄)=̇





ρ−

∑
t
i=1(k+m−2i+1)γi , if γ̄ ∈ D;

0, if γ̄ /∈ D,
(28)

whereD = {0 ≤ γ1 ≤ γ2 ≤ · · · γt}. PuttingH2 = HSD andH1 = HRD in Theorem 2, the above expression can

be written as

I(H)=̇




p∑

i=1

(1− αi)
+ + (1− f)

q∑

j=1

(1− βj)
+


 log(ρ), (29)

where the joint pdf of̄α and β̄ is given by equation (7). Substituting this equivalent expression forI(H) into the

definition of the outage event we see that the outage probability Pr(O) depends on the different channel matrices

only through the joint distribution of̄α, β̄ and γ̄. Further, sincēγ is independent4 of (ᾱ, β̄), the outage probability

can be written as

Pr(O) =

∫

(ᾱ,β̄,γ̄)∈O

g(ᾱ, β̄)h(γ̄) dᾱ dβ̄ dγ̄, (30)

4 Becausēγ is a function ofHSR whereas(ᾱ, β̄) is a function ofHRD andHSD only, and does not depend onHSR
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whereO is given, using (18) and (29), as

O =

{
(ᾱ, β̄, γ̄) :




p∑

i=1

(1− αi)
+ + (1− f)

q∑

j=1

(1− βj)
+


 ≤r; (31)

0 ≤ min

{
1,

r
∑k

l=1(1− γl)+

}
=f ;

}
. (32)

Finally, evaluating the integral in equation (30) we get thefollowing theorem.

Theorem 4: The optimal diversity order,d∗(r), of the DDF protocol at any multiplexing gainr is given by

d∗(r) = min
{(

d̂(r) + ϕ(r, t)
)
,
(
dm,n(r) + dk,m(r)

)}
, for 0 ≤ r ≤ min{m,n}, (33)

where theϕ(·, ·) function is defined as in (1),dm,n(r) represents the diversity order of a MIMO PtP channel at a

multiplexing gain ofr [10] and

d̂(r) = min
1≤i≤3

min
{y∈Ri, b∈Bi(y)}

F

(
φα

(
r − b

(
1− r

y

))
, φβ(b), φγ (y)

)
,

B1(y) =

[
0,

y(n− r)

r

]
; B2(y) = [0, q] ; B3(y) =

[
0,

ry

(y − r)

]
,

R1 =

(
r,

qr

(n− r)

]
; R2 =

(
qr

(n− r)
,

qr

(q − r)

]
; R3 =

(
qr

(q − r)
, t

]
,

with

F
(
ᾱ, β̄, γ̄

) ∆
= E

(
ᾱ, β̄

)
+

t∑

i=1

(k +m− 2i+ 1)γi (34)

and the vectorsφα(·), φβ(·) andφγ(·) defined in Appendix C in equations (66), (67) and (68), respectively.

Proof (Outline): The probability of outage can be expressed as

Pr (O) = Pr (O|f < 1)Pr (f < 1) + Pr (O|f = 1)Pr (f = 1) . (35)

Using the result from [10] in equation (24) we get

Pr (O|f = 1) = Pr

{
p∑

i=1

(1− αi)
+ ≤ r

}
=̇ρ−dm,n(r). (36)

From the definition off in equation (3) and equation (28), we get

Pr (f = 1) = Pr

{
t∑

l=1

(1− γl)
+ ≤ r

}
=̇ρ−dm,k(r). (37)

Now, using the fact thatf ∈ [0, 1] with equation (37) we get

Pr (f < 1) = 1− Pr (f = 1) =̇1− ρ−dm,k(r)=̇ρ−ϕ(r,t), (38)

because forr ≥ t, dm,k(r) = 0. Finally, denoting the negative SNR exponent ofPr (O|f < 1) by d̂(r), i.e.,

Pr (O|f < 1) =̇ρ−d̂(r), and combining it with equations (35), (36), (37) and (38) weget

Pr (O) =̇ρ
−

(
d̂(r)+ϕ(r,t)

)

+ ρ
−

(
dm,n(r)+dk,m(r)

)

,
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which imply

d∗(r) = min
{(

d̂(r) + ϕ(r, t)
)
,
(
dm,n(r) + dk,m(r)

)}
.

To complete the proof it is only necessary to computed̂(r), for which we need to evaluate the integral in equation

(30) under the constraintf < 1. This integral can be evaluated using Laplace’s method of integration as in [10] to

get d̂(r) as the minimum value of the negative SNR exponent of the pdf of(ᾱ, β̄, γ̄), minimized over the intersection

of the outage set and the support set of the pdf. Evaluating this minimum value directly is not prescribed for two

reasons: 1) it is not a standard convex optimization problem; and 2) the number of optimizing variables increase

linearly with the number of antennas at all the nodes (i.e., with (m+ k+n)). To overcome these problems we first

transform the original minimization problem into an equivalent optimization problem having only three variables

and then, analyzing it further, we eventually get the much simpler convex optimization problem given in the theorem

statement involving only two variables.

This is done in Appendix C.

Note that the main step in computing the DMT of the DDF protocol for any given antenna configuration is the

computation ofd̂(r). We illustrate this step by an example.

Example 1 (DMT on the (1, 1, 1) channel): Puttingn = m = k = 1 in the expression forF we get

G(a, b, y) = F (φα(a), φβ(b), φγ(y)) = 2(1− r) + 2b

(
1− r

y

)
− b+ (1− y).

From Theorem 4 we know that the above objective function has to be minimized over three different set of(a, b)

pairs depending on the value ofy. Since
(
1− r

y

)
≤ 1

2
∀ y ∈ R1,

the objective function attains its minimum at the maximum value of b in B(y), i.e., b∗ = y
(
1−r
r

)
. Putting this into

the objective function we have

G(a∗, b∗, y) = y

(
1− r

r

)
+ (1− y) = 1 + y

(
1− 2r

r

)
. (39)

It is clear that the optimal value ofy ∈ R1 =
(
r, r

1−r

]
that minimizes the above function is given as

y∗ =





r, for r ≤ 1

2 ;

1, for r ≥ 1
2 .

Putting this solution in equation (39) we get

d (R1) =





2(1− r), for 0 ≤ r ≤ 1
2 ;(

1−r
r

)
, for 1

2 ≤ r ≤ 1.
(40)

Since form = n = k, R2 = Φ, next we consider the case wheny ∈ R3 =
(

r
1−r , 1

]
. This set is non-empty

only for r ≤ 1
2 and the optimal point lies on the line segment DF in Figure 8(c). Dividing the setR3 further into

two subsetsR31 = (r, 2r] andR32 = (2r, 1] we see that
(
1− r

y

)
≤ 1

2 when y ∈ R31 and
(
1− r

y

)
≥ 1

2 when
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y ∈ R32. The objective function attains its minimum value at point F, whereb is maximum wheny ∈ R31 and at

point D, whereb is minimum wheny ∈ R32 and given by

G(a∗, b∗, y) =





3− yr
y−r − y, for y ∈ R31;

[
b∗ = yr

y−r

]

2(1− r) + (1− y), for for y ∈ R32, [b∗ = 0]

Now, optimizing this function in the corresponding sets ofy we get

G(a∗, b∗, y∗) =





3− 4r, for y ∈ R31; [∵ y∗ = 2r]

2(1− r), for for y ∈ R31; [∵ y∗ = 1]

which in turn implies

d (R3) = 2(1− r), for 0 ≤ r ≤ 1

2
. (41)

Combining equations (40) and (41) we get

d̂(r) = min {d (R0) , d (R1) , d (R3)} =





2(1− r), for 0 ≤ r ≤ 1

2 ;(
1−r
r

)
, for 1

2 ≤ r ≤ 1.

Using this in Theorem 4 we see that the optimal diversity order of the DDF protocol on a(1, 1, 1) channel is given

by d̂(r), thereby recovering the result of [8].

V. CLOSED FORM EXPRESSIONS FOR THEDMT OF A FEW SIMPLE RELAY CHANNELS

In this section, we shall provide closed form expressions for the DMT of the DDF protocol for three more general

channel configurations (than the previous example), namely, the (n, 1, n) channel, the(1, k, 1) channel (fork ≥ 1)

and the(2, k, 2) channel (fork ≥ 2) by solving the optimization problem in Theorem 4.

A. DMT of the(n, 1, n) channel

Theorem 5: The optimal DMT of the DDF protocol on a(n, 1, n) half-duplex relay channel for multiplexing

gainsr is

d∗1(r) =





1−r
max{ 1

2 ,r}
, 0 ≤ r ≤ 1 andn = 1;

(n− 1)2 + (3n− 1)(1− r), 0 ≤ r ≤ 1 andn ≥ 2;

dn,n(r), 1 ≤ r ≤ n andn ≥ 2.

(42)

Proof: The proof is given in Appendix D.

Remark 1: The optimal DMT of the full-duplex decode-and-forward (FD-DF) protocol was derived in [11] and

over a(n, 1, n) relay channel it is given as

dDF (r) =





min{d(n+1),n(r), dn,n(r) + dn,1(r)}, 0 ≤ r ≤ 1;

dn,n(r), 1 ≤ r ≤ n,

where dn,m(r) represents the diversity of an-transmit,m-receive antenna MIMO channels diversity order at

multiplexing gain ofr. Forn ≥ 2, the DMT given by the above equation isidenticalwith that given in Theorem 5.

Thus, when the relay has a single antenna and the source and destination haven antennas each, the optimal DMT

of the half-duplex DDF protocol and a FD-DF protocol are identical.
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B. DMT of the(1, k, 1) channel

Theorem 6: The optimal DMT of the DDF protocol on a(1, k, 1) half-duplex relay channel is

d∗2(r) ,






(k + 1)(1− r), 0 ≤ r ≤ 1
k+1 ;

1 + k(1−2r
1−r ),

1
k+1 ≤ r ≤ 1

2 ;(
1−r
r

)
, 1

2 ≤ r ≤ 1.

(43)

Proof: The proof is given in Appendix E.

Remark 2: For k ≥ 2, the optimal DMT of the SCF protocol on a(1, k, 1) channel is given by [16] as the

piece-wise linear curve whose values at three corner pointsare given asdSCF (0) = (1 + k), dSCF (
1
2 ) = 1 and

dSCF (1) = 0. Comparing this with the corresponding DMT of the DDF protocol given above we see for0 ≤ r ≤ 1
2 ,

the DDF protocol can achieve better diversity order (see Figure 2) while requiring less channel state information.

Moreover, since the SCF protocol achieves the best DMT amongall static protocols, it is evident (for example,

see Figure 2) that the DDF protocol can perform better than the SCF protocol, that a static protocol is not DMT

optimal on a MIMO HD relay channel.

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

D
iv

er
si

ty
 O

rd
er

, d
(r

)

Multiplexing Gain, r

 

 
DDF Protocol
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Corrresponding PTP Channel

Fig. 2. DMT comparison of the DDF and SCF protocol on a(1, 2, 1) relay channel.

Remark 3: Recently, the fundamental DMT of the(1, k, 1) relay channel was derived by the authors in [23]

which is given as

d(1,k,1)(r) ,





(k + 1)(1− r), 0 ≤ r ≤ 1
k+1 ;

1 + k(1−2r
1−r ), 1

k+1 ≤ r ≤ 1
2 ;

2 (1− r) , 1
2 ≤ r ≤ 1.

Comparing it with the result of Theorem 6 we see that the DDF protocol can achieve the fundamental DMT of

the channel for multiplexing gains in the range0 ≤ r ≤ 1
2 . However, DMT optimality of the DDF protocol is not

restricted to just this channel. In the next section we shallsee that the DDF protocol can achieve the fundamental

DMT of the channel for other antenna configurations also for some multiplexing gains.
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Remark 4: Note if Theorem 5 and Theorem 6 are specialized to the cases ofn = 1 andk = 1, respectively,

one recovers the result derived in [8].

C. DMT of the(2, k, 2) channel

Theorem 7: An upper bound to the optimal DMT of the DDF protocol on a(2, k, 2) relay channel is given by

the following

du(r) = min





d2,2(r) + d2,k(r), 0 ≤ r ≤ 2;

k + 3 + (k + 1)
(

2−3r
2−r

)
, 0 ≤ r ≤ 2

3 ;

k + 6
(
1−r
r

)
, 2

3 ≤ r ≤ 1;

4 + 4(k − 1)
(

1−r
2−r

)
, 2

3 ≤ r ≤ 1;

1 + (k − 1)
(

4−3r
2−r

)
, 1 ≤ r ≤ 4

3 ;

4
(
3−2r

r

)
, 1 ≤ r ≤ 4

3 ;

2
(
2−r
r

)
, 4

3 ≤ r ≤ 2;

Proof: The proof is given in Appendix F.

Remark 3: The DMT of the DDF protocol on(2, k, 2) channel was also computed using the numerical method

(described later in this section) for the general(m, k, n) channel. It was observed that the DMT coincides with the

upper bound given by the above theorem fork ≤ 20. Thus the upper bound of Theorem 7 is tight fork ≤ 20.

Given the tightness of the bound fork ≤ 20 we conjecture is that the upper bound of Theorem 7 is tight forall

k ≥ 2.

Fig. 3. Cooperative networks: (a) CN1: A mobile station act as a relay node; (b) CN2: A dedicated relay station acts as the relay node.

VI. EXPLICIT DMTS OF THEDDF PROTOCOL AND A COMPARATIVE STUDY IN PRACTICAL APPLICATIONS

In this subsection, we illustrate the advantage of the DDF protocol over PtP communication schemes and provide

a comparative analysis of its performance with respect to other MIMO cooperative schemes. We consider different
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Fig. 4. DMT curves of the DDF protocol on relay channels of CN1.
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Fig. 5. DMT curves of the DDF protocol on relay channels of CN2.

practical scenarios where cooperative communication promises potential gain in overall system performance because

of which it is being considered by several standardization bodies. Figure 3a depicts a cellular network wherein, a

mobile user (or mobile set (MS)) uses another mobile user as the relay station (RS) to communicate its message to

and from the base station (BS). This cooperative model was first proposed in [2]. Figures 4(a) and 4(b) represent

the uplink and down-link performances, respectively, of the DDF protocol in such an environment with respect to

the fundamental DMT of the correspondingm-transmit,n-receive antennas PtP channel.

Figure 3b depicts a scenario where, in a cellular network (CN), a particular cell area is divided into more than

one sub-cell and each sub-cell is served by an additional dedicated node (a smaller BS) to provide better quality of

service. Thus each user in these sub-cells can use these dedicated nodes to relay their messages to and from the BS.

This is different from the previous cooperative scenario inthe sense that this relay stations can host more number
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of antennas than a mobile set. This configuration is under consideration to be implemented in LTE-advanced and

WiMAX technologies [24] and being standardized by the IEEE 802.16s relay task group [1]. Figures 5(a) and 5(b)

show the uplink and downlink performances respectively, ofthe DDF protocol in such a scenario. These figures

clearly demonstrate the superior performance of the DDF protocol over that of the corresponding MIMO channel.

Note the asymmetry in terms of number of antennas at different nodes in both of the above applications, which

points out the importance of analyzing MIMO relay channels with an arbitrary number of antennas at each node.

(a) CN3: Sensory network with a mobile relay station (MRS)
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Fig. 6. Explicit DMTs of the DDF and SCF protocols on relay channels of CN3.

Among the many cooperative protocols available in the literature, the static CF and full-duplex DF are the two

protocols that are known to have high performance and whose explicit DMT characterizations on a MIMO relay

channel are now known. The DMTs of the DDF and the SCF protocols on the sensor network of Figure 6(a) first

proposed in [25] where a more capable mobile relay station (with more antennas) helps several less capable sensor

nodes to communicate with each other, is plotted in Figure 6(b). This figure illustrates that on such a relay channel,

the DDF protocol can outperform the SCF protocol at low multiplexing gains. However, on a relay channel of some

other CN, such as the downlink of CN1, the SCF protocol performs marginally better than or identical to that of

the DDF protocol uniformly at all multiplexing gains, as shown in Figure 7(a).

The implementation of a protocol in a practical applicationhowever, depends on a number of other issues, with an

important one being the channel state information (CSI) required at different nodes. The SCF protocol, in contrast to

the DDF protocol, requires global CSI5 at the relay node, which in some application-such as the downlink channel

of CN1- may be a challenging or even impossible task. The CSI assumptions for the DDF protocol are that the

receivers know the incoming channels which is a much milder assumption given this can be accomplished via

training. It is also assumed in this work that the destination has perfect knowledge of the relay decision time which

is a function of the source-relay channel. Future work on theDDF protocol for MIMO relay channels in the spirit of

5 The knowledge of all the instantaneous channel matrices of the relay channel.

September 6, 2018 DRAFT



SUBMITTED, IEEE TRANS. INFORM. TH., AUGUST 2010 20

bringing theory closer to practice would be to relax the assumptions of infinite block length and genie-aided relay

decision time information at the destination as was done forthe single-antenna relay channel in [12], for which the

results of this paper would serve as a benchmark. The DDF protocol would thus provide a practical alternative to

the SCF protocol without sacrificing much by way of performance. For instance, on the(4, 2, 2) relay channel of

Figure 7(a), the burden of providing global CSI to the relay node which is an MS having limited capability can be

avoided through negligible loss in diversity order.

The performance comparison of the DDF protocol with that of the SCF protocol depicted in Figure 6(b) is

also interesting in light of a recent result [26], where it was proved that, on asingle-antennarelay channel, a

static protocol, namely the quantize-and-map protocol, isDMT optimal among all static and dynamic cooperative

protocols. This result [26] raises a natural question: can astatic protocol achieve the fundamental DMT of a

MIMO half-duplex relay channel? The analysis of this paper shows that the DDF protocol can be better than the

theoretical limit of static protocols, which is the DMT of the SCF protocol, and thus answers the above question

in the negative. The comparison in Figure 6(b) proves that static protocols fundamentally can not fully exploit the

resources available on a HD MIMO relay channel.

In Figure 7(b), we compare the performance of the DDF protocol with the full-duplex DF protocol on the uplink

channel of Figure 3(a). This figure illustrates that the dynamic operation of the half-duplex relay node in the DDF

protocol can help achieve almost the same or equal performance as in the FD-DF protocol without full-duplex

relaying. While the large difference between the transmitted and received power levels makes full-duplex operation

impractical, if not entirely infeasible, the DDF protocol may be implemented with little or no loss in performance

while avoiding the cost of full-duplex operation.
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Fig. 7. DMT comparison among the DDF, SCF and the FD-DF protocols on relay channels of CN1.
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VII. C ONCLUSION

The asymptotic joint eigenvalue distribution of two specially correlated random Wishart matrices was derived, and

using this result, the optimal diversity-multiplexing tradeoff was obtained of a three node half-duplex MIMO relay

network, where each node has an arbitrary number of antennas, operating in the dynamic decode-and-forward

protocol. For several specific channel configurations we computed explicit DMT curves for the protocol and

compared it with FD-DF and HD-SCF protocols. These comparisons reveal some interesting facts such as, for

some channel configurations, the optimal DMT of HD-DDF and FD-DF protocols are identical while for other

channel configurations the diversity orders of the HD-DDF protocol are marginally less than those over FD-DF

protocol at high multiplexing gains. Further, the comparison with the HD-SCF protocol shows that for some channel

configurations, at low multiplexing gains, the optimal diversity orders of the HD-DDF protocol are greater than

those of the corresponding DMT of HD-SCF protocol, which should motivate one to further investigate other

dynamic protocols such as the dynamic compress-and-forward protocol, on a three node relay channel. This work

also motivates further research on the generalization of the single-antenna relay channel results in [12] to the MIMO

relay channel by considering finite lengths codes and doing away with the assumption of genie-aided information

about the relay decision time at the destination. Extendingthe present analysis for a relay network having multiple

relay nodes is another topic for future research.

APPENDIX A

PROOF OFTHEOREM 1

We begin by proving the theorem forN2 ≤ N3 and later extend the proof forN2 > N3. Let λ1 > λ2 > · · · >
λN2 > 0 represent the ordered non-zero6 eigenvalues ofV2 , H2H

†
2 . The spectral decomposition ofV2 can be

written asV2 = UΛU †, whereΛ , diag(λ̄) andU ∈ CN2×N2 is an unitary matrix containing the eigenvectors of

V2. We can now writeV1 , Ĥ†
1ΣĤ1, whereĤ1 = U †H1 andΣ = (IN2 + ρΛ)−1.

Remark 4: Note that sinceU,Λ (e.g., see Lemma 2.6 in [27]) andH1 are mutually independent so areΛ and

Ĥ1. Also, sinceH1 is unitarily invariant,H1 andĤ1 are identically distributed.

Before proceeding further let us recall a result derived in [18] which deals with the eigenvalue distribution of a

random matrix of the similar form.

Lemma 1 ([18]): Let x1 > x2 > · · · > xM be the ordered non-zero eigenvalues ofZ, whereZ = XLX† and

X ∈ CM×N ,M < N , has mutually independent complex Gaussian vectors as its columns with zero mean and

covarianceIM , andy1 > y2 > · · · > yN be the ordered non-zero eigenvalues ofL, then the density function ofZ

is given by

f(Z) = C1π
M(M−1)

2
△1 (ȳ, x̄)

|V1(x̄)||V1(ȳ)|
, (44)

6 The eigenvalues ofV2 are distinct and non-zero with probability 1.
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whereV1(x̄) andV1(ȳ) are Vandermonde matrices formed by the vectorsx̄ and ȳ, respectively and

△1 (ȳ, x̄) =

∣∣∣∣∣∣∣∣∣∣∣∣

1 yN · · · yN−M−1
N yN−M−1

N e
−

xM
yN · · · yN−M−1

1 e
−

x1
yN

1 y(N−1) · · · yN−M−1
(N−1) yN−M−1

(N−1) e
−

xM
y(N−1) · · · yN−M−1

2 e
−

x1
y(N−1)

...

1 y1 · · · yN−M−1
1 yN−M−1

1 e
−

xM
y1 · · · yN−M−1

N e
−

x1
y1

∣∣∣∣∣∣∣∣∣∣∣∣

. (45)

Note thatZ in the above lemma has the same structure asV1 but is only valid forM < N . Thus assumingN1 < N2

we can substituteX = H†
1 andL = Σ in Lemma 1 to obtain

f(V1|σ̄) = C1

△1

(
σ̄, ξ̄
)

|V1(ξ̄)||V1(σ̄)|
, (46)

whereC1 is a constant independent of all the eigenvalues andσ̄ is the vector of the ordered eigenvalues ofΣ, i.e.,

σi =
(
1 + ρλ(N2−i+1)

)−1
, for 1 ≤ i ≤ N2.

The conditioning on̄σ in equation (46) is present due to the randomness ofΣ. However, we are interested in the

distribution of the eigenvalues ofV1 and notV1 itself.

Let us assume that the spectral decomposition ofV1 is given asV1 = VΠV †, whereV ∈ CN1×N1 is an unitary

matrix andΠ = diag(x1, · · ·xN1) is the diagonal matrix containing the ordered eigenvalues of V1. It is well known

that the Jacobian of the transformationV1 7→ (Π, V ) is given by

J(Π, V ) = |V1(ξ̄)|2 =

N1∏

i<j

(ξi − ξj)
2 (47)

Using this expression for the Jacobian and equation (46) we can find the conditional joint pdf of(Π, V ) conditioned

on σ̄. Then integrating the resulting pdf over the space of unitary matrices we get the joint distribution of the

eigenvalues as

f2(ξ̄|σ̄) = C2|V1(ξ̄)|2
△1

(
σ̄, ξ̄
)

|V1(ξ̄)||V1(σ̄)|
. (48)

Evaluating this expression in general is complicated due tothe term△1

(
σ̄, ξ̄
)

in the above expression. The following

Lemma helps us to evaluate it in the high SNR regime.

Lemma 2: If the eigenvalues{ξ1, · · · ξN1} and{λ1, · · ·λN2} vary exponentially withρ, then for asymptotically

largeρ the following identity holds

J1 ,
△1

(
σ̄, ξ̄
)

|V1(ξ̄)||V1(σ̄)|
=̇

N2∏

i=1

(1 + ρλi)
N1

N1∏

j=1

(
ξ
(N2−N1)
j e−ξje−(ρξjλN2+1−j)

) N1∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)
.

Also, since|V1(ξ̄)| =
∏N2

i<j(ξi − ξj) [28], for asymptotic highρ, using the ordering among theξi’s and equation

(5), we have|V1(ξ̄)|=̇
∏N2

i=1 ξ
(N2−i)
i . Putting these simplified expressions forV1(ξ̄) andJ1 in equation (48) we

get

f2(ξ̄|γ̄)=̇C2

N2∏

i=1

(1 + ρλi)
N1

N1∏

j=1

(
e−ξje−(ρξjλN2+1−j)ξ

(N2+N1−2j)
j

) N1∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)
. (49)

Recall that to use Lemma 1 we had to assumeN1 < N2; in what follows, we consider the case whenN1 ≥ N2.

DenotingH̃1 , Σ
1
2 Ĥ1, V1 = Ĥ†

1ΣĤ1 can be alternatively written asV1 = H̃1
†
H̃1. Also, the eigenvalues ofV1
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and H̃1H̃1
†

are the same for each realization ofH̃1. Since we are only interested in the eigenvalues ofV1, it is

sufficient to compute the joint pdf of the eigenvalues ofW1 = H̃1H̃1
†
. Now, H̃1 ∈ CN2×N1 can be thought as

a channel matrix, semi-correlated at the receiver, of anN2-receive andN1-transmit antenna MIMO channel. The

conditional eigen-value distribution ofW1 given the eigenvalues-̄σ , [σ1, σ2, · · ·σN2 ]- of the correlation matrix,

was found in [19] forN2 ≤ N1 and is given by the following

f2(ξ̄|σ̄) = C|Σ|−N1 |W1|N1−N2 |V1(ξ̄)|2
|D(ξ̄, σ̄)|

|V1(ξ̄)||V2(σ̄)|
(50)

whereξ1 > ξ2 > · · · > ξN2 > 0 are the ordered non-zero (w.p.1) eigenvalues of bothH̃1H̃1
†

andV1, σ1 > σ2 · · · >
σN2 > 0 are the ordered eigenvalues ofΣ, C is a constant independent of all the eigenvalues and

D(ξ̄, σ̄) ,

[
e
−

ξj
σi

]N2,N2

i,j=1

,

V2(σ̄) =V1(−[σ−1
1 , σ−1

2 , · · ·σ−1
N2

]). (51)

In what follows, we will simplify the expression given in equation (50) for asymptotic high values of SNR (ρ),

assuming that the eigenvalues{ξ1, · · · ξN2} and {λ1, · · ·λN2} vary exponentially withρ. For asymptotically high

ρ, using the ordering among theξj ’s, λis and equation (5), it can be easily shown that|V1(ξ̄)|=̇
∏N2

i=1 ξ
(N2−i)
i and

|V2(σ̄)|=̇
∏N2

i=1(ρλi)
(N2−i). Finally, the termD(ξ̄, σ̄) in equation (50) can also be simplified using the following

Lemma.

Lemma 3: If the eigenvalues{ξ1 ≥ · · · ≥ ξN2} and {λ1 ≥ · · · ≥ λN2} vary exponentially withρ, then for

asymptotic high SNR we have the following identity

D(ξ̄, σ̄) , |[e−
ξj
σi ]N2,N2

i,j=1 | =̇
N2∏

j=1

(
e−ξje−(ρξjλN2+1−j)

) N2∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

)
.

Putting these simplified expressions for|V1(ξ̄)|, |V2(σ̄)| andD(ξ̄, σ̄) in equation (50) we get

f(ξ̄|λ̄)=̇
(

N2∏

i=1

(1 + ρλi)
N1

)


N2∏

j=1

(
e−ξje−(ρξjλN2+1−j)ξ

(N1+N2−2j)
j

)



N2∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρλiξj

)
. (52)

Comparing equations (49) and (52), the expression for the distribution forN2 ≤ N3, can be written as

f2(ξ̄|γ̄)=̇
N2∏

i=1

(1 + ρλi)
N1

q∏

j=1

(
e−ξje−(ρξjλN2+1−j)ξ

(N2+N1−2j)
j

) q∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)
. (53)

Recall that, we assumed thatN2 ≤ N3 in the foregoing analysis. This assumption was important since it implies

that all the eigenvalues ofV2 are non-zero and distinct. However, ifN2 > N3, then exactly(N2 −N3) eigenvalues

of V2 are zero and we need to consider this case separately. Because if two or moreλis are zero then both the

numerator and denominator of the termsJ1 andJ2 = D(ξ̄,σ̄)
V2(σ̄)

of equations (48) and (50), respectively become zero.

On the other hand, if only one of theλis is zero, we can no longer assume that it varies with SNR. In either case

the foregoing analysis cannot be pursued whenN2 > N3. However, both these problems can be overcome by doing

the analysis in the limit when these(N2−N3) eigenvalues tend to zero. It can be easily shown (e.g., see Lemma 6
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in [29]) that bothJ1 andJ2 are well-defined in the limit when(N2 −N3) smallest eigenvalues ofV2 tend to zero,

i.e.,

lim
λ(N3+1),λ(N3+1),··· ,λN2→0

Ji = lim
σ1,σ2,··· ,σ(N2−N3)→1

Ji (54)

is well defined, for bothi = 1, 2. Using this fact and following a similar approach as before we get

f2(ξ̄|λ̄)=̇ lim
(λ(N3+1),···λ(N2))→0

N2∏

i=1

(1 + ρλi)
N1

q∏

j=1

(
e−ξje−(ρξjλN2+1−j)ξ

(N2+N1−2j)
j

) q∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)

=̇

N3∏

i=1

(1 + ρλi)
N1

q∏

j=1

(
e−ξje−(ρξj λ̃N2+1−j)ξ

(N2+N1−2j)
j

) q∏

j=1

(N2−j)∧N3∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)
, (55)

where

λ̃N2+1−j =





λ(N2+1−j), if (N2 + 1− j) ≤ N3;

0, Otherwise.

Combining equations (53) and (55) Theorem 1 is proved.

APPENDIX B

PROOF OFTHEOREM 2

The ordering among theαi’s andβj ’s in A follows from the ordering of the eigenvaluesλi’s andξj ’s, respectively.

Besides the ordering, if(ᾱ, β̄) /∈ A then one or more of the following are true

e−ρλiξj =e−ρ(1−αi−βj)

=̇ 0, if (αi + βj) < 1;

e−λ1 =e−ρ−α1
=̇ 0 if α1 < 0;

e−ξ1 =e−ρ−β1
=̇ 0 if β1 < 0;

Since each of the terms on the left hand side of the above equations is a multiplying factor to the asymptotic

expression of the joint pdf (6), it becomes zero if(ᾱ, β̄) /∈ A. On the other hand if(ᾱ, β̄) ∈ A, then

(1 + ρλi)=̇ρ−(1−αi)
+

,

e−ρ−αi
=̇1, ∀i,

e−ρ−βj

=̇1, ∀j,

e−ρ(1−αi−βj)

=̇1, ∀(i+ j) = (N2 + 1).

Using this along with the Jacobians of the transformationsλi = ρ−αi , 1 ≤ i ≤ p andξj = ρ−βj , 1 ≤ j ≤ q which

are given byJ(αi) = log(αi)ρ
−αi andJ(βj) = log(βj)ρ

−βj , respectively, into equation (6) we get

f(ᾱ, β̄)=̇ρ
−

(
∑p

i=1((N3+N2−2i+1)αi−N1(1−αi)
+)+

∑q
j=1(N1+N2−2j+1)βj

)
q∏

j=1

(N2−j)∧N3∏

i=1

(
1− e−ρ1−αi−βj

ρ1−αi−βj

)
. (56)

Also, at high SNR limit for anyi, j
(
1− e−ρ1−αi−βj

ρ1−αi−βj

)
=̇





1, if (αi + βj) > 1;

ρ−(1−αi−βj), if (αi + βj) ≤ 1.

[
∵ lim

z→0

1− e−z

z
= 1

]
.
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Now, using the fact that the product of several converging sequences converges to the product of their individual

limiting values we get

q∏

j=1

(N2−j)∧N3∏

i=1

(
1− e−ρ1−αi−βj

ρ1−αi−βj

)
=̇

q∏

j=1

(N2−j)∧N3∏

i=1

ρ−(1−αi−βj)
+

. (57)

Finally, putting this in equation (56) we get Theorem 2.

APPENDIX C

PROOF OF THEOREM4

As discussed before, here we shall compute the SNR exponent of Pr (O|f < 1). The proof of this part is

rather long and hence divided into three steps. We start withan outline of the different parts. In the first part a

straightforward analysis of the outage probability following a similar method as in [10] yieldŝd(r) as the minimum

value of the negative SNR exponent of the corresponding pdf,where the minimization is over the intersection of

the outage set and the support set of the pdf. In the next step,this problem is then transformed into an equivalent

one having smaller number of variables which is solved in thefinal and third step.

Step 1: Using Laplace’s method of integration as in [10] we get from equation (30)

d̂(r) = min
{(ᾱ,β̄,γ̄)∈O∩S}

(
E
(
ᾱ, β̄

)
+

t∑

i=1

(k +m− 2i+ 1)γi

)
= min

{(ᾱ,β̄,γ̄)∈O∩S}
F
(
ᾱ, β̄, γ̄

)
, (58)

whereS = A ∩D represents the support set of the pdf of
(
ᾱ, β̄, γ̄

)
.

Suppose at a givenr, the objective function attains the minimum value for anᾱ ∈ A∩D whereαi > 1 for one

or morei’s. Let ˜̄α = min{[1, 1, · · · , 1], ᾱ}, where the minimization is componentwise. Clearly,˜̄α ∈ A ∩ D but at

this pointE has a strictly smaller value. This proves that in the optimalsolution,αi ∈ [0, 1] for all i. The same is

true for β̄ and γ̄. Thus d̂(r) is given as

d̂(r) = min
{(ᾱ,β̄,γ̄)∈Ô}

p∑

i=1

(n+m+ k − 2i+ 1)αi − kp+

q∑

j=1

(n+ k − 2j + 1)βj +

q,(n−j)∧m∑

j,i=1

(1− αi − βj)
+

+

(k∧m)∑

i=1

(k +m− 2i+ 1)γi, (59)

where

Ô =

{
(
ᾱ, β̄, γ̄

)
:

p∑

i=1

(1− αi) + (1− f)

q∑

j=1

(1− βj) ≤r, (60)

0 ≤ f =
r

∑t
i=1(1− γi)

<1, (61)

(αi + βj) ≥1, ∀(i, j) : (i + j) ≥ (n+ 1), (62)

0 ≤ α1 ≤ · · · ≤ αp ≤1, (63)

0 ≤ β1 ≤ · · · ≤ βq ≤1, (64)

0 ≤ γ1 ≤ · · · ≤ γt ≤1

}
, (65)
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where equation (61) follows from equation (3) and the fact that f < 1. Note that the number of optimization

variables increases linearly with the number of antennas atall the nodes. To overcome this problem, in what

follows, we transform the previous optimization problem into an equivalent one having a fixed number of variables

which is independent of the number of antennas at the nodes.

Step 2: The objective function in (59) decreases strictly monotonically asαi is decreased for anyi and the rate of

decrease withαi is smaller for a larger value ofi. The same is true for̄β and γ̄. Thus, following a similar method

as in [10], it can be shown that if
∑p

i=1(1− αi) = a,
∑q

j=1(1− βj) = b,
∑t

l=1(1− γl) = y and
(
ᾱ, β̄, γ̄

)
satisfy

equations (63)-(65), then the optimal choice of
(
ᾱ, β̄, γ̄

)
that minimizesF (.) is given by (φα(a), φβ(b), φγ(y)),

where

φα(a) = [α̂1, α̂2, · · · , α̂p]
T : α̂i =

(
1− (a− i + 1)

+
)+

, 1 ≤ i ≤ p. (66)

φβ(b) = [β̂1, β̂2, · · · , β̂q]
T : β̂j =

(
1− (b− j + 1)+

)+
, 1 ≤ j ≤ q; (67)

φγ(y) = [γ̂1, γ̂2, · · · , γ̂t]T : γ̂l =
(
1− (y − l + 1)

+
)+

, 1 ≤ l ≤ t. (68)

Denoting byT (a, b, y) the following set
{
(ᾱ, β̄, γ̄) :

p∑

i=1

(1 − αi) = a,

q∑

j=1

(1− βj) = b,

q∑

l=1

(1− δl) = y,
(
ᾱ, β̄, γ̄

)
satisfy equations (63)-(65)

}
,

from the foregoing argument we have

min
{T (a,b,y)}

F
(
(ᾱ, β̄, γ̄)

)
= F (φα(a), φβ(b), φγ(y)) . (69)

Let us now define the following set of new variables

O1 =

{
(a, b, y) : a+ b

(
1− r

y

)
≤ r, (a+ b) ≤ n, 0 ≤ b ≤ q, r < y ≤ t

}
. (70)

It is clear from the definition ofT (a, b, y) that,

Ô1 ,
⋃

{(a,b,y)∈O1}

T (a, b, y) ⊃ Ô. (71)

Since the minimum of a function over a set is not larger than the minimum of that function over a subset of it, the

above relation along with equation (69) imply

min
{(a,b,y)∈O1}

F (φα(a), φβ(b), φγ(y)) = min
{(ᾱ,β̄,γ̄)∈Ô1}

F
(
ᾱ, β̄, γ̄

)
≤ min

{(ᾱ,β̄,γ̄)∈Ô}
F
(
ᾱ, β̄, γ̄

)
. (72)

Before proceeding further we take note of a few properties ofthe newly defined variablesa, b and y. From the

definition ofφi’s it is clear that if(a, b, y) ∈ O1, then(φα(a), φβ(b), φγ(y)) satisfy equations (60), (61) and (63)-

(65). Suppose for some(i+j) = (n+1), (α̂i+β̂j) < 1, then it can be shown that
∑p

i=1(1−α̂i)+
∑q

j=1(1−β̂j) > n,

which is impossible. Thus(α̂i + β̂j) ≥ 1 for all (i + j) ≥ 1, which in turn imply that the(φα(a), φβ(b), φγ(y))

tuple also satisfies equation (62). That is

(a, b, y) ∈ O1 ⇒ (φα(a), φβ(b), φγ(y)) ∈ Ô,

⇒ min
{(ᾱ,β̄,γ̄)∈Ô}

F
(
ᾱ, β̄, γ̄

)
≤ min

{(a,b,y)∈O1}
F (φα(a), φβ(b), φγ(y)) .
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Combining this with equation (72), we get

min
{(ᾱ,β̄,γ̄)∈Ô}

F
(
ᾱ, β̄, γ̄

)
= min

{(a,b,y)∈O1}
F (φα(a), φβ(b), φγ(y)) . (73)

Therefore, we have an equivalent optimization problem to that presented in equation (59), but with less number of

variables, i.e.,d̂(r) can be equivalently written as

d̂(r) = min
{(a,b,y)∈O1}

F (φα(a), φβ(b), φγ(y)) . (74)

When (a + b) = n, the objective function has a property which we state now andwill be helpful to solve the

minimization problem in the next section.

Claim 1: F (φα(a), φβ(n− a), φγ(y)) is monotonically decreasing witha.

Proof: It can be shown using equations (66)-(68) that when(a+ b) = n we have

(α̂i + β̂j) = 1, ∀(i + j) = (n+ 1) and (α̂i + β̂j) ≤ 1, ∀(i + j) ≤ n.

Using these relations in the expression forF
(
¯̂α,

¯̂
β, ¯̂γ

)
, after some algebra we get

F
(
¯̂α,

¯̂
β, ¯̂γ

)
=

p∑

i=1

(m+ n+ 1− 2i)α̂i +

t∑

l=1

(m+ k + 1− 2l)γ̂l,

=

p∑

i=1

(m+ n+ 1− 2i)
(
1− (a− i+ 1)+

)+
+

t∑

l=1

(m+ k + 1− 2l)γ̂l.

The above expression is clearly independent ofb and monotonically decreasing witha.

Step 3: In this final step, we determine the minimum ofF (.) onO1 and establish the theorem. Depending on the

value ofy the set of feasible(a, b) pairs takes on different shapes as shown in the following figures. For example,

when qr
(n−r) < y ≤ qr

(q−r) the feasible set of(a, b) pairs is the trapezoid ABDE shown in Figure 8(b).

For any given value ofy the following observations will help us solve the problem:

• The optimal(a, b) pair always lies on the boundary, because the objective function is monotonically decreasing

with both a andb.

• By the same argument the optimal point on the line segment AB is B.

• The optimal point on the line segment BC is C. Because, by Claim 1 when(a+ b) = n, the objective function

is independent ofb and monotonically decreasing witha.

Thus for a giveny, the objective function has to be minimized on the line segment CD, BD or DF. In what

follows, we treat each of these cases individually:

1) WhenR1 =
(
r, qr

(n−r)

]
, the optimal(a, b) lies on DC and the diversity order is given by

d∗(r) = min
{y∈R1, 0≤b≤ y(n−r)

r }
F (φα(a), φβ(b), φγ(y)) .

2) WhenR2 =
(

qr
(n−r) ,

qr
(q−r)

]
, the optimal(a, b) lies on BD and the diversity order is given by

d∗(r) = min
{y∈R2, 0≤b≤q}

F (φα(a), φβ(b), φγ(y)) .
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❅❅
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(c) R3 =

{

qr

(q−r)
< y ≤ t

}

.

Fig. 8. Sets of feasible(a, b) tuples for different range ofy.

3) WhenR3 =
(

qr
(q−r) , t

]
, the optimal(a, b) lies on DF and the diversity order is given by

d∗(r) = min
{y∈R3, 0≤b≤ ry

(y−r)}
F (φα(a), φβ(b), φγ(y)) .

wherea+ b
(
1− r

y

)
= r in all of the above cases. Finally, combining the different cases we get

d̂(r) = min
1≤i≤3

min
{y∈Ri, b∈Bi(y)}

F

(
φα

(
r − b

(
1− r

y

))
, φβ(b), φγ (y)

)
,

whereB1(y) =
[
0, y(n−r)

r

]
; B2(y) = [0, q] ; B3(y) =

[
0, ry

(y−r)

]
.

APPENDIX D

PROOF OFTHEOREM 5: THE DMT ON A (n, 1, n) RELAY CHANNEL

We consider the case wheren = m ≥ 2 andk = 1. Combining it with Example 1, the proof of the theorem will

be complete. From Theorem 4 we know that whenr ≥ t = 1, d∗1(r) = dn,n(r). So, let us consider the case when

r ≤ 1. Since the optimal solution always lie on the linea+ b
(
1− r

y

)
= r, r ≤ 1 implies thata ≤ 1. Using this

in the definitions ofφis, we get

G(a, b, y) =F (φα(a), φβ(b), φγ(y)) ,

=n(n− 1) + 2n(1− a) + n(1− b) + n(1− y)− n+ (a+ b− 1)+.
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We know from Theorem 4 that the above objective function has to be minimized over three different sets of(a, b)

pairs. Forr ≤ 1, R1 = Φ, so we considery ∈ R2 =
(

r
n−r ,

r
1−r

]
. We know from Figure 8(b) that the optimal

solution lie on the line segment BD and since the objective function is also linear ina andb the optimal solution

is one of the extreme points depending on the slope of the line

a+ b

(
1− r

y

)
= r.

Since (
1− r

y

)
≤ 1

2
∀ y ∈ R2,

the objective function attains its minimum at B, whereb∗ = 1 anda∗ = r−
(
1− r

y

)
. Putting this into the objective

function we have

G(a∗, b∗, y) = (n− 1)2 + (2n− 1)(1− r) + (2n− 1)

(
1− r

y

)
+ n(1− y). (75)

The above function is convex iny and the infimum is attained aty = r which is given as

d (R2) = (n− 1)2 + (3n− 1)(1− r), 0 ≤ r ≤ 1. (76)

Next we consider the case wheny ∈ R3 =
(

r
1−r , 1

]
. This set is non-empty only forr ≤ 1

2 and the optimal

point lie on the line segment DF in Figure 8(c). Dividing the set R3 further into two subsetsR31 =
(

r
1−r , 2r

]
and

R32 = (2r, 1] we see that
(
1− r

y

)
≤ 1

2 wheny ∈ R31 and
(
1− r

y

)
≥ 1

2 wheny ∈ R32. The objective function

attains minimum value at point F wheny ∈ R31 and at point D wheny ∈ R32 and given by

G(a∗, b∗, y) =





n2 + n
(
2− y2

y−r

)
, for y ∈ R31;

[
∵ (a∗, b∗) =

(
0, yr

y−r

)]

n(n− 1) + 2n(1− r) + (1− y), for for y ∈ R32, [∵ (a∗, b∗) = (r, 0)] .

Now, optimizing this function in the corresponding sets ofy we get

G(a∗, b∗, y∗) =





n2 + 2n(1− 2r), [∵ y∗ = 2r, for y ∈ R31]

n(n− 1) + 2n(1− r), [∵ y∗ = 1, for y ∈ R32] .

which in turn imply

d (R3) = n(n− 1) + 2n(1− r), for 0 ≤ r ≤ 1

2
. (77)

Now, combining equations (76) and (77) we get

d̂(r) = min {d (R2) , d (R3)} = (n− 1)2 + (3n− 1)(1− r), for 0 ≤ r ≤ 1. (78)

Finally, putting this in Theorem 4 and combining the result with Example 1 we get

d∗1(r) =






(1−r)

max{ 1
2 ,r}

, 0 ≤ r ≤ 1 andn = 1;

(n− 1)2 + (3n− 1)(1− r), 0 ≤ r ≤ 1 andn ≥ 2;

dn,n(r), 1 ≤ r ≤ n andn ≥ 2.
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APPENDIX E

PROOF OFTHEOREM 6: THE DMT ON A (1, k, 1) RELAY CHANNEL

On a(1, k, 1) channel we havea, b, y ≤ 1. Putting this in the definitions ofφis from Theorem 4 we get

G(a, b, y) = F (φα(a), φβ(b), φγ(y)) = (k + 1)(1− r) + (k + 1)b

(
1− r

y

)
− kb+ k(1− y).

Since (
1− r

y

)
≤ 1

2
∀ y ∈ R1,

the objective function attains its minimum atb∗ = max{B1(y)} = y
(
1−r
r

)
. Putting this into the objective function

we have

G(a∗, b∗, y) = b∗ + k(1− y) = k + y

(
1− (k + 1)r

r

)
. (79)

Clearly, the largest and smallest feasible value ofy in R1 =
(
r, r

1−r

]
minimizes the above function when the

coefficient ofy is negative and non-negative, respectively. That is, the optimal y is given as

y∗ =





r, for 0 ≤ r ≤ 1
(1+k) ;

r
1−r , for 1

(1+k) ≤ r ≤ 1
2 ;

1, for r ≥ 1
2 .

Putting this solution in equation (79) we get

d (R1) =






(k + 1)(1− r), for 0 ≤ r ≤ 1
2 ;

1 + k
(

1−2r
1−r

)
, for 1

(k+1) ≤ r ≤ 1
2 ;

(
1−r
r

)
, for 1

2 ≤ r ≤ 1.

(80)

Since form = n = 1, R2 = Φ, next we consider the case wheny ∈ R3 =
(

r
1−r , 1

]
. This set is non-empty only

for r ≤ 1
2 and the optimal point lies on the line segment DF in Figure 8(c). Dividing the setR3 further into two

subsets namelyR31 =
(

r
1−r , (k + 1)r

]
andR32 =

(
(k + 1)r, 1

]
, we see that

(
1− r

y

)
≤ 1

2 wheny ∈ R31 and(
1− r

y

)
≥ 1

2 when y ∈ R32. The objective function attains minimum value at point F, where b = maxB3(y)

wheny ∈ R31 and at point D, whereb = minB3(y) wheny ∈ R32 and given by

G(a∗, b∗, y) =





1 + k
(
2− y2

y−r

)
, for y ∈ R31;

[
b∗ = yr

y−r

]

(k + 1)(1− r) + k(1− y), for for y ∈ R32. [b∗ = 0] .

Both these functions are minimized by the maximum value ofy in their corresponding range which are

y∗ =





(k + 1)r, wheny ∈ R31 ∩
{
r ≤ 1

(1+k)

}
;

1, wheny ∈ R31 ∩
{
r ≥ 1

(1+k)

}
;

1, when y ∈ R32 ∩
{
r ≤ 1

(1+k)

}
,

which in turn gives us

d (R3) =





(k + 1)(1− r), for 0 ≤ r ≤ 1

(k+1) ;

1 + k
(

1−2r
1−r

)
, for 1

(k+1) ≤ r ≤ 1
2 .

(81)
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Combining equations (80) and (81) we get

d̂(r) =min {d (R1) , d (R3)} ,

=





(k + 1)(1− r), for 0 ≤ r ≤ 1
2 ;

1 + k
(

1−2r
1−r

)
, for 1

(k+1) ≤ r ≤ 1
2 ;

(
1−r
r

)
, for 1

2 ≤ r ≤ 1.

Finally, by Theorem 4 we haved∗2(r) = d̂(r).

APPENDIX F

PROOF OFTHEOREM 7: THE DMT OF THE (2, k, 2) RELAY CHANNEL

Instead of optimizing the objective function over all possible values of(a, b), we restrict the minimization over

a set on whicha+ b = n and thus obtain an upper bound. From the proof of Theorem 4 we know that the optimal

(a, b) pair lies on the line

a+ b

(
1− r

y

)
= r. (82)

Combining it with the assumption just made, it is clear that the optimal choice ofa, for any feasibley, is given as

a∗ = 2−
(
(2− r)

r

)
y. (83)

Now, by Claim 1 we know that whena+ b = n, the objective function becomes
2∑

i=1

(5− 2i)α̂i +

2∑

l=1

(k + 3− 2l)γ̂l.

Computing the values of̂̄α and ¯̂γ from the definitions ofφis and substituting in the above equation we get

du(r) = min
r≤y≤q

2∑

i=1

(5− 2i) ((i− a∗) ∧ 1)
+
+

q∑

l=1

(k + 3− 2l) ((l − y) ∧ 1)
+
,

= min
r≤y≤q

2∑

i=1

(5− 2i)

((
i− 2 +

(
2− r

r

)
y

)
∧ 1

)+

+

q∑

l=1

(k + 3− 2l) ((l − y) ∧ 1)
+
. (84)

To optimize this function with respect toy, in the following we divide the values ofa∗ and y in four different

regions as follows

Ru,v = {(u− 1) ≤ a∗ ≤ u, (v − 1) ≤ y ≤ v} , u, v = 1, 2. (85)

In any of these regions the function is minimized either ify attains its maximum value, denoted asyM in that

region or the minimum value, denoted asym in that region. However, in a particular region, the extremevalues

depend also on the value ofr. So in the following, depending onr each region will be further divided into several

sub-regions and in each sub-region the two extreme values ofy will yield two values of the objective function as

functions ofr. We will have to take the minimum among all these functions toget the desired minimum of the

objective function.

RegionR1,1: In this region the set of feasible values ofy is given by the following
{

r

2− r
≤ y ≤ 2r

2− r

}
∩
{
0 ≤ y ≤ 1

}
∩
{
r ≤ y

}
.
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Note for 0 ≤ r ≤ 1, ym = r, for 0 ≤ r ≤ 2
3 , yM = 2r

2−r , for 2
3 ≤ r ≤ 1 yM = 1 and for r ≥ 1 the above set is

empty. From the aforementioned argument, we get the minimumvalue of the objective function in this region by

putting these values ofy in equation (84) as

d(r,R1,1) = min





d2,2(r) + d2,k(r), 0 ≤ r ≤ 1;

k + 3 + (k + 1)
(

2−3r
2−r

)
, 0 ≤ r ≤ 2

3 ;

k + 6
(
1−r
r

)
, 2

3 ≤ r ≤ 1;

(86)

RegionR1,2: In this region, the set of feasible values ofy is given by
{

r

2− r
≤ y ≤ 2r

2− r

}
∩
{
1 ≤ y ≤ 2

}
∩
{
r ≤ y

}
.

For 2
3 ≤ r ≤ 1, ym = 1 andyM = 2r

2−r , for 1 ≤ r ≤ 4
3 , ym = r

2−r andyM = 2 and for r ≥ 4
3 the above set is

empty. Putting these values ofy in equation (84), we get

d(r,R1,2) = min






k + 6
(
1−r
r

)
, 2

3 ≤ r ≤ 1;

4 + 4(k − 1)
(

1−r
2−r

)
, 2

3 ≤ r ≤ 1;

1 + (k − 1)
(

4−3r
2−r

)
, 1 ≤ r ≤ 4

3 ;

4
(
3−2r

r

)
, 1 ≤ r ≤ 4

3 ;

(87)

RegionR2,1: In this region the set of feasible values ofy is given by
{
0 ≤ y ≤ r

2− r

}
∩
{
0 ≤ y ≤ 1

}
∩
{
r ≤ y

}
,

which is an empty set.

RegionR2,2: In this region the set of feasible values ofy is given by
{
0 ≤ y ≤ r

2− r

}
∩
{
1 ≤ y ≤ 2

}
∩
{
r ≤ y

}
.

This set is empty forr ≤ 1; for 1 ≤ r ≤ 4
3 , ym = r andyM = r

2−r , for 4
3 ≤ r ≤ 2, ym = r andyM = 2. Again,

putting these values ofy in equation (84), we get

d(r,R2,2) = min





d2,2(r) + d2,k(r), 1 ≤ r ≤ 2;

1 + (k − 1)
(

4−3r
2−r

)
, 1 ≤ r ≤ 4

3 ;

2
(
2−r
r

)
, 4

3 ≤ r ≤ 2;

(88)

Finally, combining equations (86), (87) and (88) the theorem is proved.

APPENDIX G

PROOF OFLEMMA 2

The determinant of a matrix can be written as the sum of several terms, where each term is a product of some

of the elements of the matrix and±1 (e.g., see Section0.3.2 in [28]). In what follows, we shall first use this result

implicitly to simplify △1(σ̄, ξ̄). The terms of△1(σ̄, ξ̄) will be gradually approximated in such a way that when

expanded as a sum, the exponential order of each term in the sum remains unchanged, which in turn imply that
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the exponential order of△1(σ̄, ξ̄) itself remains unchanged. Then combining it with the asymptotic expressions for

the Vandermonde matricesV1(ξ̄) andV1(σ̄) we get the desired identity.

Replacingx̄ by ξ̄ and ȳ by σ̄ in the expression for△1 in equation (45), we get

△1

(
σ̄, ξ̄
)
=

∣∣∣∣∣∣∣∣∣∣∣∣∣

1 σN2 · · ·σ(N2−N1−1)
N2

σ
(N2−N1−1)
N2

e
−

ξN1
σN2 · · · σ

(N2−N1−1)
N2

e
−

ξ1
σN2

1 σ(N2−1) · · ·σ(N2−N1−1)
(N2−1) σ

(N2−N1−1)
(N2−1) e

−
ξN1

σ(N2−1) · · · σ
(N2−N1−1)
(N2−1) e

−
ξ1

σ(N2−1)

...

1 σ1 · · ·σ(N2−N1−1)
1 σ

(N2−N1−1)
1 e−

ξN1
σ1 · · · σ

(N2−N1−1)
1 e−

ξ1
σ1

∣∣∣∣∣∣∣∣∣∣∣∣∣

,

=T0

∣∣∣∣∣∣∣∣∣∣∣∣∣

σ
−(N2−N1−1)
N2

· · ·σ−1
N2

1 e
−

ξN1
σN2 · · · e

−
ξ1

σN2

σ
−(N2−N1−1)
(N2−1) · · ·σ−1

(N2−1) 1 e
−

ξN1
σ(N2−1) · · · e

−
ξ1

σ(N2−1)

...

σ
−(N2−N1−1)
1 · · ·σ−1

1 1 e
−

ξN1
σ1 · · · e

−
ξ1
σ1

∣∣∣∣∣∣∣∣∣∣∣∣∣

,

whereT0 =
∏N2

l=1

(
σ
(N2−N1−1)
l

)
. Now, puttingσi = (1 + ρλ(N2−i+1))

−1, ∀i in the above equation we get

△1

(
σ̄, ξ̄
)
=T0

∣∣∣∣∣∣∣∣∣∣∣∣

(1 + ρλ1)
(N2−N1−1) · · · (1 + ρλ1) 1 e−ξN1(1+ρλ1) · · · e−ξ1(1+ρλ1)

(1 + ρλ2)
(N2−N1−1) · · · (1 + ρλ2) 1 e−ξN1(1+ρλ2) · · · e−ξ1(1+ρλ2)

...

(1 + ρλN2)
(N2−N1−1) · · · (1 + ρλN2) 1 e−ξN1(1+ρλN2 ) · · · e−ξ1(1+ρλN2 )

∣∣∣∣∣∣∣∣∣∣∣∣

,

= T1

∣∣∣∣∣∣∣∣∣∣∣∣

1 (1 + ρλ1) · · · (1 + ρλ1)
(N2−N1−1) e−ξN1(ρλ1) · · · e−ξ1(ρλ1)

1 (1 + ρλ2) · · · (1 + ρλ2)
(N2−N1−1) e−ξN1(ρλ2) · · · e−ξ1(ρλ2)

...

1 (1 + ρλN2) · · · (1 + ρλN2)
(N2−N1−1) e−ξN1(ρλN2 ) · · · e−ξ1(ρλN2 )

∣∣∣∣∣∣∣∣∣∣∣∣

,

whereT1 = T0

∏N1

j=1 e
−ξj . We have also ignored the sign change due to the row operationsince△1 is a part

of a pdf. To simplify the determinant in the above equation wedo the following column operations:Ci → Ci −
Ci−1(1 + ρλ1), 2 ≤ i ≤ (N2 − N1) and Ci → Ci − C1e

−ξ(i−N2+N1)ρλ1 , (N2 − N1 + 1) ≤ i ≤ N2. Since all

the eigenvalues vary exponentially withρ, for asymptoticρ using the approximationρξj(λi − λ1)=̇ − ρξjλ1 and

λi − λ1=̇− λ1, ∀i ≥ 2 and∀ j, we get

△1 =T1

∣∣∣∣∣∣∣∣∣∣∣∣

1 0 · · · 0 · · · 0

1 −ρλ1 · · · − (1 + ρλ2)
(N2−N1−2)ρλ1 · · · e−ξ1(ρλ2)

(
1− e−ξ1ρλ1

)

...

1 −ρλ1 · · · − (1 + ρλN2)
(N2−N1−2)ρλ1 · · · e−ξ1(ρλN2 )

(
1− e−ξ1ρλ1

)

∣∣∣∣∣∣∣∣∣∣∣∣

=T2

∣∣∣∣∣∣∣∣∣

1 (1 + ρλ2) · · · (1 + ρλ2)
(N2−N1−2) e−ξN1(ρλ2) · · · e−ξ1(ρλ2)

...

1 (1 + ρλN2) · · · (1 + ρλN2)
(N2−N1−2) e−ξN1ρλN2 · · · e−ξ1(ρλN2)

∣∣∣∣∣∣∣∣∣

,
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whereT2 = T1(ρλ1)
(N2−N1−1)

∏N1

j=1

(
1− e−ρξjλ1

)
. Proceeding in the same way we get

△1 =

N2−N1∏

i=1


(ρλi)

(N2−N1−i)
N1∏

j=1

(1− e−ρξjλi)


T1

∣∣∣∣∣∣∣∣∣

e−ρξN1λ(N2−N1+1) · · · e−ξ1ρλ(N2−N1+1)

...

e−ρξN1λN2 · · · e−ξ1ρλN2

∣∣∣∣∣∣∣∣∣

=

N2−N1∏

i=1


(ρλi)

(N2−N1−i)
N1∏

j=1

(1− e−ρξjλi)


T2

∣∣∣∣∣∣∣∣∣

e−ξN1(1+ρµ1) · · · e−ξ1(1+ρµ1)

...

e−ρξN1(1+µN1 ) · · · e−ξ1(1+ρµN1 )

∣∣∣∣∣∣∣∣∣

, (89)

whereµl = λN2−N1+l, 1 ≤ l ≤ N1 and T2 =
∏N2

i=1(1 + ρλi)
−(N2−N1−1). Now, denoting the determinant in

equation (89) by△0, we get

△0
(a)
=

∣∣∣∣∣∣∣∣∣

e−ξ1(1+ρµN1 ) e−ξ2(1+ρµN1 ) · · · e−ξN1(1+ρµN1 )

...

e−ρξ1(1+µ1) e−ξ2(1+ρµ1) · · · e−ξN1(1+ρµ1)

∣∣∣∣∣∣∣∣∣

, (90)

=̇

N1∏

j=1

(
e−ξje−(ρξjµ(N1+1−j))

) N1∏

j=1

(N1−j)∏

i=1

(
1− e−(ρξjµi)

)
, (91)

where equality(a) is obtained by rearranging both the rows and columns in the reverse order and the last equality

follows from Lemma 2. Using this expression and replacing the values ofµi’s in equation (89) we get

△1=̇

N2∏

i=1

(1 + ρλi)
−(N2−N1−1)

N2−N1∏

i=1

(
(ρλi)

(N2−N1−i)
) N1∏

j=1

(
e−ξje−(ρξjλ(N2+1−j))

) N1∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

)

(92)

On the other hand, using equation (5) at high SNR, we have

V1(ξ̄)=̇

N1∏

j=1

ξ
(N1−j)
j =

(
N1∏

l=1

ξ
(N2−N1)
l

)−1 N1∏

j=1

ξ
(N2−j)
j . (93)

V1(σ̄) =det
(
[(1 + ρλ(N2−i+1))

−(j−1)]N2,N2

i,j=1

)
, (94)

=

(
N2∏

i=1

(1 + ρλi)
(1−N2)

)
det
(
[(1 + ρλ(N2−i+1))

(N2−j)]N2,N2

i,j=1

)
,

=

(
N2∏

i=1

(1 + ρλi)
(1−N2)

)
det
(
[(1 + ρλi)

(j−1)]N2,N2

i,j=1

)
,

=̇

(
N2∏

i=1

(1 + ρλi)
(1−N2)

)(
N2∏

i=1

(ρλ(N2−i+1))
(N2−i)

)
. (95)
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Finally, combining equations (92)-(95) we have

△1(σ̄, ξ̄)

V1(ξ̄)V1(σ̄)
=̇

N2∏

i=1

(1 + ρλi)
N1

N1∏

j=1

(
ξ
(N2−N1)
j e−ξje−(ρξjλ(N2+1−j))

) ∏N1

j=1

∏(N2−j)
i=1

(
1− e−(ρξjλi)

)
(∏N1

j=1 ξ
(N2−j)
j

)(∏N2

i=1(ρλi)(N2−i)∧N1

) ,

=

N2∏

i=1

(1 + ρλi)
N1

N1∏

j=1

(
ξ
(N2−N1)
j e−ξje−(ρξjλ(N2+1−j))

) N1∏

j=1

(N2−j)∏

i=1

(
1− e−(ρξjλi)

ρξjλi

)
.

APPENDIX H

PROOF OFLEMMA 3

We shall simplify the termD(ξ̄, λ̄) using a similar method as in the proof of Lemma 2. Let us start by expressing

D(ξ̄, λ̄) as follows

D(ξ̄, λ̄) =

N2∏

i=1

λi

∣∣∣∣∣∣∣∣∣

e−ξ1ρλN2 · · · e−ξN2ρλN2

...

e−ξ1ρλ1 · · · e−ξN2ρλ1

∣∣∣∣∣∣∣∣∣

,

(
N2∏

i=1

λi

)
△. (96)

It is well known [28] that, for any square invertible matrixA and square matrixK the following identity holds.
∣∣∣∣∣∣



 A B

C K





∣∣∣∣∣∣
= |A||K − CA−1B|.

To simplify △ we substituteA = e−ξ1ρλN2 and use the above equation to get

△ = e−ξ1ρλN2

∣∣∣∣∣∣∣∣∣




e−ξ2ρλN2−1 · · · e−ξN2ρλN2−1

...

e−ξ2ρλ1 · · · e−ξN2ρλ1


− eξ1ρλN2




e−ξ1ρλN2−1

...

e−ξ1ρλ1



[
e−ξ2ρλN2 · · · e−ξN2ρλN2

]

∣∣∣∣∣∣∣∣∣

.

Since the eigenvaluesξj ’s and λi’s vary exponentially with SNR (ρ), from the ordering among themselves and

equation (5) we haveλN2 − λi=̇− λi, ∀i ≤ (N2 − 1). Using this in the above equation we get

△ =̇ e−ξ1ρλN2

∣∣∣∣∣∣∣∣∣




e−ξ2ρλN2−1 · · · e−ξN2ρλN2−1

...

e−ξ2ρλ1 · · · e−ξN2ρλ1


−




e−ξ1ρλN2−1

...

e−ξ1ρλ1



[
e−ξ2ρλN2 · · · e−ξN2ρλN2

]

∣∣∣∣∣∣∣∣∣

,

(a)

=̇e−ξ1ρλN2

∣∣∣∣∣∣∣∣∣




e−ξ2ρλN2−1 · · · e−ξN2ρλN2−1

...

e−ξ2ρλ1 · · · e−ξN2ρλ1


−




e−ξ1ρλN2−1 · · · e−ξ1ρλN2−1

...

e−ξ1ρλ1 · · · e−ξ1ρλ1




∣∣∣∣∣∣∣∣∣

,

(b)

=̇e−ξ1ρλN2

∣∣∣∣∣∣∣∣∣




e−ξ2ρλN2−1
(
1− e−ξ1ρλN2−1

)
· · · e−ξN2ρλN2−1

(
1− e−ξ1ρλN2−1

)

...

e−ξ2ρλ1
(
1− e−ξ1ρλ1

)
· · · e−ξN2ρλ1

(
1− e−ξ1ρλ1

)




∣∣∣∣∣∣∣∣∣

,

=̇e−ξ1ρλN2

N2−1∏

i=1

(
1− e−ξ1ρλi

)

∣∣∣∣∣∣∣∣∣




e−ξ2ρλN2−1 · · · e−ξN2ρλN2−1

...

e−ξ2ρλ1 · · · e−ξN2ρλ1




∣∣∣∣∣∣∣∣∣

,
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where step(a) follows from the fact that(ξ1λi + ξ2λN2)=̇ξ1λi, ∀i ≤ (N2 − 1) and step(b) follows from the fact

that (ξ1λi − ξjλi)=̇ξ1λi ∀j ≥ 2, i. Proceeding in the same way we get

△ =̇

N2∏

j=1

e−ξjρλN2−j+1

N2−j∏

i=1

(
1− e−ξjρλi

)
.

Finally, using this asymptotic expression of△ in equation (96), we get

D(ξ̄, λ̄) =

N2∏

j=1

e−ξj△ =̇

N2∏

j=1

(
e−ξje−ξjρλN2−j+1

N2−j∏

i=1

(
1− e−ξjρλi

)
)
.
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