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Abstract

The capacity of the Gaussian cognitive interference cHamngariation of the classical two-user interference
channel where one of the transmitters (referred toamitive has knowledge of both messages, is known in several
parameter regimes but remains unknown in general. In ttpsipae provide a comparative overview of this channel
model as we proceed through our contributions: we preseeweoniter bound based on the idea of a broadcast channel
with degraded message sets, and another series of outedsbobtained by transforming the cognitive channel into
channels with known capacity. We specialize the largestvknner bound derived for the discrete memoryless
channel to the Gaussian noise channel and present sevaplifigid schemes evaluated for Gaussian inputs in closed
form which we use to prove a number of results. These includeva set of capacity results for the a) “primary
decodes cognitive” regime, a subset of the “strong interfee” regime that is not included in the “very strong
interference” regime for which capacity was known, and far b) “S-channel” in which the primary transmitter does
not interfere with the cognitive receiver. Next, for a gerldbaussian cognitive interference channel, we determine
the capacity to within one bit/s/Hz and to within a factor twegardless of channel parameters, thus establishing
rate performance guarantees at high and low SNR, resplgctive also show how different simplified transmission
schemes achieve a constant gap between inner and outer fooamecific channels. Finally, we numerically evaluate
and compare the various simplified achievable rate regiodsoater bounds in parameter regimes where capacity is
unknown, leading to further insight on the capacity regiérthe Gaussian cognitive interference channel.

|I. INTRODUCTION

A well studied channel model inspired by the newfound abgitof cognitive radio technology and its potential
impact on spectral efficiency in wireless networks is tlognitive radio channefd]. The cognitive radio channel

is also referred to as thiaterference channel with unidirectional cooperatif], the interference channel with
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degraded message s¢@, or thecognitive interference channf]. This channel consists of a two-user interference
channel, where one transmitter-receiver pair is referoedst theprimary user and the other as tlwegnitive The
primary transmitter has knowledge of one of the two indepahchessages to be sent, while the cognitive transmitter
has full, non-causal knowledge of both messages, thusizitggthe cognitive user’s ability to detect transmissions
taking place in the network. Since the cognitive transmitten “broadcast” information to both receivers, the
capacity of the cognitive interference channel contaims$uiees of both the interference and the broadcast channel.
Although the assumption of full, non-causal knowledge &f plimary user's message at the cognitive transmitter
might not be practical, the simplicity of the resulting mbtlsads to closed form results and provides powerful
insights on the role of unilateral cooperation among thesusEhe more practical scenario of causal unilateral
cooperation may be studied in the frameworkioferference channels with generalized feedba€i8] (and

references therein), but is outside the scope of this work.

A. Past work

Capacity results. The cognitive interference channel was first posed in anrinédion theoretic framework in
[4], where an achievable rate region (for general discredenoryless channels) and broadcast-channel-based outer
bound (in Gaussian noise only) were proposed. The first dgpesults were determined in][9],1[6] for a class
of channels with “weak interference” at the primary receive this regime, capacity is achieved by having the
cognitive transmitter pre-code against the interferemeated at its receiver, while the primary receiver treats th
interference from the cognitive transmitter as noise. Cipas also known in the “very strong interference” regime
[1Q]. In this regime, capacity is achieved by having bottereers decode both messages as in a compound multiple
access channel. In[L1, Th. 7.1], we show that the outer bolif] is achievable in the “better cognitive decoding”
regime, which includes both the “very weak interferenced éime “very strong interference” regimes.

Outer bounds. A general outer bound was derivedin[12, Th. 4] using a tespimmideveloped for broadcast channels
in [13]. Both the “weak interference” outer bound 6f [6] artet“strong interference” outer bound of [10] may
be derived by loosening [12, Th. 4]. Although the outer boim¢l2, Th. 4] is the tightest known, it is difficult

to evaluate because it contains three auxiliary randonalkkes for which no cardinality bounds are given on the
corresponding alphabets. Moreover, for the Gaussian @hathre “Gaussian maximizes entropy” property alone
does not suffice to show that Gaussian inputs exhaust thelouted. For these reasons,in][11, Th. 4.1] we proposed
an outer bound that exploits the fact that the capacity regidy depends on the conditional marginal distributions
of the outputs given the inputs (as for broadcast chanhdls §ince the receivers do not cooperate). The resulting
outer bound does not include any auxiliary random variablé every mutual information term involves all the
inputs (like in the cut-set bound) and thus may be evaluateddth discrete memoryless and Gaussian channels.
The bound in[[11, Th. 4.1] was shown to be tight for a class afisgeterministic cognitive interference channels
with a noiseless output at the primary receiver.

Achievable rate regions.Different achievable schemes have been proposed for theitseginterference channel

which include features originally devised for the integiece channel and for the broadcast channel, such as rate



splitting, superposition coding, binning and simultaneaecoding. The scheme df [15] generalizes the “weak
interference” capacity achieving scheme [of [6] by makingt pd& the cognitive message common. The same rate
splitting idea is used in_[12]/ [16] along with a more elaliethbinning operation. The region in_[17] introduces
a binning scheme inspired by Marton’s achievable rate refpo a general broadcast chanriell[18]. This feature is
further generalized i [19] and ihl[1] where more refined lmigrand superposition steps are added in the cognitive
encoding process. Given the different encoding choicesnaparison of the different achievable schemes is often
not straightforward. In particular, despite possible difiqations of the original scheme inhl[4] as describedLin| [20]
no region was shown to conclusively encompass [4], or thgetaregion of [21], until recently. A comparison of
all the transmission schemes proposed in the literaturepresented in[[11], in which we show that our region
in [11, Th. 5.1] is provably the largest known achievable ragion to date.

Constant gap results.While the capacity region remains unknown for a general nbhnn [7] we demonstrated
achievable rate regions which lie within 1.87 bits/s/Hz d&ow real-valued Gaussian cognitive interference channel.
We derived this constant gap result by using insights froerhlgh SNR deterministic approximation of the cognitive
interference chann€l [22], a deterministic model that wagst the behavior of a Gaussian network for large transmit
powers [23].

Z channel. The special case where the cognitive transmitter does reteiinterference to the primary receiver is
called theZ cognitive interference channéhner and outer bounds when the cognitive-primary linkadgsaless are
obtained in[[24],[[25]. The Gaussian causal case is corsidiar[25], and is related to the general causal cognitive

channel in[[26].

B. Contributions

In this work we focus on th&aussiarcognitive interference channel in a comprehensive and esatipe manner.

In particular, our main contributions are:

A) We evaluate the outer bound of [[11, Th. 4.1] for the Gaussiantannel. We show that it unifies the
previously proposed outer bounds for the “weak interfeeéramd the “strong interference” regimes of [6]
and [12], respectively.

B) We derive a new outer bound based on the broadcast channel andspired by [4]. The capacity region
of the Gaussian MIMO (multi input multi output antenna) ktoast channel with degraded message sets is
an outer bound for a channel in “strong interference”. kedéngly, we show that the new bound may be
strictly tighter than the “strong interference” outer bdusf [12].

C) Derive new outer bounds by transformation / inclusion into diannels with known capacity. We determine
the conditions under which the capacity region of a Gaussiemnel is contained in that of a channel with
known capacity. The capacity of the latter channel thus ides/an outer bound for the former.

D) We specialize the largest known inner bound of [[11, Th. 5.1]a the Gaussian channelWe utilize it as

a unified framework to derive and compare various achievatiemes in this and prior work.



E) We prove a new capacity result for the “primary decodes cogrive” regime. This regime is a subset
of the “strong interference” regime that is not included lie t'very strong interference” regime for which
capacity was known_[10]. In this regime capacity is achietigdhaving the primary receiver decode the
message of the cognitive user in addition to its own message.

F) We prove a new capacity result for the S-channel, a channel imhich the primary transmission does
not interfere with the cognitive receiver. For this channel we show the achievability of the outer bound
based on the capacity of the broadcast channel with degradsdage sets.

G) We show capacity to within half a bit/s/Hz per real dimensionand to within a factor two regardless
of channel parameters.These two results characterize the capacity region of thes§an channel both
at high and low SNR, respectively. To this end, we use a tr&sssom scheme inspired by the capacity
achieving scheme for the semi-deterministic cognitiverifgrence channel of [11, Th. 8.1], where capacity is
achieved by having the cognitive transmitter perform paititerference pre-coding for both decoders. The
multiplicative gap is shown by using a simple time sharinguanent between achievable points.

H) We provide insights on the capacity region of the Gaussian @nnel for the regimes in which capacity is
still unknown. We do so by showing that very simple transmission strategiesachieve capacity to within a
constant gap for large sets of parameters. We conclude lwirsidhat a constant gap result may alternatively
be proved by trading off interference pre-coding at the @gnencoder and interference decoding at the

primary receiver.

C. Organization

The rest of the paper is organized as follows. Sedtion Il fdlyrdefines the cognitive interference channel model
and summarizes known results for the Gaussian channelio8&Hi presents new outer bounds for the Gaussian
channel. Sectioh 1V lists the achievable schemes used iresiteof the paper and shows how they may be obtained
from the largest known inner bound 6f [11]. Sectioh V provestivo new capacity results. Sectlon VI characterizes
the capacity of the Gaussian channel to within half a biZgidr real dimension and to within a factor two. Section
[VITlshows some relevant numerical results. Secfion]VIIl dades the paper. Most proofs may be found in the

Appendices.

II. GAUSSIAN CHANNEL MODEL AND KNOWN RESULTS
A. Notation

We use the following convention:

o The symbolX ~ N¢(u,o?) indicates that the random variable (RX) is a complex-valued proper Gaussian
RV with meany and covariance?.

« We defineC(z) := log(1 + z) for z € R™.

« We definez := 1 — z for x € [0, 1].

« For any two RVsX andY, the symbolX |y denotes the conditional distribution &f givenY.



« We use[l : n] to denote the set of natural numbers frano n.

o The notationA ) B to indicate that the expressiaBi is obtained fromA with the assignment given in
equation numben.

« For an integerV, the symbolX " indicates the lengthV vector (X1, ..., Xn).

« For the plots, the logarithms are in bake.e., rates are expressed in bits/s/Hz.

o C(qa,|b, P, P;) indicates the capacity of a Gaussian cognitive interfexesitannel with channel parameters
a and |b| and powersP; and Ps.

« X* denotes the complex conjugate of the complex number (ooKeat.

B. General memoryless cognitive interference channel

A two-user InterFerence Channel (IFC) is a multi-terminatwork with two input alphabet¥; and X, two
output alphabet¥; andY,, and a channel transition probabiliBy, v, | x, x, (1, y2|z1, 22) : Y1 x Y2 — [0, 1] for all
(z1,22) € X1 x Xo. Each transmittef, < € {1, 2}, wishes to communicate a messag uniformly distributed on
[1: 2N to receiveri in N channel uses at ratg;. The two messages are independent. In the classical IFC, the
two transmitters operate independently having no knovdexfgeach others’ messages. Here we consider a variation
of this setup assuming that transmitter 1, in addition tooitsmn message, also knows the message of transmitter
2 prior to transmission. We refer to transmitter/receiveasithecognitivepair and to transmitter/receiver 2 as the
primary pair. This model is commonly known as the Cognitive Intedfee Channel (CIFC).

The CIFC is an idealized model for thenilateral source cooperatioof transmitter 1 with transmitter 2. The
receivers however do not cooperate. This implies that thmaaty region of the CIFC, similar to the broadcast
channel (BC)[[14], only depends on the output conditionaigimals Py, | x, x, and Py, x, x,, and not on the output
joint marginal Py, v, | x, x, -

A rate pair(R;, R2) is achievable if there exists a sequence of encoding fumetio
X = X (W, Wa),
Xy = X3 (W),

and a sequence of decoding functions

—

Wi = Wi(YN), ie{1,2},
such that
max P{WZ#WJ —0, N — .
i€{1,2}

The capacity region is defined as the convex closure of themegf achievablg R,, R»)-pairs [27].



C. Gaussian CIFC

A Gaussian CIFC (G-CIFC) istandard form(see AppendiX’A) is described by the input/output relatioms
Y1 = Xy +aXe + 7y,
Yo = 0| X1 + X + Zo,

where the channel gainsandb are complex-valued, constant, and known to all terminals,ahannel inputs are

subject to the power constraint
E[|X;]?] < P P, eRT,  ie{1,2},

and the channel noisg; ~ N¢(0,1), i € {1,2}. Since the capacity only depends on the output conditional
marginals, the correlation coefficient af and Z is irrelevant. A graphical representation of a G-CIFC isrfdu
in Fig.[.

A G-CIFC is said to be a:

o Z-channel if |b] = 0; we refer to it as a Z-G-CIFC. In this case the primary decatlss not experience

interference from the cognitive transmitter. Capacityrigidlly given by
Ry < C(P1), R <C(P).

o S-channelif a = 0; we refer to it as a S-G-CIFC. In this channel the cognitiveader does not experience
interference from the primary transmitter. For this charoapacity is only known foib| < 1 [6].
« Degraded channelf «|b| = 1. In this case one channel output is a degraded version ofttie. dn particular,

for |b] > 1, Y7 is a degraded version éf; since

1 1
Yi=X1+ =Xo+2Z1 ~ —
d 10|

for Zy ~ Nc(0, |b|> — 1) independent of everything else. Similarly, whéh< 1, Y5 is a degraded version of

}/2+Z()7

Y;. Capacity is known in the cadé| < 1 [6].

D. Known results for the G-CIFC

The capacity of the G-IFC is not known in general. Howeveesalcapacity results exist, as summarized next.

Theorem II.1. “Weak interference” capacity of([6, Lemma 3.6] and [9, Th. 4. If
[b] <1, (the “weak interference” regime/condition) Q)
the capacity of the G-CIFC is:
Ry < C(ab), (2a)
Ry <€ (|b|2P1 + P+ 2\/W) —C([p]*aPy), (2b)

taken over the union of alk € [0, 1].
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Fig. 1. The Gaussian cognitive interference channel (GaLIF

Theorem I1.2. “Strong interference” outer bound of [12, Th. 4]When
|b| > 1, (the “strong interference” regime/condition) 3)
the capacity region of the G-CIFC is included in the regi®f*") defined as:
Ry < C(aPy), (4a)
Ry + Ry < € (bR + Py + 2/GlPPI P, ) (4b)
taken over the union of alk € [0, 1].

Theorem 11.3. “Very strong interference” capacity of[[10, Thm. 6gxtended to complex-valued channels (see

Appendi{B). When
(la]* = 1)Py — ([p]* = 1) Py = 2|a — [b]|\/P1 P2 > 0,
and |b| > 1 (“very strong interference” regime/condition) (5)

the outer boundR D of ThTZ is tight.

A plot of the capacity results of Th.Il.1 and Th.I.3 farc R and P, = P, is depicted in Figl12. The channel

gainsa and |b| for which capacity is known are shaded, while those for whiapacity is unknown are white.

IIl. OUTER BOUNDS

In this section we prove several outer bounds:
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A) First we evaluate the outer bound 6f [11, Th. 4.1] for theu&aan channel and show that it coincides with
the outer bounds of TI. 1.1 and Th._Il.2 in “weak” and “stroimgerference” respectively.

B) Then we tighten it by using the observation (of [4] that tlagacity region of a G-CIFC is included into the
capacity region of the Gaussian MIMO BC obtained by allowfinldj cooperation among the transmitters. We
further tighten the outer bound in “strong interferencehere we show that the capacity region of a Gaussian
broadcast channel with degraded message sets forms anbouted to the capacity of the G-CIFC.

C) Finally, we propose outer bounds based on enhancing thimarchannel so as to transform it into a channel
for which capacity is known.

A. A unifying framework for Th.IIl1 and Th.Il.2

Our objective is to obtain an outer bound for the G-CIFC with> 1 that improves on the “strong interference”
outer bound of TRI[2. Although the following theorem da&st result in such a bound, it is of interest because
it provides a simple unifying framework for Th.Il.1 and M2 The proof of THILI and the proof of Th.Il.2 use
very different techniques. On the one hand, the bound ialhi$ valid for a general channel under the “weak
interference” condition inL]6, Thm. 3.7] and is inspired hetconverse for “less noisy BC". On the other hand,
the bound in TRILP is valid for Gaussian channels with sty interference” only and is inspired by the converse
of “strong interference IFC”. We will show next that both uéis may be derived within the framework proposed

in [11]. The proof of [11, Thm. 4.1] uses the argument origiindevised by Sato for the BC [14] that, for channels



without receiver cooperation, the capacity only dependshenoutput conditional marginals. The bound linl[11,

Thm. 4.1] is valid fora general CIFC

Theorem III.1. Unifying outer bound. The capacity region of the G-CIFC is contained in the region

| /\

C(aPy), (6a)
<€ (PP + P2+ 2V/alPP ;) (6b)
Ri+Ry<C (|b|2aP1 + P+ QW)
e (aPy) - € (bPaP)]* (60)

taken over the union of atk € [0,1]. In “strong interference” (b| > 1) the region in [6) reduces to Th.Il.2, and
in “weak interference” (b| < 1) to Th{IL1.

Proof: In [11, Thm. 4.1], we showed that the capacity of a generalCCig-contained in the region

Ry < I(Y1: X1|X3), (79)
Ry < I(X1, X2;Ya), (7b)
Ri+ Ry < I(X1,X0;Ys) +1(Y1; X1]Y'2, X5), (7c)

taken over the union of all joint distributiof3y,  x, and whereY”’, has the same conditional marginal distribution
as Yy, i.e., Py, x,.x, = Pvyx,,x,- The result in[(I7) specialized to the G-CIFC amounts to opiing the

correlation coefficient over the Gaussian additive noifles, is, optimizing with respect tg : |y| <1 in

Z 1
L Ne [ o, Y
Zo v 1

First we show that a proper-complex Gaussian input exhahstsegion in[(¥). For any € [0,1], let S be a

covariance matrix defined as

P, VP, P .
S £ ! Py c op=vV1—ad’ 0eR, (8)
p*\/ Pl P2 PQ
and let(X;¢, Xoc¢) ~ Nc (0, S). By using the “Gaussian maximizes entropy” principle (ske {28, Eq.(3.29)]),

we conclude that for a given input covariance constrgiim (8) for Px, x,, the regime in[{(7c) is upper bounded
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by

73 < I1(Y1; X1c|Xa2c) = (€3), 9
(70) < 1(Ys; Xic, Xoc)
=log(1+ P2 + [b]*P1 + 2|b|Re{p}\/P1 P») < (Bb), (10)

(Zd) < I(Ya; X1a, Xoa) + 1(Y1; X16|Y2, Xoa)
|b]? + 1 — 2|b|Re{~}

1—[y?
. (11)
L+ b2 (1 = [p|*) Py

1+ (1—|p]*) Py

< (60) + log

Since the bound if{11) is valid for arjy| < 1, the minimizingy is
2.1 _
argmin b +1 2|blRe{'y} = min {|b|, i} . (12)
v v]|<L1 1- |7| |b|
After substituting the optimal value of given by [I2) in [(I1) we obtain that the sum-rate [in] (7c) is rtmbed

by (&d). This shows that a Gaussian input is optimalin (7) twad the worst conditional marginal is such that one
of Y1|x, andYs|x, is the degraded version of the other.

Finally, in “strong interference” the region ibl(6) redudesTh[I[.2 because the bound in_{6b) is redundant due
to (6d), while in “weak interference” it reduces to Th.]l.&dause the closure of the region is determined by the

rates pairs for which {6a) anf_(6c) are met with equality asied in [29, Ex. 4.3]. [ |

B. BC- based outer bounds

In this subsection we propose an outer bound that is tighter the “strong interference” outer bound of[Thlill.2
in the “strong interference” regime. The following obsdiva is key: if we provide the primary transmitter with
the cognitive message, the G-CIFC becomes a Gaussian MIMQARE two antennas at the transmitter and one
antenna at each receiver) where the input is subject to anmfenna power constraint, as originally used_in [4, page

1819]. Thus, our proposed outer bound, valid for a fully gah€-IFC is:
Theorem Ill.2. BC-based outer bound. The capacity of a general CIFC is contained in the followiegion
R(BC—PR) N fR([ll’ Thm. 4.1])’ (13)

whereR(BC€—PR) is the capacity region (or an outer bound) for tB€ with private rates onlpbtained by allowing

the transmitters to fully cooperate and wheRé!l '™ 41D s the outer bound in[11, Thm. 4.1] given idl (7).

Proof: The theorem follows from the fact that allowing transmitt@operation enlarges the capacity region
of the CIFC and results in a BC. The closed form expressioR & ~FR) is provided in AppendiXT. ]
and can actually be capacity. Consider the G-CIFC with feirmterference’]b| > 1 and where the primary user

is silent, i.e.,P, = 0. This channel is equivalent to a (degraded) BC with infytwhose capacityC(a, |b|, P1,0)
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Strong interference
outer bound

| Capacity of degraded BC|

R, <C(P)

Ry

Fig. 3. The “strong interference” outer bound of [Thlll.2 ahe capacity region of the G-CIFC witl; = 0 and|b| > 1 (when the channel
reduces to degraded BC).

is given by [30]

=t (dfojlpj- 1) ’
Ry < €(afb* ),
taken over the union of atk € [0, 1]. For P, = 0, the “strong interference” outer bound of Th.]I.2 reduces t
Ry < C(Py),
R1 + Ry < C(|p*Py).

These two regions are shown in Fig. 3 where it is clear thatshreng interference” outer bound of Th.lI.2 fully
contains the outer bound of the BC of LemmaV1.2. The two regionly coincide at the two Pareto optimal points
A and B in [39).

Th.[T.2] is valid for a general channel. It may be furtherhtigned for the Gaussian channel in the “strong
interference” regime. As previously noted [n [12, Sec. gid]the “strong interference” regime there is no loss of
optimality in having the primary receiver decode the cdgaitmessage in addition to its own message. Indeed,

after decoding¥s, receiver 2 can reconstruaty’ (W,) and compute the following estimate of the receiver 1 output

~ YV — XN 1
YlNé#—i-aXév+1/l—WZévalN, (14)

where Z)¥ ~ N¢(0,1) and independent of everything else. Hence, if receiver 1demodel; from Y7V, so can
receiver 2 fromfle. For this reason the capacity region of the G-CIFC [for> 1 is unchanged if receiver 2 is
required to decoded both messages. If we further allow tlettansmitters to fully cooperate, the resulting channel
is a Gaussian MIMO BC with degraded message ,setth per-antenna power constraint, where mesdagds to

be decoded at receiver 2 only and messHgeat both receivers. This implies that the bound in[ThlIl.2ynte
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tightened for G-CIFC withb| > 1 by using the capacity of th&aussian MIMO BC with degraded message sets
(BC-DMS) instead of the capacity of tH@aussian MIMO BC with private rates on{BC-PR):

Theorem 111.3. BC-DMS-based outer bound. The capacity of a G-CIFC in “strong interference’y( > 1)

satisfies
C(a,|b|, P1, Py) C RIBE-DMS) A R(SD (15)

whereR(BC—DPMS) s the capacity of th1IMO BC with degraded message selstermined in[[31], [32] andR(SD

is the “strong interference” outer bound of Th._1).2.

Remarklll.4. The capacity of the of the general BC-DMS is derived_in| [31dl énis an outer bound for a general
CIFC in “strong interference”. This observation was alsinped out in the independent work of [33]. It is possible
to obtain the same outer bound by loosening the outer boud@i2nTh. 4], in particular by droppind [12, eq.
(33)] and lettingU = [V, U;]. Our contribution is to determine a simpler expression ffer tapacity region of the
Gaussian MIMO BC-DMS, in particular by proving the optintalof Gaussian inputs in the region of [31]; see
Appendix[D-B.

The analytical evaluation of the outer bound region[in (18Y[I.2Z] (or in (I5) of ThIIL3) is quite involved
in general. For the special cases of degraded G-CIFC and@{CHC a closed form expression may be obtained

as follows.

Corollary 1Il.5. BC-based outer bound for the degraded G-CIFC. For a degraded G-CIFC with /a = |b| > 1,
ThlII.Z2 and THIIL3 coincide and reduce to

R <€ (aPl) , (16a)
P, + a|b)2P, +2./|b|2P, P
RQSG( 2+Oé|| 1+ || 12>’ (16b)
1+OLP1
Ri+Ry<C (P2 2P+ 2\/6¢|b|2P1P2) : (16¢)

Moreover, theRs-bound from the MIMO BC capacity region (in_(16b)) is mordrsgent than theR,-bound from
the “strong interference” outer bound (from the differenc&(16¢) and[(16a)) if

P P
bl >4/ = 14+ —.
|b] >4/ 2 +4/1+ 2
Proof: See AppendixD. [ |

Corollary I11.6. BC-DMS-based outer bound for the S-G-CIFC. For a S-G-CIFC witha = 0 and |b| > 1 the
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outer bound of TR.IILB is contained in the region

R <€ (aPl) , (17a)
|b|2P1d d|b|2P1P2

Ry <C| P 2 17b

2= (2+1+Oépl+ 1—|—OZP1 ’ ( )

Ri+Ry<C (P2 2P+ 2 d|b|2P1P2) : (17¢)

Moreover, theR,-bound from the MIMO BC capacity region (frofa (17b)) is morengent than theR,-bound
from the “strong interference” outer bound (from the difaice of [I7c) and (1Ta)) if

|b| > P+ 1.

Proof: See AppendixD. [ |

C. Outer bounds by transformation

Further outer bounds for the G-CIFC may be obtained by toanshg the original G-CIFC into a different
channel for which capacity is known. In the transformed clehithe transmitters can reproduce the channel outputs
of the original channel: this ensures that the transfomnaénlarges the capacity region thus providing an outer

bound for the original channel.

Theorem I11.7. Outer bound by channel transformations. For the capacity regiorC(a, |b|, P1, P») we have

aA—B C|y
C 1-Bp|’

C(a,b,Pl,Pg)g m C<

A,B,C | AI>1,| =521

(VIAPP + /B Py)?, |C|2P2) '

Proof: See AppendiXE. [ |

Corollary 111.8. Special cases of Th.[II[.7l The capacity of the G-CIFCC(a, |b|, P1, P») is contained in the

capacity region of the following channels:
« S-G-CIFC:
Cla,|b|, P, P,) C C (o, b, [v/Pr + av/Paf?, |1 — a|b||2P2) :

« G-CIFC in “weak interference”:

> lalb| =1

a—1

C(a,[b], P, P) CC (a,l,‘ |b]2Py + M\/FQ
a_

1

2
P2>a

P
g7 =y el = 1+ 1l = af’, 1~ alol?)

Proof: See AppendixE. [ |

o G-CIFC in “very strong interference”:

C(a,|b], P,P) C C(|b],|b],P',P"), P' =
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Remarklll.9. The G-IFC with conferencing encoders 6f [34] encompasses@FCIFC as a special case when
Ci2 = 0 and Cy; = oo. The outer bound in[34, Lemma 4.1] with;, = 0 and C3; = oo is an outer bound
for the G-CIFC. This outer bound reduces to the “strong fatence” outer bound of TH. 112 when the channel
is a G-CIFC. In particular we notice that for a CIFC, unlike fo classical IFC and the IFC with conferencing
encoders, no bounds of the foriiR; + R, are known. In[[34] the authors provide an interesting intetation of

this type of bound for a channel with and without conferegdimnsmitters. With regard to this interpretation we
point out that, with full a priori knowledge of the primary ssage, the cognitive transmitter can always pre-code
its message against the interference from the primary uskthais the strategy of the primary encoder never limits

the rate of the cognitive receiver.

IV. INNER BOUNDS

In [11] we introduce a new inner bound for the Discrete Menesy CIFC (DM-CIFC) and show that this scheme
encompasses all previously proposed achievable schensmeaisl cases; it is thus the largest known achievable
rate region to date. This achievable scheme also introdueestransmission features that were crucial in proving
capacity for the semi-deterministic DM-CIFC |11, Sec. VlIHere we use the inner bound of [11] as a unified
framework to present the achievable schemes used in thanaenaf the paper. In this section we introduce the
general achievable scheme in|[11, Th. V.1] and use it to nkgai simple sub-schemes that will be used in the
following sections to prove capacity and constant gap tesul

As the Gaussian CIFC encompasses classical interferentipleraccess and broadcast channels, the achievable

rate region of([111] incorporates a combination of the traigsian techniques devised for these channels.

« Rate-splitting. Both the primary and the cognitive message are split inteapgiand common parts, as in the
Han and Kobayashi schemie [35] for the IFC. Although ratétsp} was shown to be unnecessary in the “weak
interference” [[6] and “very strong interferencé’ [5] regmof [1) and[(5), respectively, it allows significant
rate improvement in the “strong interference” regime.

« Superposition-coding. The cognitive common message is superposed to the primanmon message and
parts of the cognitive message are superposed to parts gfithary message. Useful in multiple-access and
broadcast channels [27], a simple superposition of thegmirand cognitive messages (all common) is capacity
achieving in the “very strong interference” regime [5].

« Pre-coding.Gel'fand-Pinsker coding [36], often referred to as binnargDirty Paper Coding (DPC), allows a
transmitter to pre-code (portions of) the interferencevikmdo be experienced at the receiver. Binning is also
used by Marton in[[18] to derive the largest known achievahte region for the BC. In the scheme bf [11],
binning is performed at the cognitive encoder for both theemn and the private message and it allows for
the cancellation of interference from the primary trangenit

o Broadcasting. In [11] we introduced the idea of having the cognitive encomlensmit part of the primary
message. This is made possible by the perfect knowledgeegfrimary message at the cognitive transmitter,

which is specific to this channel model. The additional pripnraessage is superposed to the cognitive common
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message and also pre-coded against the cognitive privadsage. The incorporation of the broadcast feature
at the cognitive transmitter was initially motivated by tlaet that in certain regimes, this strategy was shown

to be capacity achieving for the high-SNR linear deterntiniapproximation of the CIFC_[37].

The achievable scheme may be described as follows:

Rate-splitting. The independent messagdg and IW», uniformly distributed orV; = [1 : 2] and M, =
[1: 27F2] respectively, are rate split into the messadgs i € {l1c,2c, 1pb, 2pb, 2pa}, all independent and
uniformly distributed on[1 : 2"%%], each encoded using the RY.

Primary encoder. Transmitter 2 sends(, that carries the private messaé,,, (‘p” for private, “a” for
alone)superposedto the common messadé&,. carried byUs. (“c” for common).

Cognitive encoder.The common message of transmitter 1, encode@ Ry is binned againstX», conditioned
on Us.. The private message of transmitterl®y,,;,, encoded by, (“b” for broadcast) and a portion of the
private message of transmitter 1} ,,,, encoded a#/;,;, arebinned against each other as in Marton’s region
[18] conditioned onl;., Us., Xo. Transmitter 1 sendX’;, which is a function of all the RVs.

Primary decoder. Receiver 2 jointly decodes,. (carryingWa.), Ui (carryingWi.), Uspy (carrying Woyp),
and X, (carrying Wap,).

Cognitive decoder.Receiver 1 jointly decodes;. (carryingWi.), Uapp (carryingWay), andUs,, (carrying
Wips).

Analysis. The codebook generation, encoding, decoding and the emedysas are provided ir_[11].

Corollary IV.1. Achievable region R(ETP) in [L1], Th.4.1].
A rate pair (R1, R2) such that

R’

Ryc + Rlpln (183)

Ry Roc + Ropa + Ropy (18b)
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is achievable for a general DM-CIFC {fR],, ’1pb, ’Qpb, Ric, Ripy, Roc, Ropa, Ropp) € Ri satisfies:

R > (Ui Xo|Use) (19a)
Ric+ R > I(Uipy; X2|Use, Uae) + 1(Use; X2|Usc) (19b)
Ric+ Ripp +R'opy > I(Urps; X2, Usps|Use, Uze) + I(Ure; X2|Uae)  (19¢)
Roc + Ropa + (Ric + R'1e) + (Ropy + R'opy) < 1(Ya; Usppy, Urey, X2, Uae) + I (Use; X2|Use) (19d)
Ropa + (Ric + R'ie) + (Ropp + Rlopy) < I(Ya; Uspp, Ure, X2|Use) + I(Use; X2|Use) (19e)
Ropa + (Ropy + R'opy) < I(Ya; Uspp, X2|Ure, Use) + I(Use; Xo|Use) (19f)
(Ric + R'1c) + (Ropy + R'opy) < I(Ya; Usppy, Ure| X2, Uae) + I(Ure; X2|Use) (1990)
(Ropp + R'opp) < I(Yo; Uspp|Use, X2, Use) (19h)
Roc+ (Ric + R'1e) + (Ripy + R'apy) < I(Y1; Urpp, Uie, Uae), (19i)
(Ric + R'1c) + (Ripy + Ripp) < I(Y1; Urpp, Ure|Use), (19))
(Ripp + R'1pp) < I(Y1;Uipp|Uic, Uae), (19k)
for some input distribution
Py, vs, X1, X0,U1,Use,Uspa,Urps Usps = PUre,Use,Uspa Ui, Uspss X1,X2 Py Ya | X1, X0 -

We now present six different sub-schemes obtained from ¢héwable scheme of Corollafy V.1 by reducing
the number of rate splits to at most three rather than five. &jing some rates to zero we may drop the
corresponding RVs and simplify the region in(19). The résgltransmission schemes are used in the rest of
the paper for achievability proofs (for capacity and cons@ap results) and numerical evaluations. Tables | and
[Mhelp illustrate the different schemes: TaBle | shows, dach scheme, which rate splits in tRe*™) are set to
zero (the corresponding RV is in gray) and which ones are thet ¢orresponding RV is in black), while Taljlé I

indicates which result will be proved with the correspomdgtheme.

A. Achievable scheme witlk,,, and Uy ,;: capacity achieving for the degraded broadcast channel.

Motivation Achieve the capacity to within a finite gap in some parametgime by having transmitter 2 silent.

Consider the case where transmitter 2 is silent and tratesniittransmits to both decoders. In this case, the
G-CIFC with P, = 0 reduces to a degraded BC with inpkit [38]. When|b| < 1, Y is a degraded version 6f;

and the maximum achievable rate region when transmittersldnt is
Ry < I(Yi:Uips) = I(Uspsi Unp) 2 €aPy), (202)

alb]*P
Ry < (¥ V) Te( 2ns). (20b)
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TABLE |
THE ACHIEVABLE SCHEMES OFSECTION[V]

TABLE Il
THE ROLE OF THE DIFFERENT ACHIEVABLE SCHEMES IN THE FOLLOWINGECTIONS

Scheme| Uze | Uie | X2 | Uipy | Ugpp | Role Where

(A) ° ° constant gap in a subspace of the parameter regiorhm.[V[.4

(B) . . capacity in “weak interference” Thm[IL3, Thm [V, Thm[VL3
©) ° ° ° constant gap in the whole parameter region Thm.[VI.]

(D) ° ° capacity in “very strong strong interference” Thm.[II.3

constant gap in a subspace of the parameter regiorhm.[V[.4

(E) . . capacity in the “primary decodes cognitive” regimeThm.[d, Thm[\/3

constant gap in a subspace of the parameter regiohhm.[V[.3, Thm[V[3
(3] . . . Numerical results Sed VIl

taken over the union over of all € [0,1]. When|b| > 1, Y; is a degraded version df; and the maximum

achievable rate region when transmitter 2 is silent is

[EE] aP,
< : e L
Ry < I(Yq; Ulpb) C (1 T OuDl) , (21a)
Ry < I(Ya; Uapp|Uips) = C(jb]aPy), (21b)

taken over the union of alk € [0, 1].

B. Achievable scheme witki, and Uy,,: capacity achieving in the “weak interference” regime.

Motivation Completeness.

In this scheme both messages are private and receiver 2 theainterference from transmitter 1 as noise while
transmitter 1 performs perfect DPC against the interfezefnem transmitter 2. This scheme achieves capacity in

the “weak interference regime” of Th.Il.LI[6].

C. Achievable scheme withy, Uy, and Usp,: capacity achieving in the semi-deterministic DM-CIFC.

Motivatiort Achieve the “strong interference” outer bound to within anstant gap in the whole parameter regime.
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This achievable strategy is obtained by combining the previtwo transmission schemes, scheme (A) and (B),
and it corresponds to the capacity achieving scheme forehms-deterministic G-CIFC_[11]. The broadcasting RV

Usyy appears only in th&(®TP) region and in[[19],[[25]. The achievable rate region is

Ry < I(Y1;Urpy) — I(Uipp; X2)
@ 9 9 Var[X; 4+ aXs]
= 1 P) -1 22
Og(alpb + o 1) 0og <Ulpb + 1+ Var[X1 + an] ) ( a)
Ry < I(Y2;Uspp, Xo2)
2
(e UQpbvar[|b|X1|X2]
= log(1l+ Var[|b| X1 + X5]) —log [ 1 + , 22b
g( [| | 1 2]) g < a_gpb ¥ Var[|b|X1|X2] ( )
Ri+ Ry < I(Yo;Uspp,X2)+ I(Y1;Urps) — I(U1ps; Uap, X2)
2
@ [|b|Prov — /cr%pbcrgpbﬁ‘
< (@223 + @20 +log | 1— (22¢)

(bPra + 03,,)(Pra+ 1)

where
leb ~ Nc(o, aPl)
Xy ~ N¢(0,P), independent ofXy,,,
P
X1 = X+ %)ﬁ
2
Upp = Xi+aXo+ Zipp
Usypy = [b| X1+ X9 + Zop, (23)
and

2 2 2
Zipb ~Ne o, T1pb Pz;b\/ T1ppT2pp 7
Zapb Ppb \Ve %pba %pb O2pb
for |pps| < 1. The assignment i _(23) is inspired by the capacity achgestheme for the semi-deterministic CIFC

of [11] whereU,,, andUs,, are set to be equal th; andY> respectively. The inequality in_(2c) is obtained by
optimizing p,;, as detailed in TH_VII1.

D. Achievable scheme witli;. and Us,.: capacity achieving in “very strong interference” regime.

Motivation Completeness.

This scheme achieves the “strong interference” outer baafndh. [I.2 under the “very strong interference”
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conditions of Th[ILB[[10]. The achievable rate region is

Ry <I0XiX2) Ze(-|pP)P), (242)
Ry <I(VuXiX2) Ze(1-|oP)bPP), (24b)
Ri+ Ry <I(Yi;X1,X2) Z P +|a2Ps + 2Re{a*p) /P ), (24c)
Ri+Ro <I(Yi;X1,X2) ZC(bEPL+ P+ 2b|Re{p}V/Pi ), (24d)

where the RHS of[(24) is achieved with the assignment
Xie ~ NC(Oa (1 - |p|2)P1)

Xy ~ N¢(0,P), independent ofX;.,

P
X1 = Xic+p F;X% (25)

for some|p| < 1. This scheme was originally proposed for real-valued cenim [10]. Here we consider its

extension to complex-valued valued channels.

E. Achievable scheme withi,, U;.: capacity achieving in “primary decodes cognitive” regime

Motivation Achieve capacity in the “primary decodes cognitive” regim
In this scheme the primary message is private while the tiwgninessage is public and binned against the
interference created by the primary user at the cognitiveoder. This scheme can also be obtained as a special

case of the scheme in_[12] arid [19]. The achievable rate megio

Ry <IY1;Uie) — I(Uic; X2)

@ . <a+ 5‘—Pl,m> , (26a)
P,
Ry < I(Ya;Use, Xa) — (I(Y2; Ure) — I(Use; X2))
D (P, + [b2P; + 2/GBEP B;) — f <|—2| 5 #m) , (26b)
Ri+ Ry < I(Ya;Ure, X2)
D (P, + b Py + 24/GP P B), (260)

for
f(h,o* ))& (X1, + hXo + 02y, Ure) — I(Upe; X2)
o2+ aP

2 OLP1|}‘L‘2P2 A _
o+ aP1+|h[2P2+02 | Acosta(h,02) 1

I8

log 5 |
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with
OéPl

Aoualhi o) £ Tp 70

h, (27)
and where the RHS of (26) is achieved with the assignment

X1 ~ Nc(0,aP)

Xy ~ Ne(0,P)

X1 ~ X+ %Xz

Ue = Xic+2Xo, (28a)

aP; + a2

for somea € [0,1] and A € C. Note thatf(h,o?;\) > 0 if ﬁ(h% - 1‘ <1+ “IhER,
osta (/1,0 5

F. Achievable scheme witli,., X> and Uy..

Motivation Achieve capacity in the largest subset of the “strong ifémmnce” regime.

As for scheme (C), this scheme is obtained by combining tegipus two schemes, scheme (D) and (E). The

achievable rate region is

Ry < I(Y1;Ure|Usze) — 1(X2; Ure|Use), (29a)

Ry < I(Ya;Ure, Xo|Use), (29b)

Ri+ Ry < I(Y2;Uze, Xo, Xic), (29¢)

Ri+ Ry < I(Y2; X2|Use, Uae) + 1(Y1; Use, Uae), (29d)

2R1 + Ry < I(Ya;Ure, Xo|Uac) + I(Y1; Ure, Uae) — I(Use; Xo|Use). (29¢)

In particular, we consider the choice of RVs

Xoe, Xopa, X1~ iid N¢(0,1) (30a)
Xy = /BPXoe+ BPyXopa (30b)
X1 = VaPiXi.+VaP, (y7Xae + V3 Xopa) (30c)
Uie = Xic+AXopa (30d)
Uze = Xac. (30e)

This scheme unifies the two schemes that achieve capaciyoirdifferent parameter regimes of @ > 1 and

hence is the scheme that achieves capacity in the largesttsabthe “strong interference” regime.
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V. NEW CAPACITY RESULTS

We now present two new capacity results for the G-CIFC. Ths¢ gapacity result uses scheme (E) to achieve the
“strong interference” outer bound in what we term the “pnigndecodes cognitive” regime, a subset of the “strong
interference” regime that is not included in the “very sgadnterference” regime of TH,I13, for which capacity is
already known. The second capacity result focuses on theCHG where we show that the BC-DMS-based outer
bound of TH.IIL.2 is achieved by scheme (E) for a large setashmeters where capacity was previously unknown.
Although the two results involve the same achievable schighen the first result the cognitive receiver performs
Costa’s “interference pre-cancellation” (or pre-codinf)Xhe interference from the primary receiver while, in the
second result, no pre-coding in necessary. In scheme (B)rtheoding operation has an interesting effect on the
rate region that we investigate in detail in Remiarkl V.2.

Before presenting the new results, we describe scheme (BEpie detail. The achievable rate region is expressed
in two parametersee and A\. The parameter denotes the fraction of power that encoder 1 employs to itnéns
its own message versus the power to broadéastFor o = 0, transmitter 1 uses all its power to broadcast
as in a virtual Multiple Input Single Output (MISO) chann&lhena = 1, transmitter 1 utilizes all its power to
transmitX,.. The parametek controls the amount of interference (createdXby at receiver 1) “pre-cancellation”
achievable using DPC at transmitter 1. With= 0, no DPC is performed at transmitter 1 and the interferenee du

to X5 is treated as noise. On the other hand, with Acosta fOr

aP;
ACosta (a + 17 1) £ ACosta 1,
P

With Acosta (-, -) defined in[(2F7), the interference dueXa at receiver 1 is completely “pre-canceled”, thus achieving
the maximum possible rat®, . Different values ofA are not usually investigated because, as long as the irdade

is a nuisance (i.e., no node in the network has informatiextoact from the interference), the best is to completely
“pre-cancel” it by using\ = Acosta(h, 02).

However, X influences not only the rat&; in (264), but also the rat®, in (260). An interesting question is
whether\ # Acosta 1, although it does not achieve the largest possi®le would improve the achievable rate
region by sufficiently boosting the raf@;. We comment on this question later on in Secfion VII-D. Aistpiint
we make the following observatior®; is a concave function i\, symmetric around\ = Acesta 1 and with a
global maximum at\ = Acesta 1, While Ry is a convex function im\, symmetric arounc\ = Agosta 2 and with a

global minimum at\ = A¢esta 2, Where

1 aP; 1 A
)\ osta Al 5 ) 1119 :A osta 2-
Cost <|b| + 2 |b|2> Costa 2

Fig.[4 showsR; in (26a) andR, in (268) as a function of € R, for P, = P, = 6, b = v/2, a = /0.3, and
«a = 0.5. For the chosen parameters, we observe a trade-off amongtde\ = Acosta 1 @chieves the maximum

for Ry, but it achieves close to the minimum f&;. This observation will help in understanding why scheme (E)

does not perform well in certain parameter regimes as wilpbieted out in Remark V2.
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A=0 | |)\ = ACosta 2| |)\ = 2ACosta 2

0.5¢

R1

% 05 H 15 | 2 2

|l A=0 | | )\ == )\Costa 1| |)\ - 2)\C()sta l|

Fig. 4. The bound forR; in (263) (bottom) and the bound fdkz in (26H) (top) as a function ok € R, for Py = P> = 6, b = /2,
a=+0.3, a=0.5.

A. New capacity results for the C-CIFC.

Theorem V.1. Capacity in the “primary decodes cognitive” reggime. When|b| > 1 and

Po|1— afp|[> > (|b]? = 1)(1+ Py + |al*P2) — PiPy|1 — alp]|, (31a)
Po|1 —alb])? > (|b]* = 1)(1 + P + |a|* P2 + 2Re{a}/ P P»), (31b)

the “strong interference” outer bound of Th.].2 is tight drachieved by scheme (E).

The “primary decodes cognitive” regime, illustrated in Hijin the (a, |0|)-plane fora € R and P, = P, = 10,
covers parts of the “strong interference” reginde > 1 where capacity was not known. It also shows that the
scheme in[(26) (i.e., scheme (E)) is capacity achieving &ot pf the “very strong interference” region inl (5), thus
providing an alternative capacity achieving scheme to sagsétion codingl[10] (i.e., scheme (D)).

Proof: We compare the achievable scheme (E) in Sedfion]IV-E with'streng interference” outer bound of
Th[IL2. Scheme (E) fotb| > 1, A = Acosta 1 @and the assignment i (26). This achieves (6a)3(26a) [ane (@x)
(and [6b) is redundant). Therefore the “strong interfeegrauter bound is achievable wheh ((26&)+(26H{B0),
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Very strong
interference

e

aJualalialul

= Primary decodes
cognitive

.................
.................
.........

0 05 1 15 2 25 3 35 4 45 5

Fig. 5. A representation of the capacity result of[Th.V.1 &6-CIFC witha € R, P; = P, = 10 and (a, |b|) € [-5,5] x [0, 5].

i.e. when
— abPy . 1 abP, 1 .
e(apl) =f (a+ Py » 15 Acosta 1) >f (m + P o) ACosta 1) , Va € [07 1]7

2
‘|b|aP1 +A (P2 + x/d|b|2P1P2)’ P

= P + |lcostaa)|?Ps — > , Ya € |0, 1],
1+ lcostaal" Py b2P, + Py + 2/a|bPP P +1 — oPi+1 0.1]
P Q)
— ( aby ) >0, Va € [0,1], 32a
aPr+1) 14 |p2P, + P, 4+ 2\/a|b|2P, P 0.1] (322)

where

Q(a) £ Pg‘l — a|b|‘2(OéP1 + 1) — (|b|2 — 1)(P1 + |CL|2P2 + 2Re{a}vdP1P2 + 1)

Clearly the condition in[(32a) is verified if for all € [0,1] we haveQ(a) > 0. Q(«) is a quadratic function in
r = /1 — a of the forme; 22 + cox + ¢3 with ¢; = — P P2|1 — alb||? < 0, which implies thatQ(«) is concave in
a. Hence, the inequality in (3Ra) is verified for evene [0, 1] if it is verified for « = 1 anda = 0. The condition
Q(0) > 0 corresponds td (31b) while the conditigi(1) > 0 corresponds td{31a). ]

RemarkV.2. Previous capacity results for the G-CIFC imposed condition the channel parameters that lent
themselves well to “natural” interpretations. For examplee “weak interference” conditiod (Y7; X;1|X2) >
1(Y3; X;1]X52) of [6] in (@) suggests that decodiny; at receiver 2, even after having decoded the intended messag
in X5, would constrain the rat®; too much, thus preventing it from achieving the interfeeefree rate in[(@a). The
“very strong interference” conditioh(Y7; X1, Xo) > I(Ys; X3, Xo) of [10] in (3) suggests that requiring receiver 1
to decode both messages should not prevent achieving thienomaxsum-rate at receiver 2 given By {6c). A similar
intuition about the new “primary decodes cognitive” capaciondition in [31) unfortunately does not emerge from
the proof of TH.V1.
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P1=P2=10

P1=P2=20

P1=P2=30

.

Degraded G-CIFC

Fig. 6. Condition [(3B) for different values dP; = P, = P for a G-CIFC witha € R and (a, |b|) € [-0.5,1,5] x [1, 5].

To provide some insight on the achievability conditions di.[V.1, we focus on the condition ih (31a). When
(313) is verified, scheme (E) in Sectibn IV-E achieves theofwj interference outer” bound point for = 0 in
(4): to achieve more points on the “strong interference’eolitound Th[IL.R stricter conditions are necessary; to
achieve all the points on the outer bound, both conditibAslYZnd [(31b) must be verified.

A representation of the region where the condition[in [31aji$ is depicted in Fid.]6 for the casec R and

P, = P, = P with increasingP, in which case[(31a) becomes
P(P+ 1)1 —alb|> > (|b]* = 1)(P 41+ |a*P). (33)

We observe that, aB increases, the region where the condition[in (33) is noffieerishrinks. Indeed, aB — oo,

the condition in[(3B) is always verified unless the channeleigraded (i.e.¢|b| = 1). For a degraded channel with
“strong interference”, the primary receiver is able to mstouctY; from Y; once W, has been decoded, as seen
in (I4). This means thal’;. may be decoded at the primary receiver with no rate penaltyhi® cognitive user.
Under this condition, the scheme with a common cognitivesags and a private primary one seems a natural
choice, reminiscent of the capacity achieving scheme inddgraded BC. Despite this intuition, in a degraded
channel with large poweP, Acosta 1 @pproaches\costa 2 (Similarly to the case depicted in Figl 4) and thus the
maximum of the rateR; in (26a) approaches the minimum of the rate in (260). This rate penalty for the

R»-bound prevents us from achieving the “strong interfer&cser bound point forw = 0 in (@) whena|b| = 1.
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Another consideration provides further insight on the dtowl in (313): take a channel where

1 P
— =a .
10| P +1

(34)

Then, asP; — oo in (34) and fora = 0, this condition approaches the degraded conditidh= 1. For this choice
of a, Yo may be rewritten a&5 = |b|U1. + Z2, S0 that theR,-bound of [26b) fore = 0 becomes

P
Ry <I(Y5,U1c;X0) =1(U1;X2) =C | —— | .
2 = (2a 1 2) ( 1 2) (|b|2P1>

This observation reveals an interesting aspect of thelRV U;. is DPC coded against, with the objective to
remove (some of) the interference createdXyyat Y;. However, decoder 2 is not interested in removiig from

Y, (it must decodeX,!). Hence, for decoder 4/;. acts as “side information” when decodid,. Now, bothU; ..
and Y> contain X, but for this specific choice of parametérs is a noisy version of/;.. This shows why the
scheme performs poorly close to the degraded line: there igain for receiver 2 from having two observations

(i.e., Y3 andU,.) of the intended message, as they are noisy versions of each other.

B. New capacity results for the S-G-CIFC.

Theorem V.3. Capacity for S-G-CIFC. For an S-G-CIFC (i.e.a = 0) with

Py
< _
b < \/1+P2(1 P1+1> (35)

b| > /PPy + P+ 1+ /PP (36)

or with

Th.[LG is tight.

Proof: When|b| < 1, capacity is known so we focus only on the céige> 1. By settinga = 0 in Th[\V.1 we

obtain that scheme (E) with = A\costa 1 achieves the “strong interference” outer bound for
(|b)*> = 1)(1 + Py) < min{ Py, Po(1 + P,)} = P»,

which is equivalent to[(35).

Scheme (E) withA = 0 achieves

Ry < I(Vi5Us) = I(Ur Xa) = I(Yis V) = € (1225 )
Ry £ I(YVyUrei Xo) = [(Ya; XolUno) = € ((VP5 + ValPPY)?)
Ri+Ry < I(Yy;Xo,Upo)=C (a|b|2P1 + (VP + d|b|2P1)2) .

In this case the MIMO-BC outer bound may be achieved when tine ate outer bound (Il7c) is redundant, that

A

is, if
1+P2+|b|2P1+2\/04|b|2P1P2 1+P1 1+P2+|b|2pl _a|b|2pl+2 /Oé|b|2P1P2 vae [0’1]
= [P=1+P+ 2\/07|b|2P1P2 Va €10,1]
= 2> 1+ P+ 2/[]p2PP P,
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bl <1 | <VI+P o> P(P+1)+1+VPP
/_H N A

Weak
b — interference
capacity

strong interference outer bound dominates Intersection dominates MIMO BC outer bound dominates

Capacity Th. V.1 ’ Capacity Th. V.3 ‘

>

b < (14 P (1 — 22
- Pr+1
Fig. 7. A schematic representation of the capacity resoltdhfe S-G-CIFC in Th_V].

which corresponds td (B6).
[ |
A representation of the region where capacity is known fer$aG CIFC is depicted in Figl 7. Capacity remains

unknown for

P
\/1+P2 (1—P il) <[p<V1+ P+ PP+ /PP
1

VI. CAPACITY TO WITHIN A CONSTANT GAP

In the last couple of years a novel approach to the difficsk @ determining the capacity region of a multi-user
Gaussian network has been suggested. Rather than provieguatity between inner and outer bounds, the authors
of [39] (and references therein) advocate a powerful newhowefor obtaining achievable rate regions that lie
within a bounded distance from capacity region outer boutidseby determining the capacity regionvidhin a
constant gapfor any channel configuration. Two measures are used tordeterthe distance between inner and
outer bounds: the additive gap and the multiplicative gapadditive gap corresponds to a finite difference between
inner and outer bound, while a multiplicative gap corresjsoto a finite ratio. The additive gap is useful at high
SNR, where the difference between inner and outer bound adl smcomparison to the magnitude of the capacity
region, while the multiplicative gap is useful at low SNR, avé the ratio between inner and outer bounds is a more
indicative measure of their distance. In this section wenstiee capacity to within an additive gap of half a bit/s/Hz
per real dimension and to within a multiplicative gap of atéadwo. We also determine additional constant gap
results that suggest which strategies approach the “siraagference” outer bound in different parameter regimes.
Since the expressions of the BC-based outer bound df TH.dHd of the BC-DMS-based outer bound of Th.111.3
involve many parameters over which to optimize, it is notlgtizally straightforward to determine conditions for
achievability; for this reason we restrict our attentiontie “strong interference” outer bound of Th.]I.2. These

results are derived for the complex-valued channel ancerdttan for the real-valued channel as done_in [7].
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Theorem VI.1. Additive gap.Capacity is known to within half a bit/s/Hz per real dimemsio

Proof: The capacity for weak interferencp|(< 1) was determined ir_[6], so we only need to concentrate on
the strong interference regimg|(> 1). We show the achievability of the “strong interference'terubound in[(%)
to within a constant additive gap using the scheme (E) ofi@&€¥-Cl with the assignment i (23). The assignment
proposed in[(23) is inspired by the capacity achieving s&htan deterministic channels in [11], where we showed
that settingU. = Y., ¢ € {1,2}, is optimal. In a noisy channel, it is not possible to chobse= Y.; we mimic
this by settingU, ~ Y, ¢ € {1,2}.

Consider the achievable rate region[inl(22) and note that
Var[X; + aXs] = P; + |a]* Py + 2Re{a}\/aP, Py,
Var[|b| X1 + Xo] = |b]*Py + Py + 2+/a|b|]2P, Ps.

The inequality in[(22c) follows by choosing

Ppb = argmpinI(Ul; Us| Xo)
= argmin [E[U1 U3 | X5])?
p
: 2 =2 |
arg min ‘ |b|Prac+ p UlprQpb’

|b|P10é

/2 2
UlprQpb

= —ming 1,

With 03, = 0 ando?,, = 1 in (22) we have
Ry <log(l+ aPy) — GAP(«a), (37a)
Ry + Ry <log(1 + Var[|b| X, 4+ X5]) — GAP(«), (37b)

with GAP(«) bounded as

Var[X; + aX5]
1 —+ Var[X1 —+ CLXQ]

GAP(a) = log (1 + ) <log(2) = 1,

as claimed. Notice that Withgpb = 0, the Ryo-bound in [22Db) is equivalent to the sum-rate outer boundi) and
it is thus redundant. ]

To prove the multiplicative gap result, we utilize a loosersion of Th[III.1 that we present in the next lemma.

Lemma VI.2. “Piecewise linear strong interference” outer lound. The outer bound of TRIM1 fofp| > 1 is

contained in the regiorR(PL—SD defined as:
R’

Ri+Ry < G((\/|b|2P1+ P2)2). (38b)

IN

C(P), (38a)
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Proof: The bound in [(38a) (respectively[ (38b)) is obtained by adbersng the maximum value of (ba)
(respectively[(Bc)) ovew € [0, 1]. [ |
The regionR(PL=SD in (@8) has two Pareto optimal points:
(0. (( [bPPr + P2>2)), (392)
(ecr BZP; +v/P2)?) — €(P1) ) . (39b)

A

B

The point A is on the boundary of the “strong interferencetepound regioriRSD of Th[IT.2 while Point B has

the sameR;-coordinate as the point far = 0 in RD | given by
Cc = (@(Pl), (“:’(|b|2P1 +P) — (?(Pl)) , (40)

but lies outsideR(D. However the two points are no more than one bit away, Ré?,) <log(2) + Réc), as we

will show later.
Theorem VI.3. Multiplicative gap. For a Gaussian C-IFC, the capacity is known to within a fadiep.

Proof: The capacity for weak interferencg|(< 1) was determined ir_[6], thus we only need to concentrate
on the strong interference regim@|(> 1).
Outer bound:
We use the “piecewise linear strong interference” outemiloaf Lemmd V1.2, in particular we rewrite the outer

bound as

IN

R

log (1 Y B2P 4 P+ 2\/|b|2P1P2) =

RS SV(Ry), (41)

[I>

for Ry € [0,1og(1 + P1)].
Achievability to within a factor twoConsider the following TDMA strategy. The rate-point

(Rlv RQ) = (1Og(1 + Pl)v O) »

is achievable by silencing the primary transmitter, while rate-point A in[(39a) is achievable by beamforming.

Hence, the following region is achievable by time sharing

Ry
Ry, < 1-— log(1 b|2P
2 < ( log(1+P)) og(1+ (\/[b]>Py +

REM™(Ry). (42)

1>

The multiplicative gap is given by the smalle®t > 1 for which
MR (Ry /M) > RSV (Ry), (43)
that is

Rq
l—— | M1 1 b2 P, —1 1 b|2 P, Ry > 0. 44
(1 Sy ) Mlos(t + (VIR + V) — g (1 + (VIFPy + VFL)?) + By (44)
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A Achievable with a
i % 2 ) \ - MISO strategy

Strong interference
e s
- Piecewise linear strong interference .

outer bound
2 C - | \ . _ ~ ‘outer bound

<1 bit/s/Hz

N

Original
achievable region

factor 2

Fig. 8. A graphical representation of Th. MI.1 and Th._VI.3.

The LHS of [44) is a linear function aR; and thus has at most one zero. From this, it follows that tkquality
in (44) is verified for everyRR; € [0,log(1+ P)] if it is verified at the boundary points of the interval. Ff = 0,
the inequality is verified fol/ > 1 while for Ry = log(1 + P) it is verified if M > 2; thus the smallesd/ for
which (44) is verified for all channels &/ = 2. [ ]

We remark here that we consider the multiplicative gap agdtie of the outer bound over the inner bound; as
originally introduced in[[40] the multiplicative gap is defid as the ratio between the inner bound over the outer
bound.

A schematic plot of the proofs of Th. V1.1, Th. V1.3 and LemimB2/s provided in Figl B. The green hatched area
represents the achievable rate region with scheme (E)wR&h lies to within half a bit/s/Hz per real dimension
from the “strong interference” outer bound &f (4), illused by a solid blue line. The green cross-hatched area
represents the achievable rate region with time sharin@@) while the green dashed line is the region[inl (42)
multiplied by a factor two, which contains the “piecewisadlar strong interference outer bound”[inl(38), illustrated

by a dotted blue line.
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TABLE Il

FURTHER CONSTANT GAP RESULTS

What Scheme| Regime gap
perfect interference cancelation (E) Po(1 4+ |a|? — 2Re{a}|b]) > (b2 — 1)(P1 + 1) — P1Ps|1 — |a[b|? | .5
non perfect interference cancelatign (E) |b| > 1 and [p|2P1 < P2 1.87
cognitive (A) |b| < 1 and[p?P1 > P2 1
broadcasting (A) |b| > 1 and|b|?Py > P2 1.5
interference stripping (D) la| > 1, |b] > 1 and [p|2P; < P2 1.5

A. Additional constant gap results

In this section we provide additional additive gap resutts §pecific subsets of the parameter region. Our aim
is to provide insights on the relationship between inner aater bounds for the region where capacity is still

unknown.

Corollary VI.4. The additive gaps between inner and outer bound in Tablerllaehievable under the prescribed

conditions.

Proof: See AppendiXF. [ |

In particular we consider four transmission strategies strav where they achieve capacity to within a constant

gap:

« Perfect interference cancelation.Scheme (E) with Costa’s DPC achieves the “strong interfarémouter
bound to within a constant gap in a larger parameter regian the “primary decodes cognitive” regime,
where it achieves capacity.

« Non perfect interference cancelation.The scheme (E) with a specific DPC strategy achieves theritro
interference” outer bound to within a constant gap when tN® $ larger the INR at the primary receiver.
The choice of DPC differs from Costa’s and it favors the démgdf the common cognitive message at the
primary decoder and enhances the performance for chanrahpters close to the degraded G-CIFC.

« Cognitive broadcasting.When the INR is larger that the SNR the primary receiver, seh¢A) achieves a
constant gap from the outer bound in both the “weak” and theofig interference” regime. In this scheme
the primary transmitter is silent and the cognitive tranttemiacts as a broadcast trasmitter.

« Interference stripping. Scheme (D) achieves the “strong interference” outer boondithin a constant gap
in a larger parameter region than the “very strong interfeeé regime, where it achieves capacity. In this

scheme both decoders decode both messages as in a compouhd MA

VIl. NUMERICAL RESULTS

We now revisit each of the previous sections and provide mizaleexamples of the results therein. In the
following we restrict ourselves to real-valued input/autt®-CIFC so as to reduce the dimensionality of the search

space for the optimal parameter values.
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A. Sectiori ll: Outer bounds

In Section[ll we introduced the tightest outer bound for alBT in “strong intereference”, obtained as the
intersection of the “strong interference” outer bound of and the BC based outer bound of Th_1Il.2. This
outer bound has a simple closed form expression for the dedr&-CIFC and the S-G-CIFC: Figl 9 and Hig] 10
present the result of CorollariesTl.5 ahd Tl1.6 respeelyy where the intersection of the “strong interferenceteou
bound and the BC-based outer bound for the degraded G-CIBGh@nS-G-CIFC is derived. Note that we chose
two channels where the two bounds intersect for sdiec (0,C(P;)] and neither bound strictly includes the
other. The two outer bounds coincide at the point A[in [39d)e faximum rateR; in the “strong interference”
outer bound and the BC-based outer bound for the S-G-CIFGharsame: in this channel transmitter 2 does not
influence the output at receiver 1 and hence full receiveperation does not increase the maximum attainable

rate R;.

R2 1.4

‘ A BC-based
1.2 outer bound

Strong interference
outer bound

0.8

0.6

0.4r

0.2

O | |

0 0.1 0.2 0.3 0.4 05 Rl

Degraded G-CIFC
P1=0.5, P2=0.5, b=2

Fig. 9. The “strong interference” outer bound and the BGeHasuter bound for the degraded G-CIFC.

For a general G-CIFC the intersection between the “stroterference” and the BC-based outer bound has
no simple closed form expression. Consequently, it is diffito determine where one dominates and find their

intersection analytically. In Fig_11 we show that the twaibds can intersect up to two times.
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BC-based
outer bound

16
Strong interference

1.4 outer bound

1.2
1L
0.8 B
0.6

0.4

0.2r

0 | | | | | | | | | R
0 005 01 015 02 025 03 035 04 045 05 1
S G-CIFC:

P1=1, P2=5, b=2

Fig. 10. The “strong interference” outer bound and the B€eblaouter bound for theS-G-CIFC (right).

The outer bounds of TH_II7 are presented in Figl 12 whicowshthat these outer bounds may be tighter
than either the “strong interference” or the BC-based obtemds. Unfortunately, in the examples we considered,
we did not find an instance where the outer bounds of Th] Illefeatighter than the intersection of the “strong
interference” and the BC-based outer bound. Despite theshelieve that our approach in transforming the channel

provides a general, useful tool to derive outer bounds fanalels with cognition.

B. Sectio 1V: Inner bounds

In Section 1V we introduced th&(RTP) achievable rate region and derived six sub-schemes frosngémeral
inner bound: in the following we plot these sub-schemes fier degraded channel, the S channel and a general
G-CIFC. The “strong interference” and the “weak interfex@houter bounds are provided for reference. Note that
both the achievable rate regions and the outer bounds aressequl as a function of one parameter oalg [0, 1],

that controls the amount of cooperation between the cognithd the primary transmitters.

We begin by considering the degraded G-CIFC in Eig. 13. Theme that yields the largest achievable rate
region in scheme (E) with the choice= Acqsta 1. Despite its superior performance (to other presentednsebe
we may analytically show that this scheme cannot achieveeihe “strong interference” or the BC-based outer

bound.
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BC-based

Strong interference
outer bound

0.8k |
0.6 0.7

G-CIFC
P1=5,P2=5, b=2,a=0.25

Fig. 11. The “strong interference” outer bound and the MIMO Buter bound for a general G-CIFC in proximity to point C.

G-CIFC:
P1=P2=10, a=1.42, b=0.01

Outer Bounds by transformation

35
r—— - - 7 = 1
‘Transformation to - — 4l
very strong interference [ :
- T 25
-—_——— = = = | 2
Transformation to

| S-channel | — 51

_ — —_— —_— —_ —_ —

| Transformation to 05
weak inference = = 7
——————— 0

Ry s

Outer Bounds:

Strong interference
outer bound

BC-based
outer bound

Fig. 12. The outer bounds of LemrhaTll.7 alongside the “grarterference” outer bound and the BC-based outer bound.

Both schemes (A) and (B) treat the interference at noisecaiver 1 and thus the maximuR, may be achieved

only by silencing transmitter 2. For this reas& — 0 as R; — C(P;) for these two schemes.

The channels parameters are chosen to show how scheme [Bheithoiceh = \costa 1 @chieves the “strong

interference” outer bound for a subset Bf € (0,C(P;)] where the inequality in[{32a) holds. The figure also

shows how, in the S channel, it is possible to achieve therdgend for R, = C(P;) with scheme (E) without



D G-CIFC:
P1=.5, P2=.5, b=2

Inner Bounds:

(E) U1c X2, costabpPc

(B) U1pb X2

(A) U1pb U2pb

(D) U1c Uze

Fig. 13. The different schemes of Sectfon IV for the degra@eGIFC.

S G-CIFC:
P1=1, P2=5, b=2

Inner Bounds:

(E) U1c X2, costabpPc

(B) U1pb X2

(A) U1pb U2pb

(D) U1c Uz

Fig. 14. The achievable schemes of Secfioh IV for the S-GaCIF
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Outer Bounds:

Strong interference
outer bound

BC-based
outer bound

outer bound

Partial achievability of th

Outer Bounds:

Strong interference
outer bound

BC-based
outer bound

DPC. This is possible only in this channel, sinkg does not influenc&; and no rate loss occurs at the cognitive

receiver by treating the interference as noise. Note tha¢rse (D) performs the worst among all the achievable

schemes: in this scheme the cognitive receivaeguiredto decode both messages — a very stringent constraint

sinceY; does not containX,. In particular, R, — 0 when Ry — C(Py) as in schemes (A) and (B): this is so

becauseR; = C(P;) may be achieved with scheme (D) only fbr independent ofXs.

A general G-CIFC in Fig[15. In this example, scheme (E) witk= 0 performs better than the scheme with

A = Aoosta 1 TOr small Ry while the opposite is true for largR;. This is the first instance in which we see that

a single choice of\ does not yield the largest inner bound: for small INR, is dretor the cognitive user to treat
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G-CIFC:
P1=5, P2=5, b=2, a=0.25

Ry

Inner Bounds: Outer Bounds:

(E) U1c X2, costa DPC

outer bound

Strong interference

BC-based
outer bound

(B) U1pb X2

(A) U1pb U2pb

(D) U1c Uze

Fig. 15. The achievable schemes of Secfioh IV for a gener@lli&:.

the interference as noise, while for large INR it is more adageous to perform Costa’s DPC.

From Sectiod 1lI-B we know that, fofb| > 1, the cognitive receiver can decode the primary message naith
additional rate penalties; this may be observed by comgaritneme (E) with Costa’'s DPC and scheme (B). The
primary message is private in both schemes while the cegnitiessage is common in scheme (E) and private
in scheme (B). Since the primary receiver can decode theitbtagmessage at no cost, scheme (E) with Costa’s
DPC achieves larger rates than scheme (B). When no DPC is(iised)) in scheme (E), the cognitive receiver
observes an equivalent additive Gaussian noise noise @nearl + |a|?P;: for this region rateR; is always
bounded byR; < €(P1/(1+ |a]*P,)) and thus scheme (B) outperforms scheme (E) with no DPC inrtteevial
Ry € [€(P/(1 + |a|*P2), C(P1)).

The scheme (F) in Sectidn IV-F unifies capacity achievingesuds in the “very strong interference” and the
“primary decodes cognitive” regimes. It is possible thatumifying the two schemes, we may show achievability
in a larger region than the union of the two regimes. Unfaataly determining the achievability conditions in
closed form is not straightforward as it requires the opmation of the four parameters in {30). In Hig] 16 we show
through numerical evaluation that scheme (F) indeed aekiavarger region of than the union of the schemes (E)

and (D). Whether this scheme achieves capacity for a largempeter region remains an open question.

C. Sectiori V: New capacity results

In Sectior Y we determine new capacity results for the “pryrdecodes cognitive” regime both for a general G-
CIFC and the S-G-CIFC. In Fig. L7 we plot the “primary decodegnitive” regime in[(3IL) for different transmitter
powersP; = P, = P. Note that the “weak interference” and the “very strongiifeience” regimes do not depend
on P so their plot does not vary. As the powErincreases, the “primary decodes cognitive” region expdraia

the line |b| = 1 to cover a larger region around the degraded line. Intergistithe “primary decodes cognitive”
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G-CIFC:
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Fig. 16. The achievable region of schemes (D), (E) and (Fafgeneral G-CIFC.

regime intersects with the “very strong interference” negj thus showing that the “strong interference” outer bound

may be achieved with two different transmission schemesdone channels.

In a similar fashion, Fig_18 shows the capacity results of\[H for the case”? = P» = P on the plane” x |b|.
For equal transmitter powers, the conditions[in] (35) andB®@) become

2P +1
~ 2 45a
P+1 (452)

b > P++VP2+P+1~2P (45b)

and these two asymptotic behaviors are clearly visible @ [EB.

B> <

D. Sectior Ml: Capacity to within a constant gap

In Th.[VI.T we established the capacity of a general G-CIF@ithin half a bit/s/Hz with a specific assignment in
the region of[(2R). This specific assignment was chosen tagrtime capacity achieving scheme in the deterministic
CIFC of [11] and partially optimized to yield the smallestpgaetween inner and outer bound. A larger achievable

rate region could be obtained by considering the scheme K tivét assignment of RV
Uipp = X1 + 1 X + Zipp (46a)
Uapp = c2 X1 + Xo + Zops, (46b)
in 23). The region in[{22) considers only the case= a, c; = |b| while the assignment if_(#6) parameterizes any
covariance matriXCov ([X1 X2 Uip, Usgpp]). Unfortunately, this scheme is parametrized by five coedfits and
the algebraic optimization of the additional parameterguie involved.

Instead, in Figure19, we may use numerical evaluationsvestigate the rate improvements that may be obtained
with the more general achievable schemelof (46). We considirgraded G-CIFC with high power and show that
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P1=P2=0.01

Fig. 17. The “primary decodes cognitive” region for diffatepowersP; = P, = P for a G-CIFC witha € R and(a, |b|) € [-5, 5] x [0, 5].

this choice of RVs greatly improves on the result in Thm. VMith the assignment if_(22) it is not possible to
approach the outer bound of Thim.TlI.5 for largge. On the other hand, with the more general formulation of the

auxiliary RVs in [46), it is possible to greatly reduce thetdice between inner and outer bounds.

Although the scheme (E) in Section IV-E does not achieve @apautside the “primary decodes cognitive”
regime, we next show by numerical evaluation that schemés(Elpse to optimal for a general channel in “strong
interference”, especially when considering the union aler\ € C instead of the choice = Acogia 1. Fig.[20

shows the position of point
D) = (263, min{ (26D), (269 - 253} )

in the range\ € [0, 2\costa 1], for a fixeda(™), together with the outer bound point C faf°"t) = (), Under the
“primary decodes cognitive” conditior) (Acosta 1) = C for everya € [0, 1]. However, here we show a channel
where the condition in[{31a) is not satisfied. In this casedhgice A\ = \costa 1 Minimizes the distance of the
R;-coordinate between D and C, but it does not minimize the ifeah distance between the two points.

The rate improvements that may be obtained with any C are exemplified in Fig_21. In this figure we plot
the achievable rate regions &f {26) obtained for= 0, A = Acosta 1 @and anyA € [0, 2Acosta 1] Unlike Fig.[15,
the scheme for\ = Acosta 1 Strictly outperforms the scheme for = 0; the choiceX € [0, 2\costa 1] DOt ONly

includes the previous regions but improves on the case Acosta 1 @S Well. The inner bound point faR, = 0
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Fig. 18. The capacity results for the S-G-CIFC for the c&se= P, = P for (P, |b]) € [0, 5] x [0, 5].

D G-CIFC: Rs
P1=10, P2=10, b=20

Inner Bounds:

(C) U1pb Uzpnb,

as in Thm. Vi1

(C) U1pb Uzpb, X2

any covariance matrix
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Outer Bounds:

Strong interference
outer bound

BC-based
outer bound

Fig. 19. The achievable region

0.2 0.4 0.6 0.8 1

of scheme C with the assighwfeRVs in [23) and in[(46).
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Fig. 20. A plot of pointsC(\) and D(\) for « = 0.5, together with the “strong interference” bound for the G=Clwith parameters
P, =P, =6,b=+/2anda = 0.3.

corresponds to point A if(3Da) and is always achievablejrther bound point forR, = €(P;) may be achieved

only for A = Acosta 1-

VIIl. CONCLUSION AND FUTURE WORK

In this paper we presented outer bounds, inner bounds, andcapacity results for the Gaussian cognitive
interference channel. We derived the tightest known outemi for the cognitive interference channel in “strong
interference”, which is based on the capacity of the MIMO B@hwdegraded message sets. We showed the
achievability of this outer bound in the subset of the chapaeameter space which we term the “primary decodes
cognitive” regime. We also proved capacity to within bothadditive and a multiplicative gap, thus providing a

characterization of the capacity region in both high and 8MR.

Despite the new results presented, the capacity of the @aussgnitive interference channel remains unknown
in general. The achievable rate region [of [1] provides a ceimgnsive inner bound that may yield new capacity
results: only some specific choices of parameters for tigionehave been considered so far and we expect that new
results may be derived from this region. We have shown thattitihtest outer bound for the Gaussian cognitive

interference channel in “strong interference” is obtaimasdhe intersection of different bounds. The expression of
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I- i 2 U1c X2, consta DPC

5 ; Strong interference
| TR —— g : outer bound

% 05 1i 75 Ry

Fig. 21. The achievable region ¢f{26) far= 0, A = Acosta 1 @nd anyX € [0, 2Acosta 1] for the G-CIFC with parameter®; = P, = 6,
b=+2anda=+0.3for P, = P, =6, b= +/2 anda = v/0.3.

this outer bound does not have a simple closed form expressioept in some special cases like the S and the
degraded channels. Even in these two subcases, capactykaown in general. Another interesting open question
is how much rate improvement is attainable with binning atdbgnitive encoder: we have shown how dirty paper
coding may be used to boost the rate of both the primary anddpaitive user; whether non perfect interference

cancellation achieves capacity is still unknown.
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APPENDIXA

THE G-CIFCIN STANDARD FORM

A general G-CIFC has outputs

where

}71 = h11)~(1 + h12)}2 + Zl

Yy = ho1 X1 + hoo Xo + Zo

Z; ~Nc(0,02),  02>0, ie{l,2},

and the inputs are subject to the power constraint

E|Xi <P, P>0, ie{l,2}.

When hy; # 0 and haa # 0, we may scale each channel output by the standard deviagsuihed strictly

positive) of the corresponding additive Gaussian noisedrahge the phase as

Y;

Y,

X1

Xo

to obtain the equivalent channel outputs have additiveenofsinit variance, unit gain on the direct link, as claimed

L

(1>

(1>

(>

(1>

(1>

Yy
01

Eej(éhn*éhlz)
02

hi1|? ~
|1;| B,

hi1 ~
“11X, suchthat E[|X,°| < P, £
g1

01

has ~ hao|? ~
haz jemi-2mn %, such that E[xap?) < By & 120 2§| P,

(o) 03

@er(_éhll+éhl2) cC

o1 haa

h

[har] o1t (47)
02 |h11|

in Sectior1I-C. To remind the reader thiais always real-valued and non-negative we use the not#ijon

When hoe = 0, transmitter 2 can only create interference at receiverd thos the channel reduces to a BC

where the cognitive transmitter is sending both messagbsttoreceivers. Whehss = 0 in (44), we haver = oo

and P, = 0 corresponds to the scenario above; the same in not true Wwhes 0.

If h11 = 0, the channel reduces to a MISO, point-to-point channelesaecoder 1 can only receive interference

from transmitter 2. Foh,; = 0 the transformation i (47) does not yield a MISO channekssiim this casé’, = 0

andb = oo. In [41, Sec. I1.B], this fact is overlooked and the transiiation in [4T) is considered to be without

loss of generality.

Note that the equivalent transformation in standard formaaclassical interference channel does not require

h11 > 0, since the transmitters cannot cooperate.



44

APPENDIXB

PrRoOOF OFTHEOREM[T.3]

For a complex-valued G-CIFC witfb| > 1, the outer bound of Th.IIl2 is achievable by the superpmsitnly
(scheme (D) of Section IVAD) iff (Y1; X1, X2) > I(Y2; X1, X3) for all input distributions[[10], that is, if

E[[Y1[*] - E[[Y2]*] = (|a]* = D) P2 — (]I = )P+
+2v/PiPy(Re{a*p} — [b[Re{p}) >0, V|p| <1. (48)
Let p = |ple!?» anda = |ale!®. We have
Re{a”p} — [b|Re{p} = |pl|a| cos(d, — ¢a) — |pl[b] cos(e))

= |ol|lal cos(6a) — [bl] cos(,) + |pl|lal sin(6a)] sin(s,)

- W ([lalcos() — 1] )2 + [Jal sin6)] " cos(o)
= |a—1b1] - o] cos(),

for some angles. The condition in[(4B) is thus verified for dp| cos(¢) € [—1,+1] if it is verified for |p| cos(¢) =
—1 as claimed in TRILB. m

APPENDIXC
CLOSED FORM EXPRESSION FOR(BC—PR)
The closed form expression 6BC—PR) was obtained in[[32] and is presented here for completeness.

Consider an input covariance matrix defined as follows

P, VP P. ;
S A 1 PV . p:s/l—ae]‘g, R, ael01]. (49)

PP Py P

The capacity region of a GaussisiMO BC with private rates onlyith a per-antenna power constraint is given

by [32]

R(BC*PR) — CH UR(Bcpr) (S)
S

whereCH denotes the convex-hull operatiqrjg denotes the union over all input covariance matrigghat satisfy
the per-antenna power constraint, and where
R(BC—PR) (S) _ U R(DPC u) (S)
ue{l1,2}
where R(PPC ©)(S) is the DPC region for the encoding order where usés pre-coded against the interference

created by the other user at its intended receiver, whiclivengoy

ROPC w)(g) — U RIOPC w)(By B,), wue{l,2},
0=<B;, 0<B2, B1+B>=S
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and where, for

B a1 Py pivoarPras Py B a1 Py p2v a1 Py ag Py
1= ) 2 = ’

pT\/Oqu OLQPQ OLQPQ pS\/lel O_ZQPQ O_ZQPQ

with

(a1, az,|p1l, lp2]) € [0, 1" 1 p1y/aras + pav/ar az = p,
the regionR(PPC 1)(B,, B,) is given by

Ry < G(Oélpl + |a|2a2P2 + 2Re{a*p1}\/ 041042P1P2), (50a)

a1 D)2 Py + ao Py 4+ 2R /@ éia|b|2 P, P:

R, <€ CY1||2 1 + @ Py + 2Re{pa} /a0 [b]2 P Py 7 (50D)
1+ |b| CY1P1 + 042P2 + 2Re{p1}\/a1ag|b|2P1P2

and R(PPC 2)(B,, B,) is given by

< a1 Py + |al*aa Py + 2Re{a"p1}y/ 0102 PPy ) (51a)

1+aP + |a|2d2P2 + 2Re{a*p2}\/ Q100 P Py
Ry < C(ay|b* Py + a2 Py + 2Re{pa}\/a1a2|b]2 Py Py). (51b)

The quantitya,, © € {1,2}, represents the fraction of powé?, used to send the cognitive messddg on

Ry <C

antennau. The requirementa;, az) € [0, 1]? guarantees that the per-antenna power constraints afederi

APPENDIXD
ProOF oFCoROLLARIES[IT.5]AND [[TI.6]
A. Proof of Corollan(1IL.%

When allowing full transmitter cooperation for a channethwi|b| = 1 and|b| > 1, we obtain an equivalent

degraded BC with inpui., = |b| X1 + X and outputs
Yo = (|b| X1 + X2) + Zy = Xeq + Zo,
Ib]Y1 = (|b| X1 + X2) + 6| Z1 ~ Yo + /b2 — 1 Zy,

with Zy, ~ N¢(0,1) and independent of everything else. The input of the egemtaBC is subject to the power

constraint
E[|Xeq?] < (VIBEPL + V/P2)? £ Peg.

For this order of degradedness among the users, the capegion of the degraded BC with private rates equals
the capacity with degraded message sets. In geféfi—PMS) ¢ RBC-PR) hyt since heré; is a degraded
version ofY,, decoder 2 can decode the message of decoder 1 without ingpasy rate penalty to user 1, thus
REBC-PR) s achievable. This implie®(BC-PMS) — R(BC-PR)

The capacity region of the equivalent BC lis [30]

!
mos RPC@) —e (), (52a)

1-— o/)ch + |b]?
Ry < RPIP() =e((1-a)P.y), (52b)
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taken over the union of alt’ € [0, 1], i.e., thatisp; = p» = 1, a1 = ay = o/ andRBC—PR) = ROPC 2) i B7)).
To intersect the region in_(b2) with the “strong interferehouter bound of TR.IT2 we equate the, -bounds
in (523) and[{(4a) to obtain

o = 28 ( + s ) . (53)
Ltab " (VPP + V)2
Notice thato’ in (B3) satisfiesy’ < 1 (the maximum value of 1 is obtained fét = 0 anda = 1). By substituting
o' from (53) in [52b), we obtain the bound ih_(16b).

The BC-based outer bound is more stringent than the “strotegference” outer bound if
R () + R (@) < RE) (@) Ya € [0,1]
< aP; + P+ (1—a)b>Py 4+ 2/|b]2PiP, < Py + |b]*P, + 2\/a[b|2P1 P, Va €[0,1]
= 2{/|b2PiPy(1 —Va) < aPi(b]* —1) Ya€[0,1]

o YPERP: | 5 Vael0,1] (sincea = (1— Va)(1+Va)

=
Pi([p]* - 1)
/1|2
— 2M< in]{1+\/5}:1

P(p)?2-1) — ozren[o.;

2
P Py
= 14+ =<||b]=14/=

1
Py P,
<~ |b|>4/1+ = —
b= 1+ 5+ 5

as claimed.

RemarkD.1. The capacity of the equivalent degraded BC may be achievddyousing superposition coding and
binning. An achievable scheme inspired by the degraded BLeamploying superposition coding is scheme (E)
with A = 0. An achievable scheme inspired by the degraded BC and eimglbynnig coding is scheme (B). Both

schemes achieve the outer bound only in point ALin(39a). Emacity region of the degraded CIFC in therefore

unknown in general it remains an interesting open problem.

B. Proof of Corollary{1I[.6

To establish the result in Corollafy 1.6 we proceed asdab: first we prove that the capacity region of the
Gaussian BC-DMS may be obtained form the regionlin [31] bysaering Gaussian inputs and auxiliary RV.
Successively we perform a partial optimization of the ragio [31] in the Gaussian case and obtain a looser outer
bound that may be expressed as a function of a single pararfétally we intersect this outer bound with the
“strong interference” outer bound dfl(4) to obtain the esgien in [1Y).

The capacity region of the general BC-DMS is found|[inl[31] amdxpressed as the union over all possible
distributions of the input and one auxiliary RV. A closedrfoexpression of the capacity region of the Gaussian

BC-DMS is derived in[[4R] and is expressed as the interseaibthe capacity region of a general BC and an
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additional sum rate constraint. We derive another simpipression of the capacity region of the Gaussian BC-DMS

and we do so by showing that we may restrict the union_in [3Hrall Gaussian inputs and auxiliary RV.

Consider the BC-DMS defined as:
Yi=H, X+ Z, Viell?2] (54)

where:

« X is a real valued input vector of sizex 1 subject to the second moment constrdilv[X] = Kx < S
for somesS > 0,

« Y; is a real valued output vector of size; x 1 received by usef € [1, 2],

e H, is a fixed real valued gain matrix imposed on user[1,2]. This is a matrix of sizen; x n,

o Z; is a real valued Gaussian random vector with zero mean aratiaoce matrixCov[Z;] = Kz > 0.

As for the BC of [42], we consider real valued channels; theemsion to complex valued channels is easily
obtained by doubling the real dimensions. We first deriveciygacity of a Gaussian BC-DMS for the case where
H, is square and invertible, we than argue that the case for argeH; may be obtained by series of channel

transformations originally devised for the BC [n_[32].

Theorem D.2. The capacity region of the Gaussian BC-DMSIinl (54) is

R, < I(U; Y1), (559)
Ry < I(X;Y2|U), (55b)
Ri + Ry < I(X;Y3). (55¢)

taken over the union of all Gaussidn and X vectors of sizex such thatK x < S.

Proof:
The region in [(Bb) was originally obtained in [31] for a gesleBC-DMS but considering the union over any
distribution P x . To prove the theorem we need to show that only GaudsSiand X need to be considered.
First, we notice thatf (5%c) is always maximized by havi¥igGaussian by the “Gaussian maximizes entropy” of
[43]. Since [55k) is maximized by Gaussian inputs, we havghtaw that the region obtained by considering {55a)
and [B5b) only is optimized by Gaussian inputs as well. Te #rid we write the region with (55a) add (b5b) as

(B53 + (1 —p)(BEY = =~ max pl(Us Y1) + (1 — p)I(X;Y2|U)

Px|y:Cov[X]=8S

I

< ph(H Xe + Z1) — (1 — p)h(Z2) + (1 — p (1—p)

(h(HlX + Z|U) - h(H>X + ZQ|U)) ,

max
Pxy: Cov[X|U]=S
(56)

for any u € [1/2,1] and whereX; is a Gaussian vector witl xy < S.
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We need not consider € [0,1/2] because the region il (55) is convex and contained in theguiar region

Ri,Ry > O, (57a)

Rl +R2 S I(HQXG"’ZQ;XG), (57b)

see [[31].
For these reasons, the region [n](55) cannot contain anypaite with tangent greater thanl and thus there
is no loss of generality in restricting in (56) to the intervall/2,1].

We now show that solution of the optimization problem

MAaXpy . Cov[X|U]<S, peft/21] MHEH1X + Z1|U) - ﬁh(HzX + Z1|U).

must be Gaussian by using the extremal inequality_of [44].f\é& focus on channels whetH ;, i € [1,2] is
square and invertible, then show how this result may be usestablish a general channel using the perturbation
techniques of [32].

If H;, i €[1,2], are square we may write

max WHX + Z1|U) — —2 h(H X + Zo|U)
Pyju: Cov[X|U]<S (1—p)
o -1 -1 -1 H -1
- log | H2|) ™" — (log | H WX + H; ' Z2,|U) — WX + Hy ' Zo|U).
e (om [Ha) ™~ Qog HL) ™+ e B(X 4 T ) - (X4 HE 2)0)

(58)
Th. 8 in [44] grants that the solution of the optimization Iplem in [58) is Gaussian singe/(1 — ) > 1 for
u € [0,1/2]. Since we have established that bdthl (56) and|(55c) are nmednby GaussiaX andU, we conclude
that [55%) is also maximized by GaussiahandU as well.
Finally the perturbation technique in [32, Section V.Bloalk us to extend this result to a general channel where
H; in not necessarily square and invertible. The derivatiofid3®2, Section V.B] was originally devised for the
general BC but it extends in a straight-forward manner toB8eDMS, since it solely relies on the channel matrix

and the covariance of the noise and not on the message set.

We can now evaluate the outer bound of Th.]D.2 for the S-G-CIFC
Note that [55k) and (55b) correspond the regiSRTC 2) in (&1); moreover[(55c) depend on the parameter

in (49). For these reasons we may write:

RBC*DMSG*S*CIFC _ U (:RDPCGfstIFC( N IRSUMfRATE G*S*CIFC(p))

pval)
lpl<1 a1€[o,1]

U RDPCG*S*CIFC(p al)

[p|<1,a1€[0,1]

_ U RDPCG_S_CIFC(\/@_l,al) (59)

0416[0,1]

N
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where
RSUM*RATEG*S*CIFC(;)) = {Rl + Ry < C(|b]>Py + P> + 2Re{p} |b|2P1P2)}

and where ( )
DPC 2 S—G-CIFC
RDPCG—5-CIFC(, o) — Ry <R (1)
R2 S RéDPC 2 S*G*CIFC) (p, Oél)
with
a1 Py A p(DPC 2 S—G—CIFC)
Ri<C|l—— =R 60a
e )2 n (o), (602)
Ry < max (3(|b|26¢1P1 + as Py + 2Re{p2}\/ 6&15&2|b|2P1P2)
p1,p2,02 S.t.p=p1y/araz+pa/ardz
é R;DPC 2 S—G—CIFC) (p’ 0&1). (GOb)

In (589) we have used the fact that, for a fixed, we have

RéDPC 2 S—G-CIFC) (p,Oél) < e(|b|2511P1 + P42 /641|b|2P1P2) — RéDPC 2 S—G—CIFC)( /_5[17011).

Equation[(60a) corresponds fo (b1a) whes 0 and equatior (60b) corresponds[io (51b) optimized pyeps, as.

This proves that for the S-G-CIFQR(BC-PR) js contained in the region

Ry < ROV () = e(apy), (61a)

(BC—DMS—S), \ _ ,(I—a)P
Ry <R Q) = b2———= + /P, 61b
2 = g ( ) ¢ | | 1 Pl 2 ’ ( )

taken over the union of alk € [0, 1].
The BC-based outer bound &f {61) is more stringent than thierig interference” outer bound inl(4) if

RchfDMsfs)(a) +RéBC?DMS?S)(Oé) S R(SI) (Oé) Va e [0’ 1]

sum

2
= aP + (\/|b|2(1 —a)P + V(1 + aPl)) < Py + b2P + 2¢/(1 — Q)|bPP Py Va € [0,1]

— aP(14+ P, —b*)+2/(1 —a)p]2PPa(y/14+aP, —1) <0 Yael0,1]

< 1+P—[b* <0 (condition fora = 1; the one fora = 0 is always verifieg.

APPENDIXE

PrRooOF OFLEMMA [IT.7]
Let XN (Wq, W), XV (W3) be a good code for the channl, |b|, P1, P»). Consider now the inputs

X| = AX, + BX,,

X} = CX,,
on a channel with parametets’, |V'|, P|, P;) resulting in the outputs
B 'c 7
Y = X+ X, + 21 o Xy + o428 A

AXo A
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and
|

Y] =¥|X! + X+ Z _
y = [b'[X] + X5+ 20(|b’|B+C

A
X1+ X _
1+ 2+|b’|B+C

_ B+dC
==
']
VB+C’
1

b =

|Af?

Y

3

||b'| B + C?

Y

L

Pl > (V|ARPL + V[BRP)?,
Py > |C°Py, (62)

the output of the channgl, b, P,, P,) may be reconstructed in the chantel, ', P/, P;). This implies

aA—B Clb
Clab, Pr, Py) € N c Y (VIAPP: + VIBPR) (PR ).
C 1 — BJb|
A,B,C:|A|>1,|C/(1-B[b])|>1

S-G-CIFC.

By considering the transformation ih_(62) with
A=1
B=a
C=1-alb|

we see that the capacity of a general G-ClECq, |b|, P1, P») is contained in the capacity region of S-G-CIFC
C(Oa |b|7 | \% Pl + G\/P2|27 |1 - a|b||2P2)
G-CIFC in “weak interference”.

By considering the transformation ih {62) with

A= |b|
a(l—1|b

B — sl=lt)
alb|—1

0= iz

we have that the capacity of a general G-CIEq, |b|, P1, P) is contained in the capacity region of G-CIFC in
2 2
PP, + U=t /P el P2>.

“weak interference’C <a, 1, o
G-CIFC in “very strong interference”.

)

By considering the transformation ih {62) with

A=
1—alb
B = |b| |b\211‘ -
_ l-afy|
C= e

we have that the capacity of a G-CIFQa, |b|, P, P) is contained in the capacity region of G-CIELZ(|b|, |b|, P/, P'), P’ =
ﬁ max{||b|* — 1+ |b| — a|?, |1 — a|b||*}.
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APPENDIXF

PROOF OFCOROLLARY [V 4]

In the following we use the fact that poif? in (390) is to within one bits/s/Hz and a factor two from poft
in (40). This is the case as, for the additive gaﬁ?) = R§C> and

RB) _ plO) 2vipPPP, | o [P
2 2 e<1+|b|2Pl+P2 ¢ P+1 <log(2) =1, (63)

where we use the fact th.'BéB) — Réc) has a maximum inb|?P, = P, + 1.

A representation of “strong interference” outer bound drel“piecewise linear strong interference” outer bound
is shown in Fig[2R. The “strong interference” outer bounthcides with the “piecewise linear strong interference”
outer bound at point A and the largest distance between theotser bounds is attained between points B and C.
This figure also introduces a new corner point of the innemidloyoint D, the inner bound point with the largest

R> rate Whean = G(Pl) — Aq.

A . .
Achievable with a ;
-
R A MISO strategy Strong interference

outer bound

- Piecewise linear

: \r\ N\ _ — . strong interference -
\\‘Q"K , LR & -7 . outerbound. . . . .

< 1 bit/s/Hz
B < A\,

Original
achievable region

\

Fig. 22. A graphical representation of the relationshipseen inner and outer bound for Th_ H.Z.]F.5 F.5.

1) Perfect interference cancellationn the proof of ThL.1 we have seen that under condition](3lis)possible
achieve point C in[(40) with scheme (E) with Costa’s DPC. Treisult may be used to show achievability of the

“strong interference” outer bound to within half a bit/s/iHer real dimension.
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Theorem F.1. If condition in [31&) holds, the “strong interference” outbound of TH.IL? is achievable to within

half a bit/s/Hz per real dimension.

Proof: Under the condition in[(31a), point C is achievable. Thisnpdies to within half a bit/s/Hz per real
dimension from the outer bound. [ |
2) Non perfect interference cancellatioslthough it is not possible to achieve point C using schemea(id
perfect interference cancellation, it is possible to aahithis point to within a bounded distance using non perfect

interference cancellation in the strong interferenée 1) and strong signal/, > |b|?P;) regimes.

Theorem F.2. When|b| > 1 and P, > |b|> P, the outer bound of T TI12 may be achieved to withi#7 bits/s/Hz

per real dimension.

Proof: To prove this theorem we show the achievability of a point DFig. which lies at a bounded
distance from point C using scheme (E) inl(26) for= 0. Fig.[22 shows the different additive gaps between inner
and outer bound points in the following proof. If equatib®4P is tight there are two possible scenarios: the corner
point D is determined by 1) the intersection betwden(26¢) @&a) or by 2) the intersection df (26b) afd (26a).
We choose)\ so that both[(28a) and (Z6b) lie within a finite distance fr@ﬁg ) and RéB ) respectively. The sum
rate bound[{28c) does not depend on the choick ahd is always equal tﬁgc) + Réc). We divide the proof in

two subcase®Re{a} = |b|~!.

Sub-caseRe{a} < |b|~!: When P, < 1 a gap of 1 bit per dimension is achievable by having both trétters
transmit to receiver 2 at ratﬂéc). In this case the distance along the rdte is zero and on the rat&; is

R§C> —0<log(l+1)<2. ForP, >1letA= Pll;liﬁa, in (26). The distance between inner and outer bound

for Ry is

2 p(©) (D) _ 14+P1+2[a|* P
Al—Rl _Rl —10g (W‘GPP;) Sl,

where we have used the inequali® > |b|2P;. Similarly letting [26b) hold with equality, we obtain

Ay 2RY) — R
142Py
1Py
1+P2’177(P1 ’lﬁ)“ 1ol
(1+P1)(1+2P2)
< log (<1+P1><1+P2+P1>+2P2m)

14+2P;
< log (1+P2+2P1) =1,

< maXg:Re{a}<|b| 1 log 2

where we have used that the expression has a global maximau’fmin‘—})l. The largest gap between the inner bound
and B is thus bounded byax {1 + A1, A; + A2} = 2, and so the overall gap between the specified achievable

scheme of[{26) and the outer bound is withir- 2 = 3 bits/s/Hz for a complex valued channel.

Sub-cas&e{a} > |b|~t: When P, < 3 a gap of 1 bit per dimension is achievable by having transmittremain

silent (rateR; = 0) since in this cas&\®) — 0 < log(3+1). WhenP; > 3 let \ = %ffl in (26). The gap for
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R; may be bounded as
1+ P, + 5|a|?P.
éRgc) Rgp) - ( 1 |a]? Py

L TR 2 ) < og(5),
1—|—P1—|—|a|2P2 ) - g( )

while that for the rateRs of transmitter 2 may be bounded as

Ay, 2 RO R (64a)
< max o 1+20 ~ (64b)
a:Re{a}<|b| (1 +P1) <P2 ‘1 _ P1+121|Il;\1\/P_1 + 1)
< g ( (1+ P)(1+2P) ) (640
P, — AP/Pr + AR P, + (1 4 P1)2
(14 P)(1+2P)
<
< log (2131132 T (1+P)2 (64d)
< log <P 1PJ1“ 1) (64¢)
< log (%) , (64

where [64L) follows since the expression has a global maxirfar a(°?") < ﬁ and [644) follows sincelP; —
4/P; +1 > 2P, for P, > 3. Finally (64é) and[(64f) follow since the expression is mmmically increasing in
P, and decreasing if;. As in the sub-cas®e{a} < |b|~, the maximum distance between points C and D is
bounded bymax {1+ A1, Ay + Az} < log (22) so that the overall gap is bounded hy (42) ~ 3.74 bits/s/Hz
for a complex valued channel.
[ |

3) Cognitive broadcastingThe outer bound Thinll1 is achievable in “weak interferéntdee capacity achieving
scheme in this regime is scheme (B) in Secfion 1V-B and it @ypICosta’s DPC at the cognitive transmitter to
“pre-cancel“ the known interference generated by the prymeser. While capacity is known in this regime, we
show that the very simple broadcast strategy of scheme (Sgition IV-A achieves capacity to within a constant
gap from the outer bound when the INR is larger than the SNReptimary receiver (i.¢b|2P; > P»). When
the INR is larger than the SNR at the primary receiver, sch@R)echieves a constant gap from the outer bound
in “strong interference” as well. Although the resultingpgdoes not improve on the result of Th.MI.1, this result
suggests that, in a general scheme, rate improvement maythi@ed by having the cognitive transmitter send part

of the primary message.

Theorem F.3. When|b| < 1 and |b|?P, > P», the outer bound of TH_Tl1 may be achieved within 1 bit/sfide

real dimension.

Consider the strategy (A) in Sectibn TV-A fti| < 1. Then since[{2a) and(20a) are the same for euetiyere is
zero gap for the rat&;. By considering the difference betweénl(2b) and {20b), thefgr the rateRZ, is bounded
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as

@B - @00 < ¢ (b Pr + P> + 2V/alIP AT ) — € (b Py)
(P2 +2w/|b|2P1P2>

14 b2~

o (3PP
1+ [b]2P;

< log(4)

IN
@)

IN

Theorem F.4. When|b| > 1 and |b|?P, > P,, the outer bound of TH_T2 may be achieved within 1.5 bkzs

per real dimension.
Proof: Consider scheme (A) in Sectibn TMA fgb| > 1 anda = min{1,1/P;} in (21): the gap for user 1 is
A; 2 R RO = e(min{1, P,}) < log(2) = 1,

while the gap for user 2 (using, < [b]?P; and |b|? > 1) is

1+2)b]2P
A, 8RB p@) o
2= B = R S O AR (T b min{L, P

< max- lo 2|b|2 lo 2
max —_—
= S\1rpr) B \1r

<log(2) = 1.

As shown in Fig[2R, the achievable point C [n](40) is at most &#tA; + Ay < 3 bits from the outer bound. By
time sharing between points A and C, we have an achievaldeegton that is at most atax{1, 3} = 3 bits/Hz/s

from the outer bound for complex valued channel.

4) Interference stripping:

Theorem F.5. When|a| > 1, |b| > 1 and [b|?P; < P», the outer bound of TH_Tl2 may be achieved within 1.5

bits/s/Hz per real dimension.

Proof: We consider scheme (D)'s performance in the “strong interfee” regime whenv?| > 1, |a|> > 1.
When we setx = 1, it achieves the rate
Ry <e(P)
Ri+ Ry <€ (min{|a>P + P, P+ [V?|P1}).
Referring again to Fid. 22, the gap between points B and C neagdunded as

A2 R - R <log(2) =1,
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and

1+ |b2|P1 + Py )
1+ in{|a|2P2—|—P1,P2—|— |b|2P1}

1+ |b|2P1 + P
1 —|— |a|2P2 —|— P1

. {1 14+ 2P, })
max
1+ |a|2P2 + P
=1.

1,

1 1+2P, })
1—|—|a|2P2—|—P1

We thus achieve a rate pair that lies withint A; + A; = 3 bits/s/Hz of the outer bound for complex valued

channel .



	I Introduction
	I-A Past work
	I-B Contributions
	I-C Organization

	II Gaussian channel model and known results
	II-A Notation
	II-B General memoryless cognitive interference channel
	II-C Gaussian CIFC
	II-D Known results for the G-CIFC

	III Outer bounds
	III-A A unifying framework for Th.II.1 and Th.II.2
	III-B BC- based outer bounds
	III-C Outer bounds by transformation 

	IV Inner bounds
	IV-A Achievable scheme with U2pb and U1pb: capacity achieving for the degraded broadcast channel.
	IV-B Achievable scheme with X2 and U1pb: capacity achieving in the ``weak interference'' regime.
	IV-C Achievable scheme with X2, U1pb and U2pb: capacity achieving in the semi-deterministic DM-CIFC.
	IV-D Achievable scheme with U1c and U2c: capacity achieving in ``very strong interference'' regime. 
	IV-E Achievable scheme with X2, U1c: capacity achieving in ``primary decodes cognitive'' regime. 
	IV-F Achievable scheme with U2c,X2 and U1c.

	V New capacity results
	V-A New capacity results for the C-CIFC.
	V-B New capacity results for the S-G-CIFC.

	VI Capacity to within a constant gap
	VI-A Additional constant gap results

	VII Numerical results
	VII-A  Section III: Outer bounds 
	VII-B  Section IV: Inner bounds 
	VII-C Section V: New capacity results
	VII-D  Section VI: Capacity to within a constant gap

	VIII Conclusion and Future Work
	References
	Appendix A: The G-CIFC in standard form
	Appendix B: Proof of Theorem II.3
	Appendix C: Closed form expression for R(BC-PR) 
	Appendix D: Proof of Corollaries III.5 and III.6
	D-A Proof of Corollary III.5
	D-B Proof of Corollary III.6

	Appendix E: Proof of Lemma III.7
	Appendix F: Proof of Corollary VI.4
	F-1 Perfect interference cancellation
	F-2 Non perfect interference cancellation
	F-3 Cognitive broadcasting
	F-4  Interference stripping



