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Abstract

The capacity of the Gaussian cognitive interference channel, a variation of the classical two-user interference

channel where one of the transmitters (referred to ascognitive) has knowledge of both messages, is known in several

parameter regimes but remains unknown in general. In this paper we provide a comparative overview of this channel

model as we proceed through our contributions: we present a new outer bound based on the idea of a broadcast channel

with degraded message sets, and another series of outer bounds obtained by transforming the cognitive channel into

channels with known capacity. We specialize the largest known inner bound derived for the discrete memoryless

channel to the Gaussian noise channel and present several simplified schemes evaluated for Gaussian inputs in closed

form which we use to prove a number of results. These include anew set of capacity results for the a) “primary

decodes cognitive” regime, a subset of the “strong interference” regime that is not included in the “very strong

interference” regime for which capacity was known, and for the b) “S-channel” in which the primary transmitter does

not interfere with the cognitive receiver. Next, for a general Gaussian cognitive interference channel, we determine

the capacity to within one bit/s/Hz and to within a factor tworegardless of channel parameters, thus establishing

rate performance guarantees at high and low SNR, respectively. We also show how different simplified transmission

schemes achieve a constant gap between inner and outer boundfor specific channels. Finally, we numerically evaluate

and compare the various simplified achievable rate regions and outer bounds in parameter regimes where capacity is

unknown, leading to further insight on the capacity region of the Gaussian cognitive interference channel.

I. I NTRODUCTION

A well studied channel model inspired by the newfound abilities of cognitive radio technology and its potential

impact on spectral efficiency in wireless networks is thecognitive radio channel[4]. The cognitive radio channel

is also referred to as theinterference channel with unidirectional cooperation[5], the interference channel with
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degraded message sets[6], or thecognitive interference channel[7]. This channel consists of a two-user interference

channel, where one transmitter-receiver pair is referred to as theprimary user and the other as thecognitive. The

primary transmitter has knowledge of one of the two independent messages to be sent, while the cognitive transmitter

has full, non-causal knowledge of both messages, thus idealizing the cognitive user’s ability to detect transmissions

taking place in the network. Since the cognitive transmitter can “broadcast” information to both receivers, the

capacity of the cognitive interference channel contains features of both the interference and the broadcast channel.

Although the assumption of full, non-causal knowledge of the primary user’s message at the cognitive transmitter

might not be practical, the simplicity of the resulting model leads to closed form results and provides powerful

insights on the role of unilateral cooperation among the users. The more practical scenario of causal unilateral

cooperation may be studied in the framework ofinterference channels with generalized feedbackof [8] (and

references therein), but is outside the scope of this work.

A. Past work

Capacity results. The cognitive interference channel was first posed in an information theoretic framework in

[4], where an achievable rate region (for general discrete memoryless channels) and broadcast-channel-based outer

bound (in Gaussian noise only) were proposed. The first capacity results were determined in [9], [6] for a class

of channels with “weak interference” at the primary receiver. In this regime, capacity is achieved by having the

cognitive transmitter pre-code against the interference created at its receiver, while the primary receiver treats the

interference from the cognitive transmitter as noise. Capacity is also known in the “very strong interference” regime

[10]. In this regime, capacity is achieved by having both receivers decode both messages as in a compound multiple

access channel. In [11, Th. 7.1], we show that the outer boundof [6] is achievable in the “better cognitive decoding”

regime, which includes both the “very weak interference” and the “very strong interference” regimes.

Outer bounds.A general outer bound was derived in [12, Th. 4] using a technique developed for broadcast channels

in [13]. Both the “weak interference” outer bound of [6] and the “strong interference” outer bound of [10] may

be derived by loosening [12, Th. 4]. Although the outer boundin [12, Th. 4] is the tightest known, it is difficult

to evaluate because it contains three auxiliary random variables for which no cardinality bounds are given on the

corresponding alphabets. Moreover, for the Gaussian channel, the “Gaussian maximizes entropy” property alone

does not suffice to show that Gaussian inputs exhaust the outer bound. For these reasons, in [11, Th. 4.1] we proposed

an outer bound that exploits the fact that the capacity region only depends on the conditional marginal distributions

of the outputs given the inputs (as for broadcast channels [14], since the receivers do not cooperate). The resulting

outer bound does not include any auxiliary random variable and every mutual information term involves all the

inputs (like in the cut-set bound) and thus may be evaluated for both discrete memoryless and Gaussian channels.

The bound in [11, Th. 4.1] was shown to be tight for a class of semi-deterministic cognitive interference channels

with a noiseless output at the primary receiver.

Achievable rate regions.Different achievable schemes have been proposed for the cognitive interference channel

which include features originally devised for the interference channel and for the broadcast channel, such as rate
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splitting, superposition coding, binning and simultaneous decoding. The scheme of [15] generalizes the “weak

interference” capacity achieving scheme of [6] by making part of the cognitive message common. The same rate

splitting idea is used in [12], [16] along with a more elaborated binning operation. The region in [17] introduces

a binning scheme inspired by Marton’s achievable rate region for a general broadcast channel [18]. This feature is

further generalized in [19] and in [1] where more refined binning and superposition steps are added in the cognitive

encoding process. Given the different encoding choices, a comparison of the different achievable schemes is often

not straightforward. In particular, despite possible simplifications of the original scheme in [4] as described in [20],

no region was shown to conclusively encompass [4], or the larger region of [21], until recently. A comparison of

all the transmission schemes proposed in the literature waspresented in [11], in which we show that our region

in [11, Th. 5.1] is provably the largest known achievable rate region to date.

Constant gap results.While the capacity region remains unknown for a general channel, in [7] we demonstrated

achievable rate regions which lie within 1.87 bits/s/Hz forany real-valued Gaussian cognitive interference channel.

We derived this constant gap result by using insights from the high SNR deterministic approximation of the cognitive

interference channel [22], a deterministic model that captures the behavior of a Gaussian network for large transmit

powers [23].

Z channel. The special case where the cognitive transmitter does not create interference to the primary receiver is

called theZ cognitive interference channel; inner and outer bounds when the cognitive-primary link is noiseless are

obtained in [24], [25]. The Gaussian causal case is considered in [25], and is related to the general causal cognitive

channel in [26].

B. Contributions

In this work we focus on theGaussiancognitive interference channel in a comprehensive and comparative manner.

In particular, our main contributions are:

A) We evaluate the outer bound of [11, Th. 4.1] for the Gaussian channel. We show that it unifies the

previously proposed outer bounds for the “weak interference” and the “strong interference” regimes of [6]

and [12], respectively.

B) We derive a new outer bound based on the broadcast channel andinspired by [4]. The capacity region

of the Gaussian MIMO (multi input multi output antenna) broadcast channel with degraded message sets is

an outer bound for a channel in “strong interference”. Interestingly, we show that the new bound may be

strictly tighter than the “strong interference” outer bound of [12].

C) Derive new outer bounds by transformation / inclusion into channels with known capacity. We determine

the conditions under which the capacity region of a Gaussianchannel is contained in that of a channel with

known capacity. The capacity of the latter channel thus provides an outer bound for the former.

D) We specialize the largest known inner bound of [11, Th. 5.1] to the Gaussian channel.We utilize it as

a unified framework to derive and compare various achievableschemes in this and prior work.
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E) We prove a new capacity result for the “primary decodes cognitive” regime. This regime is a subset

of the “strong interference” regime that is not included in the “very strong interference” regime for which

capacity was known [10]. In this regime capacity is achievedby having the primary receiver decode the

message of the cognitive user in addition to its own message.

F) We prove a new capacity result for the S-channel, a channel inwhich the primary transmission does

not interfere with the cognitive receiver. For this channel we show the achievability of the outer bound

based on the capacity of the broadcast channel with degradedmessage sets.

G) We show capacity to within half a bit/s/Hz per real dimensionand to within a factor two regardless

of channel parameters.These two results characterize the capacity region of the Gaussian channel both

at high and low SNR, respectively. To this end, we use a transmission scheme inspired by the capacity

achieving scheme for the semi-deterministic cognitive interference channel of [11, Th. 8.1], where capacity is

achieved by having the cognitive transmitter perform partial interference pre-coding for both decoders. The

multiplicative gap is shown by using a simple time sharing argument between achievable points.

H) We provide insights on the capacity region of the Gaussian channel for the regimes in which capacity is

still unknown. We do so by showing that very simple transmission strategiescan achieve capacity to within a

constant gap for large sets of parameters. We conclude by showing that a constant gap result may alternatively

be proved by trading off interference pre-coding at the cognitive encoder and interference decoding at the

primary receiver.

C. Organization

The rest of the paper is organized as follows. Section II formally defines the cognitive interference channel model

and summarizes known results for the Gaussian channel. Section III presents new outer bounds for the Gaussian

channel. Section IV lists the achievable schemes used in therest of the paper and shows how they may be obtained

from the largest known inner bound of [11]. Section V proves the two new capacity results. Section VI characterizes

the capacity of the Gaussian channel to within half a bit/s/Hz per real dimension and to within a factor two. Section

VII shows some relevant numerical results. Section VIII concludes the paper. Most proofs may be found in the

Appendices.

II. GAUSSIAN CHANNEL MODEL AND KNOWN RESULTS

A. Notation

We use the following convention:

• The symbolX ∼ NC(µ, σ
2) indicates that the random variable (RV)X is a complex-valued proper Gaussian

RV with meanµ and covarianceσ2.

• We defineC(x) := log(1 + x) for x ∈ R+.

• We definex := 1− x for x ∈ [0, 1].

• For any two RVsX andY , the symbolX |Y denotes the conditional distribution ofX givenY .
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• We use[1 : n] to denote the set of natural numbers from1 to n.

• The notationA
(n)
= B to indicate that the expressionB is obtained fromA with the assignment given in

equation numbern.

• For an integerN , the symbolXN indicates the length-N vector (X1, ..., XN ).

• For the plots, the logarithms are in base2, i.e., rates are expressed in bits/s/Hz.

• C(a, |b|, P1, P2) indicates the capacity of a Gaussian cognitive interference channel with channel parameters

a and |b| and powersP1 andP2.

• X∗ denotes the complex conjugate of the complex number (or vector) X .

B. General memoryless cognitive interference channel

A two-user InterFerence Channel (IFC) is a multi-terminal network with two input alphabetsX1 andX2, two

output alphabetsY1 andY2, and a channel transition probabilityPY1Y2|X1X2
(y1, y2|x1, x2) : Y1×Y2 → [0, 1] for all

(x1, x2) ∈ X1×X2. Each transmitteri, i ∈ {1, 2}, wishes to communicate a messageWi, uniformly distributed on

[1 : 2NRi ], to receiveri in N channel uses at rateRi. The two messages are independent. In the classical IFC, the

two transmitters operate independently having no knowledge of each others’ messages. Here we consider a variation

of this setup assuming that transmitter 1, in addition to itsown message, also knows the message of transmitter

2 prior to transmission. We refer to transmitter/receiver 1as thecognitivepair and to transmitter/receiver 2 as the

primary pair. This model is commonly known as the Cognitive InterFerence Channel (CIFC).

The CIFC is an idealized model for theunilateral source cooperationof transmitter 1 with transmitter 2. The

receivers however do not cooperate. This implies that the capacity region of the CIFC, similar to the broadcast

channel (BC) [14], only depends on the output conditional marginalsPY1|X1X2
andPY2|X1X2

, and not on the output

joint marginalPY1Y2|X1X2
.

A rate pair(R1, R2) is achievable if there exists a sequence of encoding functions

XN
1 = XN

1 (W1,W2),

XN
2 = XN

2 (W2),

and a sequence of decoding functions

Ŵi = Ŵi(Y
N
i ), i ∈ {1, 2},

such that

max
i∈{1,2}

P

[
Ŵi 6= Wi

]
→ 0, N → ∞.

The capacity region is defined as the convex closure of the region of achievable(R1, R2)-pairs [27].
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C. Gaussian CIFC

A Gaussian CIFC (G-CIFC) instandard form(see Appendix A) is described by the input/output relationship

Y1 = X1 + aX2 + Z1,

Y2 = |b|X1 +X2 + Z2,

where the channel gainsa andb are complex-valued, constant, and known to all terminals, the channel inputs are

subject to the power constraint

E[|Xi|2] ≤ Pi, Pi ∈ R
+, i ∈ {1, 2},

and the channel noiseZi ∼ NC(0, 1), i ∈ {1, 2}. Since the capacity only depends on the output conditional

marginals, the correlation coefficient ofZ1 andZ2 is irrelevant. A graphical representation of a G-CIFC is found

in Fig. 1.

A G-CIFC is said to be a:

• Z-channel if |b| = 0; we refer to it as a Z-G-CIFC. In this case the primary decoderdoes not experience

interference from the cognitive transmitter. Capacity is trivially given by

R1 ≤ C(P1), R2 ≤ C(P2).

• S-channel if a = 0; we refer to it as a S-G-CIFC. In this channel the cognitive decoder does not experience

interference from the primary transmitter. For this channel capacity is only known for|b| ≤ 1 [6].

• Degraded channelif a|b| = 1. In this case one channel output is a degraded version of the other. In particular,

for |b| > 1, Y1 is a degraded version ofY2 since

Y1 = X1 +
1

|b|X2 + Z1 ∼ 1

|b|Y2 + Z0,

for Z0 ∼ NC(0, |b|2 − 1) independent of everything else. Similarly, when|b| ≤ 1, Y2 is a degraded version of

Y1. Capacity is known in the case|b| ≤ 1 [6].

D. Known results for the G-CIFC

The capacity of the G-IFC is not known in general. However several capacity results exist, as summarized next.

Theorem II.1. “Weak interference” capacity of [6, Lemma 3.6] and [9, Th. 4.1]. If

|b| ≤ 1, (the “weak interference” regime/condition) (1)

the capacity of the G-CIFC is:

R1 ≤ C(αP1), (2a)

R2 ≤ C

(
|b|2P1 + P2 + 2

√
ᾱ|b|2P1P2

)
− C(|b|2αP1), (2b)

taken over the union of allα ∈ [0, 1].
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Fig. 1. The Gaussian cognitive interference channel (G-CIFC).

Theorem II.2. “Strong interference” outer bound of [12, Th. 4].When

|b| > 1, (the “strong interference” regime/condition) (3)

the capacity region of the G-CIFC is included in the regionR(SI) defined as:

R1 ≤ C(αP1), (4a)

R1 +R2 ≤ C

(
|b|2P1 + P2 + 2

√
ᾱ|b|2P1P2

)
, (4b)

taken over the union of allα ∈ [0, 1].

Theorem II.3. “Very strong interference” capacity of [10, Thm. 6]extended to complex-valued channels (see

Appendix B). When

(|a|2 − 1)P2 − (|b|2 − 1)P1 − 2
∣∣a− |b|

∣∣√P1P2 ≥ 0,

and |b| > 1 (“very strong interference” regime/condition) (5)

the outer boundR(SI) of Th.II.2 is tight.

A plot of the capacity results of Th.II.1 and Th.II.3 fora ∈ R andP1 = P2 is depicted in Fig. 2. The channel

gainsa and |b| for which capacity is known are shaded, while those for whichcapacity is unknown are white.

III. O UTER BOUNDS

In this section we prove several outer bounds:
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Fig. 2. A representation of the capacity results Th.II.1 andTh.II.3 for P1 = P2 and(a, |b|) ∈ [−5, 5]× [0, 5]. The regions for which capacity

is known are shaded, while those for which capacity is unknown are white.

A) First we evaluate the outer bound of [11, Th. 4.1] for the Gaussian channel and show that it coincides with

the outer bounds of Th. II.1 and Th. II.2 in “weak” and “stronginterference” respectively.

B) Then we tighten it by using the observation of [4] that the capacity region of a G-CIFC is included into the

capacity region of the Gaussian MIMO BC obtained by allowingfull cooperation among the transmitters. We

further tighten the outer bound in “strong interference”, where we show that the capacity region of a Gaussian

broadcast channel with degraded message sets forms an outerbound to the capacity of the G-CIFC.

C) Finally, we propose outer bounds based on enhancing the original channel so as to transform it into a channel

for which capacity is known.

A. A unifying framework for Th.II.1 and Th.II.2

Our objective is to obtain an outer bound for the G-CIFC with|b| > 1 that improves on the “strong interference”

outer bound of Th.II.2. Although the following theorem doesnot result in such a bound, it is of interest because

it provides a simple unifying framework for Th.II.1 and Th.II.2. The proof of Th.II.1 and the proof of Th.II.2 use

very different techniques. On the one hand, the bound in Th.II.1 is valid for a general channel under the “weak

interference” condition in [6, Thm. 3.7] and is inspired by the converse for “less noisy BC”. On the other hand,

the bound in Th.II.2 is valid for Gaussian channels with “strong interference” only and is inspired by the converse

of “strong interference IFC”. We will show next that both results may be derived within the framework proposed

in [11]. The proof of [11, Thm. 4.1] uses the argument originally devised by Sato for the BC [14] that, for channels
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without receiver cooperation, the capacity only depends onthe output conditional marginals. The bound in [11,

Thm. 4.1] is valid fora general CIFC.

Theorem III.1. Unifying outer bound. The capacity region of the G-CIFC is contained in the region

R1 ≤ C (αP1) , (6a)

R2 ≤ C

(
|b|2P1 + P2 + 2

√
ᾱ|b|2P1P2

)
, (6b)

R1 +R2 ≤ C

(
|b|2ᾱP1 + P2 + 2

√
ᾱ|b|2P1P2

)

+ [C (αP1)− C
(
|b|2αP1

)
]+ (6c)

taken over the union of allα ∈ [0, 1]. In “strong interference” (|b| > 1) the region in (6) reduces to Th.II.2, and

in “weak interference” (|b| ≤ 1) to Th.II.1.

Proof: In [11, Thm. 4.1], we showed that the capacity of a general CIFC is contained in the region

R1 ≤ I(Y1;X1|X2), (7a)

R2 ≤ I(X1, X2;Y2), (7b)

R1 +R2 ≤ I(X1, X2;Y2) + I(Y1;X1|Y ′
2, X2), (7c)

taken over the union of all joint distributionsPX1,X2
and whereY ′

2 has the same conditional marginal distribution

as Y2, i.e., PY ′
2|X1,X2

= PY2|X1,X2
. The result in (7) specialized to the G-CIFC amounts to optimizing the

correlation coefficient over the Gaussian additive noises,that is, optimizing with respect toγ : |γ| ≤ 1 in

 Z1

Z2


 ∼ NC


0,


 1 γ

γ∗ 1




 .

First we show that a proper-complex Gaussian input exhauststhe region in (7). For anyα ∈ [0, 1], let S be a

covariance matrix defined as

S ,


 P1 ρ

√
P1 P2

ρ∗
√
P1 P2 P2


 : ρ =

√
1− α ejθ, θ ∈ R, (8)

and let(X1G, X2G) ∼ NC (0,S). By using the “Gaussian maximizes entropy” principle (see also [28, Eq.(3.29)]),

we conclude that for a given input covariance constraintS in (8) for PX1,X2
, the regime in (7c) is upper bounded
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by

(7a) ≤ I(Y1;X1G|X2G) = (6a), (9)

(7b) ≤ I(Y2;X1G, X2G)

= log(1 + P2 + |b|2P1 + 2|b|Re{ρ}
√
P1 P2) ≤ (6b), (10)

(7c) ≤ I(Y2;X1G, X2G) + I(Y1;X1G|Y2, X2G)

≤ (6b) + log



1 + (1 − |ρ|2)P1

|b|2 + 1− 2|b|Re{γ}
1− |γ|2

1 + |b|2(1− |ρ|2)P1


 . (11)

Since the bound in (11) is valid for any|γ| ≤ 1, the minimizingγ is

argmin
γ: |γ|≤1

|b|2 + 1− 2|b|Re{γ}
1− |γ|2 = min

{
|b|, 1

|b|

}
. (12)

After substituting the optimal value ofγ given by (12) in (11) we obtain that the sum-rate in (7c) is bounded

by (6c). This shows that a Gaussian input is optimal in (7) andthat the worst conditional marginal is such that one

of Y1|X2
andY2|X2

is the degraded version of the other.

Finally, in “strong interference” the region in (6) reducesto Th.II.2 because the bound in (6b) is redundant due

to (6c), while in “weak interference” it reduces to Th.II.1 because the closure of the region is determined by the

rates pairs for which (6a) and (6c) are met with equality as argued in [29, Ex. 4.3].

B. BC- based outer bounds

In this subsection we propose an outer bound that is tighter than the “strong interference” outer bound of Th.II.2

in the “strong interference” regime. The following observation is key: if we provide the primary transmitter with

the cognitive message, the G-CIFC becomes a Gaussian MIMO BC(with two antennas at the transmitter and one

antenna at each receiver) where the input is subject to a per-antenna power constraint, as originally used in [4, page

1819]. Thus, our proposed outer bound, valid for a fully general C-IFC is:

Theorem III.2. BC-based outer bound.The capacity of a general CIFC is contained in the following region

R(BC−PR) ∩ R([11, Thm. 4.1]), (13)

whereR(BC−PR) is the capacity region (or an outer bound) for theBC with private rates onlyobtained by allowing

the transmitters to fully cooperate and whereR([11, Thm. 4.1]) is the outer bound in [11, Thm. 4.1] given in (7).

Proof: The theorem follows from the fact that allowing transmittercooperation enlarges the capacity region

of the CIFC and results in a BC. The closed form expression ofR(BC−PR) is provided in Appendix C.

and can actually be capacity. Consider the G-CIFC with “strong interference”|b| > 1 and where the primary user

is silent, i.e.,P2 = 0. This channel is equivalent to a (degraded) BC with inputX1 whose capacityC(a, |b|, P1, 0)
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Fig. 3. The “strong interference” outer bound of Th.II.2 andthe capacity region of the G-CIFC withP2 = 0 and |b| > 1 (when the channel

reduces to degraded BC).

is given by [30]

R1 ≤ C

(
αP1

ᾱP1 + 1

)
,

R2 ≤ C(α|b|2P1),

taken over the union of allα ∈ [0, 1]. For P2 = 0, the “strong interference” outer bound of Th.II.2 reduces to

R1 ≤ C(P1),

R1 +R2 ≤ C(|b|2P1).

These two regions are shown in Fig. 3 where it is clear that the“strong interference” outer bound of Th.II.2 fully

contains the outer bound of the BC of Lemma VI.2. The two regions only coincide at the two Pareto optimal points

A and B in (39).

Th. III.2 is valid for a general channel. It may be further tightened for the Gaussian channel in the “strong

interference” regime. As previously noted in [12, Sec. 6.1], in the “strong interference” regime there is no loss of

optimality in having the primary receiver decode the cognitive message in addition to its own message. Indeed,

after decodingW2, receiver 2 can reconstructXN
2 (W2) and compute the following estimate of the receiver 1 output

Ỹ N
1 ,

Y N
2 −XN

2

|b| + aXN
2 +

√
1− 1

|b|2Z
N
0 ∼ Y N

1 , (14)

whereZN
0 ∼ NC(0, I) and independent of everything else. Hence, if receiver 1 candecodeW1 from Y N

1 , so can

receiver 2 fromỸ N
1 . For this reason the capacity region of the G-CIFC for|b| > 1 is unchanged if receiver 2 is

required to decoded both messages. If we further allow the two transmitters to fully cooperate, the resulting channel

is a Gaussian MIMO BC with degraded message sets, with per-antenna power constraint, where messageW2 is to

be decoded at receiver 2 only and messageW1 at both receivers. This implies that the bound in Th.III.2 may be
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tightened for G-CIFC with|b| > 1 by using the capacity of theGaussian MIMO BC with degraded message sets

(BC-DMS) instead of the capacity of theGaussian MIMO BC with private rates only(BC-PR):

Theorem III.3. BC-DMS-based outer bound. The capacity of a G-CIFC in “strong interference” (|b| > 1)

satisfies

C(a, |b|, P1, P2) ⊆ R(BC−DMS) ∩R(SI), (15)

whereR(BC−DMS) is the capacity of theMIMO BC with degraded message setsdetermined in [31], [32] andR(SI)

is the “strong interference” outer bound of Th. II.2.

RemarkIII.4 . The capacity of the of the general BC-DMS is derived in [31] and it is an outer bound for a general

CIFC in “strong interference”. This observation was also pointed out in the independent work of [33]. It is possible

to obtain the same outer bound by loosening the outer bound in[12, Th. 4], in particular by dropping [12, eq.

(33)] and lettingU = [V, U1]. Our contribution is to determine a simpler expression for the capacity region of the

Gaussian MIMO BC-DMS, in particular by proving the optimality of Gaussian inputs in the region of [31]; see

Appendix D-B.

The analytical evaluation of the outer bound region in (13) of Th.III.2 (or in (15) of Th.III.3) is quite involved

in general. For the special cases of degraded G-CIFC and of S-G-CIFC a closed form expression may be obtained

as follows.

Corollary III.5. BC-based outer bound for the degraded G-CIFC. For a degraded G-CIFC with1/a = |b| ≥ 1,

Th.III.2 and Th.III.3 coincide and reduce to

R1 ≤ C (αP1) , (16a)

R2 ≤ C

(
P2 + ᾱ|b|2P1 + 2

√
|b|2P1P2

1 + αP1

)
, (16b)

R1 +R2 ≤ C

(
P2 + |b|2P1 + 2

√
ᾱ|b|2P1P2

)
. (16c)

Moreover, theR2-bound from the MIMO BC capacity region (in (16b)) is more stringent than theR2-bound from

the “strong interference” outer bound (from the differenceof (16c) and (16a)) if

|b| ≥
√

P2

P1
+

√
1 +

P2

P1
.

Proof: See Appendix D.

Corollary III.6. BC-DMS-based outer bound for the S-G-CIFC. For a S-G-CIFC witha = 0 and |b| ≥ 1 the
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outer bound of Th.III.3 is contained in the region

R1 ≤ C (αP1) , (17a)

R2 ≤ C


P2 +

|b|2P1ᾱ

1 + αP1
+ 2

√
ᾱ|b|2P1P2

1 + αP1


 , (17b)

R1 +R2 ≤ C

(
P2 + |b|2P1 + 2

√
ᾱ|b|2P1P2

)
. (17c)

Moreover, theR2-bound from the MIMO BC capacity region (from (17b)) is more stringent than theR2-bound

from the “strong interference” outer bound (from the difference of (17c) and (17a)) if

|b| ≥
√
P2 + 1.

Proof: See Appendix D.

C. Outer bounds by transformation

Further outer bounds for the G-CIFC may be obtained by transforming the original G-CIFC into a different

channel for which capacity is known. In the transformed channel the transmitters can reproduce the channel outputs

of the original channel: this ensures that the transformation enlarges the capacity region thus providing an outer

bound for the original channel.

Theorem III.7. Outer bound by channel transformations. For the capacity regionC(a, |b|, P1, P2) we have

C(a, b, P1, P2) ⊆
⋂

A,B,C :|A|≥1,| C
1−B|b| |≥1

C

(
aA−B

C
,

C|b|
1−B|b| , (

√
|A|2P1 +

√
|B|2P2)

2, |C|2P2

)
.

Proof: See Appendix E.

Corollary III.8. Special cases of Th. III.7. The capacity of the G-CIFC,C(a, |b|, P1, P2) is contained in the

capacity region of the following channels:

• S-G-CIFC:

C(a, |b|, P1, P2) ⊆ C

(
0, |b|, |

√
P1 + a

√
P2|2, |1− a|b||2P2

)
,

• G-CIFC in “weak interference”:

C(a, |b|, P1, P2) ⊆ C

(
a, 1,

∣∣∣∣
√
|b|2P1 +

a(1− |b|)
a− 1

√
P2

∣∣∣∣
2

,

∣∣∣∣
a|b| − 1

a− 1

∣∣∣∣
2

P2

)
,

• G-CIFC in “very strong interference”:

C(a, |b|, P, P ) ⊆ C (|b|, |b|, P ′, P ′) , P ′ =
P

(|b|2 − 1)2
max{||b|2 − 1 + |b| − a|2, |1− a|b||2}

Proof: See Appendix E.
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RemarkIII.9 . The G-IFC with conferencing encoders of [34] encompasses the G-CIFC as a special case when

C12 = 0 andC21 = ∞. The outer bound in [34, Lemma 4.1] withC12 = 0 andC21 = ∞ is an outer bound

for the G-CIFC. This outer bound reduces to the “strong interference” outer bound of Th. II.2 when the channel

is a G-CIFC. In particular we notice that for a CIFC, unlike for a classical IFC and the IFC with conferencing

encoders, no bounds of the form2R1 +R2 are known. In [34] the authors provide an interesting interpretation of

this type of bound for a channel with and without conferencing transmitters. With regard to this interpretation we

point out that, with full a priori knowledge of the primary message, the cognitive transmitter can always pre-code

its message against the interference from the primary user and thus the strategy of the primary encoder never limits

the rate of the cognitive receiver.

IV. I NNER BOUNDS

In [11] we introduce a new inner bound for the Discrete Memoryless CIFC (DM-CIFC) and show that this scheme

encompasses all previously proposed achievable schemes asspecial cases; it is thus the largest known achievable

rate region to date. This achievable scheme also introducesnew transmission features that were crucial in proving

capacity for the semi-deterministic DM-CIFC [11, Sec. VIII]. Here we use the inner bound of [11] as a unified

framework to present the achievable schemes used in the remainder of the paper. In this section we introduce the

general achievable scheme in [11, Th. V.1] and use it to obtain six simple sub-schemes that will be used in the

following sections to prove capacity and constant gap results.

As the Gaussian CIFC encompasses classical interference, multiple-access and broadcast channels, the achievable

rate region of [11] incorporates a combination of the transmission techniques devised for these channels.

• Rate-splitting. Both the primary and the cognitive message are split into private and common parts, as in the

Han and Kobayashi scheme [35] for the IFC. Although rate-splitting was shown to be unnecessary in the “weak

interference” [6] and “very strong interference” [5] regimes of (1) and (5), respectively, it allows significant

rate improvement in the “strong interference” regime.

• Superposition-coding.The cognitive common message is superposed to the primary common message and

parts of the cognitive message are superposed to parts of theprimary message. Useful in multiple-access and

broadcast channels [27], a simple superposition of the primary and cognitive messages (all common) is capacity

achieving in the “very strong interference” regime [5].

• Pre-coding.Gel’fand-Pinsker coding [36], often referred to as binningor Dirty Paper Coding (DPC), allows a

transmitter to pre-code (portions of) the interference known to be experienced at the receiver. Binning is also

used by Marton in [18] to derive the largest known achievablerate region for the BC. In the scheme of [11],

binning is performed at the cognitive encoder for both the common and the private message and it allows for

the cancellation of interference from the primary transmitter.

• Broadcasting. In [11] we introduced the idea of having the cognitive encoder transmit part of the primary

message. This is made possible by the perfect knowledge of the primary message at the cognitive transmitter,

which is specific to this channel model. The additional primary message is superposed to the cognitive common



15

message and also pre-coded against the cognitive private message. The incorporation of the broadcast feature

at the cognitive transmitter was initially motivated by thefact that in certain regimes, this strategy was shown

to be capacity achieving for the high-SNR linear deterministic approximation of the CIFC [37].

The achievable scheme may be described as follows:

• Rate-splitting. The independent messagesW1 andW2, uniformly distributed onM1 = [1 : 2nR1 ] andM2 =

[1 : 2nR2 ] respectively, are rate split into the messagesWi, i ∈ {1c, 2c, 1pb, 2pb, 2pa}, all independent and

uniformly distributed on[1 : 2nRi ], each encoded using the RVUi.

• Primary encoder. Transmitter 2 sendsX2 that carries the private messageW2pa (“p” for private, “a” for

alone)superposedto the common messageW2c carried byU2c (“c” for common).

• Cognitive encoder.The common message of transmitter 1, encoded byU1c, is binned againstX2 conditioned

on U2c. The private message of transmitter 2,W2pb, encoded byU2pb (“b” for broadcast) and a portion of the

private message of transmitter 1,W1pb, encoded asU1pb, arebinned against each other as in Marton’s region

[18] conditioned onU1c, U2c, X2. Transmitter 1 sendsX1, which is a function of all the RVs.

• Primary decoder. Receiver 2 jointly decodesU2c (carryingW2c), U1c (carryingW1c), U2pb (carryingW2pb),

andX2 (carryingW2pa).

• Cognitive decoder.Receiver 1 jointly decodesU1c (carryingW1c), U2pb (carryingW2pb), andU1pb (carrying

W1pb).

• Analysis. The codebook generation, encoding, decoding and the error analysis are provided in [11].

Corollary IV.1. Achievable region R(RTD) in [11, Th.4.1].

A rate pair (R1, R2) such that

R1 = R1c +R1pb, (18a)

R2 = R2c +R2pa +R2pb (18b)
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is achievable for a general DM-CIFC if(R′
1c, R

′
1pb, R

′
2pb, R1c, R1pb, R2c, R2pa, R2pb) ∈ R

8
+ satisfies:

R′
1c ≥ I(U1c;X2|U2c) (19a)

R′
1c +R′

1pb ≥ I(U1pb;X2|U1c, U2c) + I(U1c;X2|U2c) (19b)

R′
1c +R′

1pb +R′
2pb ≥ I(U1pb;X2, U2pb|U1c, U2c) + I(U1c;X2|U2c) (19c)

R2c +R2pa + (R1c +R′
1c) + (R2pb +R′

2pb) ≤ I(Y2;U2pb, U1c, X2, U2c) + I(U1c;X2|U2c) (19d)

R2pa + (R1c +R′
1c) + (R2pb +R′

2pb) ≤ I(Y2;U2pb, U1c, X2|U2c) + I(U1c;X2|U2c) (19e)

R2pa + (R2pb +R′
2pb) ≤ I(Y2;U2pb, X2|U1c, U2c) + I(U1c;X2|U2c) (19f)

(R1c +R′
1c) + (R2pb +R′

2pb) ≤ I(Y2;U2pb, U1c|X2, U2c) + I(U1c;X2|U2c) (19g)

(R2pb +R′
2pb) ≤ I(Y2;U2pb|U1c, X2, U2c) (19h)

R2c + (R1c +R′
1c) + (R1pb +R′

1pb) ≤ I(Y1;U1pb, U1c, U2c), (19i)

(R1c +R′
1c) + (R1pb +R′

1pb) ≤ I(Y1;U1pb, U1c|U2c), (19j)

(R1pb +R′
1pb) ≤ I(Y1;U1pb|U1c, U2c), (19k)

for some input distribution

PY1,Y2,X1,X2,U1c,U2c,U2pa,U1pb,U2pb
= PU1c,U2c,U2pa,U1pb,U2pb,X1,X2

PY1,Y2|X1,X2
.

We now present six different sub-schemes obtained from the achievable scheme of Corollary IV.1 by reducing

the number of rate splits to at most three rather than five. By setting some rates to zero we may drop the

corresponding RVs and simplify the region in (19). The resulting transmission schemes are used in the rest of

the paper for achievability proofs (for capacity and constant gap results) and numerical evaluations. Tables I and

II help illustrate the different schemes: Table I shows, foreach scheme, which rate splits in theR(RTD) are set to

zero (the corresponding RV is in gray) and which ones are not (the corresponding RV is in black), while Table II

indicates which result will be proved with the corresponding scheme.

A. Achievable scheme withU2pb andU1pb: capacity achieving for the degraded broadcast channel.

Motivation: Achieve the capacity to within a finite gap in some parameterregime by having transmitter 2 silent.

Consider the case where transmitter 2 is silent and transmitter 1 transmits to both decoders. In this case, the

G-CIFC withP2 = 0 reduces to a degraded BC with inputX1 [38]. When|b| < 1, Y2 is a degraded version ofY1

and the maximum achievable rate region when transmitter 2 issilent is

R1 ≤ I(Y1;U1pb)− I(U1pb;U2pb)
[38]
= C(αP1), (20a)

R2 ≤ I(Y2;U2pb)
[38]
= C

(
ᾱ|b|2P1

1 + α|b|2P1

)
, (20b)
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TABLE I

THE ACHIEVABLE SCHEMES OFSECTION IV.

U1c

U2c

U1pb

X2 U2pb

X1

(A)
U1c

U2c

U1pb

X2 U2pb

X1

(B)
U1c

U2c

U1pb

X2 U2pb

X1

(C)

U1c

U2c

U1pb

X2 U2pb

X1

(D)
U1c

U2c

U1pb

X2 U2pb

X1

(E)
U1c

U2c

U1pb

X2 U2pb

X1

(F)

TABLE II

THE ROLE OF THE DIFFERENT ACHIEVABLE SCHEMES IN THE FOLLOWINGSECTIONS

Scheme U2c U1c X2 U1pb U2pb Role Where

(A) • • constant gap in a subspace of the parameter regionThm. VI.4

(B) • • capacity in “weak interference” Thm II.1, Thm. VI.1, Thm. VI.3

(C) • • • constant gap in the whole parameter region Thm. VI.1

(D) • • capacity in “very strong strong interference” Thm. II.3

constant gap in a subspace of the parameter regionThm. VI.4

(E) • • capacity in the “primary decodes cognitive” regimeThm. V.1, Thm. V.3

constant gap in a subspace of the parameter regionThm. VI.3, Thm. VI.4

(F) • • • Numerical results Sec.VII

taken over the union over of allα ∈ [0, 1]. When |b| ≥ 1, Y1 is a degraded version ofY2 and the maximum

achievable rate region when transmitter 2 is silent is

R1 ≤ I(Y1;U1pb)
[38]
= C

(
ᾱP1

1 + αP1

)
, (21a)

R2 ≤ I(Y2;U2pb|U1pb)
[38]
= C(|b|2αP1), (21b)

taken over the union of allα ∈ [0, 1].

B. Achievable scheme withX2 andU1pb: capacity achieving in the “weak interference” regime.

Motivation: Completeness.

In this scheme both messages are private and receiver 2 treats the interference from transmitter 1 as noise while

transmitter 1 performs perfect DPC against the interference from transmitter 2. This scheme achieves capacity in

the “weak interference regime” of Th.II.1 [6].

C. Achievable scheme withX2, U1pb andU2pb: capacity achieving in the semi-deterministic DM-CIFC.

Motivation: Achieve the “strong interference” outer bound to within a constant gap in the whole parameter regime.
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This achievable strategy is obtained by combining the previous two transmission schemes, scheme (A) and (B),

and it corresponds to the capacity achieving scheme for the semi-deterministic G-CIFC [11]. The broadcasting RV

U2pb appears only in theR(RTD) region and in [19], [25]. The achievable rate region is

R1 ≤ I(Y1;U1pb)− I(U1pb;X2)

(23)
= log(σ2

1pb + αP1)− log

(
σ2
1pb +

Var[X1 + aX2]

1 + Var[X1 + aX2]

)
, (22a)

R2 ≤ I(Y2;U2pb, X2)

(23)
= log(1 + Var[|b|X1 +X2])− log

(
1 +

σ2
2pbVar[|b|X1|X2

]

σ2
2pb +Var[|b|X1|X2

]

)
, (22b)

R1 +R2 ≤ I(Y2;U2pb, X2) + I(Y1;U1pb)− I(U1pb;U2pb, X2)

(23)

≤ (22a) + (22b) + log


1−

∣∣∣[|b|P1α−
√
σ2
1pbσ

2
2pb]

+
∣∣∣
2

(|b|2P1α+ σ2
2pb)(P1α+ 1)


 (22c)

where

X1pb ∼ NC(0, αP1)

X2 ∼ NC(0, P2), independent ofX1pb,

X1 = X1pb +

√
ᾱP1

P2
X2

U1pb = X1 + aX2 + Z1pb

U2pb = |b|X1 +X2 + Z2pb, (23)

and 
 Z1pb

Z2pb


 ∼ NC


0,


 σ2

1pb ρpb
√
σ2
1pbσ

2
2pb

ρ∗pb

√
σ2
1pbσ

2
2pb σ2

2pb




 ,

for |ρpb| ≤ 1. The assignment in (23) is inspired by the capacity achieving scheme for the semi-deterministic CIFC

of [11] whereU1pb andU2pb are set to be equal toY1 andY2 respectively. The inequality in (22c) is obtained by

optimizing ρpb as detailed in Th. VI.1.

D. Achievable scheme withU1c andU2c: capacity achieving in “very strong interference” regime.

Motivation: Completeness.

This scheme achieves the “strong interference” outer boundof Th. II.2 under the “very strong interference”
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conditions of Th. II.3 [10]. The achievable rate region is

R1 ≤ I(Y1;X1|X2)
(25)
= C((1 − |ρ|2)P1), (24a)

R1 ≤ I(Y2;X1|X2)
(25)
= C((1 − |ρ|2)|b|2P1), (24b)

R1 +R2 ≤ I(Y1;X1, X2)
(25)
= C(P1 + |a|2P2 + 2Re{a∗ρ}

√
P1P2), (24c)

R1 +R2 ≤ I(Y1;X1, X2)
(25)
= C(|b|2P1 + P2 + 2|b|Re{ρ}

√
P1P2), (24d)

where the RHS of (24) is achieved with the assignment

X1c ∼ NC(0, (1− |ρ|2)P1)

X2 ∼ NC(0, P2), independent ofX1c,

X1 = X1c + ρ

√
P1

P2
X2, (25)

for some |ρ| ≤ 1. This scheme was originally proposed for real-valued channels in [10]. Here we consider its

extension to complex-valued valued channels.

E. Achievable scheme withX2, U1c: capacity achieving in “primary decodes cognitive” regime.

Motivation: Achieve capacity in the “primary decodes cognitive” regime.

In this scheme the primary message is private while the cognitive message is public and binned against the

interference created by the primary user at the cognitive decoder. This scheme can also be obtained as a special

case of the scheme in [12] and [19]. The achievable rate region is

R1 ≤ I(Y1;U1c)− I(U1c;X2)

(28)
= f

(
a+

√
ᾱP1

P2
, 1;λ

)
, (26a)

R2 ≤ I(Y2;U1c, X2)− (I(Y2;U1c)− I(U1c;X2))

(28)
= C(P2 + |b|2P1 + 2

√
ᾱ|b|2P1P2)− f

(
1

|b| +
√

ᾱP1

P2
,

1

|b|2 ;λ
)
, (26b)

R1 +R2 ≤ I(Y2;U1c, X2)

(28)
= C(P2 + |b|2P1 + 2

√
ᾱ|b|2P1P2), (26c)

for

f(h, σ2;λ) , I(X1c + hX2 + σZ1;U1c)− I(U1c;X2)

(28)
= log


 σ2 + αP1

σ2 + αP1|h|2P2

αP1+|h|2P2+σ2

∣∣∣ λ
λCosta(h,σ2) − 1

∣∣∣
2


 ,
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with

λCosta(h, σ
2) ,

αP1

αP1 + σ2
h, (27)

and where the RHS of (26) is achieved with the assignment

X1c ∼ NC(0, αP1)

X2 ∼ NC(0, P2)

X1 ∼ X1c +

√
ᾱP1

P2
X2

U1c = X1c + λX2, (28a)

for someα ∈ [0, 1] andλ ∈ C. Note thatf(h, σ2;λ) ≥ 0 if
∣∣∣ λ
λCosta(h,σ2) − 1

∣∣∣
2

≤ 1 + αP1 + σ2

|h|2P2
.

F. Achievable scheme withU2c, X2 andU1c.

Motivation: Achieve capacity in the largest subset of the “strong interference” regime.

As for scheme (C), this scheme is obtained by combining the previous two schemes, scheme (D) and (E). The

achievable rate region is

R1 ≤ I(Y1;U1c|U2c)− I(X2;U1c|U2c), (29a)

R1 ≤ I(Y2;U1c, X2|U2c), (29b)

R1 +R2 ≤ I(Y2;U2c, X2, X1c), (29c)

R1 +R2 ≤ I(Y2;X2|U1c, U2c) + I(Y1;U1c, U2c), (29d)

2R1 +R2 ≤ I(Y2;U1c, X2|U2c) + I(Y1;U1c, U2c)− I(U1c;X2|U2c). (29e)

In particular, we consider the choice of RVs

X2c, X2pa, X1c ∼ iid NC(0, 1) (30a)

X2 =
√
βP2X2c +

√
β̄P2X2pa (30b)

X1 =
√
αP1X1c +

√
ᾱP1

(√
γX2c +

√
γ̄X2pa

)
(30c)

U1c = X1c + λX2pa (30d)

U2c = X2c. (30e)

This scheme unifies the two schemes that achieve capacity in two different parameter regimes of of|b| > 1 and

hence is the scheme that achieves capacity in the largest subset of the “strong interference” regime.
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V. NEW CAPACITY RESULTS

We now present two new capacity results for the G-CIFC. The first capacity result uses scheme (E) to achieve the

“strong interference” outer bound in what we term the “primary decodes cognitive” regime, a subset of the “strong

interference” regime that is not included in the “very strong interference” regime of Th. II.3, for which capacity is

already known. The second capacity result focuses on the S-G-CIFC where we show that the BC-DMS-based outer

bound of Th.III.2 is achieved by scheme (E) for a large set of parameters where capacity was previously unknown.

Although the two results involve the same achievable scheme(E), in the first result the cognitive receiver performs

Costa’s “interference pre-cancellation” (or pre-coding)of the interference from the primary receiver while, in the

second result, no pre-coding in necessary. In scheme (E) thepre-coding operation has an interesting effect on the

rate region that we investigate in detail in Remark V.2.

Before presenting the new results, we describe scheme (E) inmore detail. The achievable rate region is expressed

in two parameters:α and λ. The parameterα denotes the fraction of power that encoder 1 employs to transmit

its own message versus the power to broadcastX2. For α = 0, transmitter 1 uses all its power to broadcastX2

as in a virtual Multiple Input Single Output (MISO) channel.Whenα = 1, transmitter 1 utilizes all its power to

transmitX1c. The parameterλ controls the amount of interference (created byX2 at receiver 1) “pre-cancellation”

achievable using DPC at transmitter 1. Withλ = 0, no DPC is performed at transmitter 1 and the interference due

to X2 is treated as noise. On the other hand, withλ = λCosta for

λCosta

(
a+

√
ᾱP1

P2
, 1

)
, λCosta 1,

with λCosta(·, ·) defined in (27), the interference due toX2 at receiver 1 is completely “pre-canceled”, thus achieving

the maximum possible rateR1. Different values ofλ are not usually investigated because, as long as the interference

is a nuisance (i.e., no node in the network has information toextract from the interference), the best is to completely

“pre-cancel” it by usingλ = λCosta(h, σ
2).

However,λ influences not only the rateR1 in (26a), but also the rateR2 in (26b). An interesting question is

whetherλ 6= λCosta 1, although it does not achieve the largest possibleR1, would improve the achievable rate

region by sufficiently boosting the rateR2. We comment on this question later on in Section VII-D. At this point

we make the following observation:R1 is a concave function inλ, symmetric aroundλ = λCosta 1 and with a

global maximum atλ = λCosta 1, while R2 is a convex function inλ, symmetric aroundλ = λCosta 2 and with a

global minimum atλ = λCosta 2, where

λCosta

(
1

|b| +
√

ᾱP1

P2
,

1

|b|2

)
, λCosta 2.

Fig. 4 showsR1 in (26a) andR2 in (26b) as a function ofλ ∈ R, for P1 = P2 = 6, b =
√
2, a =

√
0.3, and

α = 0.5. For the chosen parameters, we observe a trade-off among therates:λ = λCosta 1 achieves the maximum

for R1, but it achieves close to the minimum forR2. This observation will help in understanding why scheme (E)

does not perform well in certain parameter regimes as will bepointed out in Remark V.2.
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Fig. 4. The bound forR1 in (26a) (bottom) and the bound forR2 in (26b) (top) as a function ofλ ∈ R, for P1 = P2 = 6, b =
√
2,

a =
√
0.3, α = 0.5.

A. New capacity results for the C-CIFC.

Theorem V.1. Capacity in the “primary decodes cognitive” regime. When|b| > 1 and

P2|1− a|b||2 ≥ (|b|2 − 1)(1 + P1 + |a|2P2)− P1P2

∣∣1− a|b|
∣∣2, (31a)

P2|1− a|b||2 ≥ (|b|2 − 1)(1 + P1 + |a|2P2 + 2Re{a}
√
P1P2), (31b)

the “strong interference” outer bound of Th.II.2 is tight and achieved by scheme (E).

The “primary decodes cognitive” regime, illustrated in Fig. 5 in the(a, |b|)-plane fora ∈ R andP1 = P2 = 10,

covers parts of the “strong interference” regime|b| > 1 where capacity was not known. It also shows that the

scheme in (26) (i.e., scheme (E)) is capacity achieving for part of the “very strong interference” region in (5), thus

providing an alternative capacity achieving scheme to superposition coding [10] (i.e., scheme (D)).

Proof: We compare the achievable scheme (E) in Section IV-E with the“strong interference” outer bound of

Th.II.2. Scheme (E) for|b| > 1, λ = λCosta 1 and the assignment in (26). This achieves (6a)=(26a) and (6c)=(26c)

(and (6b) is redundant). Therefore the “strong interference” outer bound is achievable when ((26a)+(26b))≥(6b),
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Fig. 5. A representation of the capacity result of Th.V.1 fora G-CIFC witha ∈ R, P1 = P2 = 10 and (a, |b|) ∈ [−5, 5]× [0, 5].

i.e. when

C(αP1) = f
(
a+

√
ᾱP1

P2
, 1;λCosta 1

)
≥ f

(
1
|b| +

√
ᾱP1

P2
, 1
|b|2 ;λCosta 1

)
, ∀α ∈ [0, 1],

⇐⇒ αP1 + |lCostaa|2P2 −

∣∣∣|b|αP1 + λ
(
P2 +

√
ᾱ|b|2P1P2

)∣∣∣
2

|b|2P1 + P2 + 2
√
ᾱ|b|2P1P2 + 1

≥ αP1
αP1 + 1 , ∀α ∈ [0, 1],

⇐⇒
(

αP1
αP1 + 1

)2 Q(α)

1 + |b|2P1 + P2 + 2
√
ᾱ|b|2P1P2

≥ 0, ∀α ∈ [0, 1], (32a)

where

Q(α) , P2

∣∣1− a|b|
∣∣2(αP1 + 1)− (|b|2 − 1)

(
P1 + |a|2P2 + 2Re{a}

√
ᾱP1P2 + 1

)
.

Clearly the condition in (32a) is verified if for allα ∈ [0, 1] we haveQ(α) ≥ 0. Q(α) is a quadratic function in

x =
√
1− α of the formc1x

2 + c2x+ c3 with c1 = −P1P2|1− a|b||2 ≤ 0, which implies thatQ(α) is concave in

α. Hence, the inequality in (32a) is verified for everyα ∈ [0, 1] if it is verified for α = 1 andα = 0. The condition

Q(0) ≥ 0 corresponds to (31b) while the conditionQ(1) ≥ 0 corresponds to (31a).

RemarkV.2. Previous capacity results for the G-CIFC imposed conditions on the channel parameters that lent

themselves well to “natural” interpretations. For example, the “weak interference” conditionI(Y1;X1|X2) ≥
I(Y2;X1|X2) of [6] in (1) suggests that decodingX1 at receiver 2, even after having decoded the intended message

in X2, would constrain the rateR1 too much, thus preventing it from achieving the interference-free rate in (6a). The

“very strong interference” conditionI(Y1;X1, X2) ≥ I(Y2;X1, X2) of [10] in (3) suggests that requiring receiver 1

to decode both messages should not prevent achieving the maximum sum-rate at receiver 2 given by (6c). A similar

intuition about the new “primary decodes cognitive” capacity condition in (31) unfortunately does not emerge from

the proof of Th.V.1.
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Fig. 6. Condition (33) for different values ofP1 = P2 = P for a G-CIFC witha ∈ R and (a, |b|) ∈ [−0.5, 1, 5]× [1, 5].

To provide some insight on the achievability conditions of Thm. V.1, we focus on the condition in (31a). When

(31a) is verified, scheme (E) in Section IV-E achieves the “strong interference outer” bound point forα = 0 in

(4): to achieve more points on the “strong interference” outer bound Th. II.2 stricter conditions are necessary; to

achieve all the points on the outer bound, both conditions (31a) and (31b) must be verified.

A representation of the region where the condition in (31a) holds is depicted in Fig. 6 for the casea ∈ R and

P1 = P2 = P with increasingP , in which case (31a) becomes

P (P + 1)|1− a|b||2 ≥ (|b|2 − 1)(P + 1 + |a|2P ). (33)

We observe that, asP increases, the region where the condition in (33) is not verified shrinks. Indeed, asP → ∞,

the condition in (33) is always verified unless the channel isdegraded (i.e.,a|b| = 1). For a degraded channel with

“strong interference”, the primary receiver is able to reconstructY1 from Y2 onceW2 has been decoded, as seen

in (14). This means thatU1c may be decoded at the primary receiver with no rate penalty for the cognitive user.

Under this condition, the scheme with a common cognitive message and a private primary one seems a natural

choice, reminiscent of the capacity achieving scheme in thedegraded BC. Despite this intuition, in a degraded

channel with large powerP , λCosta 1 approachesλCosta 2 (similarly to the case depicted in Fig. 4) and thus the

maximum of the rateR1 in (26a) approaches the minimum of the rateR2 in (26b). This rate penalty for the

R2-bound prevents us from achieving the “strong interference” outer bound point forα = 0 in (4) whena|b| = 1.
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Another consideration provides further insight on the condition in (31a): take a channel where

1

|b| = a
P1

P1 + 1
. (34)

Then, asP1 → ∞ in (34) and forα = 0, this condition approaches the degraded conditiona|b| = 1. For this choice

of a, Y2 may be rewritten asY2 = |b|U1c + Z2, so that theR2-bound of (26b) forα = 0 becomes

R2 ≤ I(Y2, U1c;X2) = I(U1c;X2) = C

(
P2

|b|2P1

)
.

This observation reveals an interesting aspect of the RVU1c. U1c is DPC coded againstX2 with the objective to

remove (some of) the interference created byX2 at Y1. However, decoder 2 is not interested in removingX2 from

Y2 (it must decodeX2!). Hence, for decoder 2,U1c acts as “side information” when decodingX2. Now, bothU1c

andY2 containX2, but for this specific choice of parametersY2 is a noisy version ofU1c. This shows why the

scheme performs poorly close to the degraded line: there is no gain for receiver 2 from having two observations

(i.e., Y2 andU1c) of the intended messageX2 as they are noisy versions of each other.

B. New capacity results for the S-G-CIFC.

Theorem V.3. Capacity for S-G-CIFC. For an S-G-CIFC (i.e.,a = 0) with

|b| ≤
√
1 + P2

(
1− P1

P1 + 1

)
(35)

or with

|b| ≥
√
P1P2 + P2 + 1 +

√
P1P2 (36)

Th. III.6 is tight.

Proof: When |b| ≤ 1, capacity is known so we focus only on the case|b| > 1. By settinga = 0 in Th.V.1 we

obtain that scheme (E) withλ = λCosta 1 achieves the “strong interference” outer bound for

(|b|2 − 1)(1 + P1) ≤ min{P2, P2(1 + P1)} = P2,

which is equivalent to (35).

Scheme (E) withλ = 0 achieves

R1 ≤ I(Y1;U1c)− I(U1c;X2) = I(Y1;U1c) = C

(
αP1

1+ᾱP1

)
,

R2 ≤ I(Y2, U1c;X2) = I(Y2;X2|U1c) = C

(
(
√
P2 +

√
ᾱ|b|2P1)

2
)
,

R1 +R2 ≤ I(Y2;X2, U1c) = C

(
α|b|2P1 + (

√
P2 +

√
ᾱ|b|2P1)

2
)
.

In this case the MIMO-BC outer bound may be achieved when the sum rate outer bound (17c) is redundant, that

is, if

1 + P2 + |b|2P1 + 2
√
ᾱ|b|2P1P2 ≥ 1 + P1

1 + ᾱP1
(1 + P2 + |b|2P1 − α|b|2P1 + 2

√
ᾱ|b|2P1P2) ∀α ∈ [0, 1]

⇐⇒ |b|2 ≥ 1 + P2 + 2
√
ᾱ|b|2P1P2 ∀α ∈ [0, 1]

⇐⇒ |b|2 ≥ 1 + P2 + 2
√
|b|2P1P2
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Fig. 7. A schematic representation of the capacity results for the S-G-CIFC in Th. V.3.

which corresponds to (36).

A representation of the region where capacity is known for the S-G CIFC is depicted in Fig. 7. Capacity remains

unknown for √
1 + P2

(
1− P1

P1 + 1

)
≤ |b| ≤

√
1 + P2 + P1P2 +

√
P1P2

VI. CAPACITY TO WITHIN A CONSTANT GAP

In the last couple of years a novel approach to the difficult task of determining the capacity region of a multi-user

Gaussian network has been suggested. Rather than proving anequality between inner and outer bounds, the authors

of [39] (and references therein) advocate a powerful new method for obtaining achievable rate regions that lie

within a bounded distance from capacity region outer bounds, thereby determining the capacity region towithin a

constant gapfor any channel configuration. Two measures are used to determine the distance between inner and

outer bounds: the additive gap and the multiplicative gap. An additive gap corresponds to a finite difference between

inner and outer bound, while a multiplicative gap corresponds to a finite ratio. The additive gap is useful at high

SNR, where the difference between inner and outer bound is small in comparison to the magnitude of the capacity

region, while the multiplicative gap is useful at low SNR, where the ratio between inner and outer bounds is a more

indicative measure of their distance. In this section we show the capacity to within an additive gap of half a bit/s/Hz

per real dimension and to within a multiplicative gap of a factor two. We also determine additional constant gap

results that suggest which strategies approach the “stronginterference” outer bound in different parameter regimes.

Since the expressions of the BC-based outer bound of Th. III.2 and of the BC-DMS-based outer bound of Th. III.3

involve many parameters over which to optimize, it is not analytically straightforward to determine conditions for

achievability; for this reason we restrict our attention tothe “strong interference” outer bound of Th. II.2. These

results are derived for the complex-valued channel and rather than for the real-valued channel as done in [7].



27

Theorem VI.1. Additive gap.Capacity is known to within half a bit/s/Hz per real dimension.

Proof: The capacity for weak interference (|b| ≤ 1) was determined in [6], so we only need to concentrate on

the strong interference regime (|b| > 1). We show the achievability of the “strong interference” outer bound in (4)

to within a constant additive gap using the scheme (E) of Section IV-C with the assignment in (23). The assignment

proposed in (23) is inspired by the capacity achieving scheme for deterministic channels in [11], where we showed

that settingUc = Yc, c ∈ {1, 2}, is optimal. In a noisy channel, it is not possible to chooseUc = Yc; we mimic

this by settingUc ∼ Yc, c ∈ {1, 2}.

Consider the achievable rate region in (22) and note that

Var[X1 + aX2] = P1 + |a|2P2 + 2Re{a}
√
ᾱP1P2,

Var[|b|X1 +X2] = |b|2P1 + P2 + 2
√
ᾱ|b|2P1P2.

The inequality in (22c) follows by choosing

ρpb = argmin
ρ

I(U1;U2|X2)

= argmin
ρ

|E[U1U
∗
2 |X2]|2

= argmin
ρ

∣∣∣|b|P1α+ ρ
√
σ2
1pbσ

2
2pb

∣∣∣
2

= −min



1,

|b|P1α√
σ2
1pbσ

2
2pb



 .

With σ2
2pb = 0 andσ2

1pb = 1 in (22) we have

R1 ≤ log(1 + αP1)− GAP(α), (37a)

R1 +R2 ≤ log(1 + Var[|b|X1 +X2])− GAP(α), (37b)

with GAP(α) bounded as

GAP(α) = log

(
1 +

Var[X1 + aX2]

1 + Var[X1 + aX2]

)
≤ log(2) = 1,

as claimed. Notice that withσ2
2pb = 0, theR2-bound in (22b) is equivalent to the sum-rate outer bound in (4b) and

it is thus redundant.

To prove the multiplicative gap result, we utilize a looser version of Th. III.1 that we present in the next lemma.

Lemma VI.2. “Piecewise linear strong interference” outer bound. The outer bound of Th.III.1 for|b| > 1 is

contained in the regionR(PL−SI) defined as:

R1 ≤ C (P1) , (38a)

R1 +R2 ≤ C

(
(
√
|b|2P1 +

√
P2)

2
)
. (38b)
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Proof: The bound in (38a) (respectively (38b)) is obtained by considering the maximum value of (6a)

(respectively (6c)) overα ∈ [0, 1].

The regionR(PL−SI) in (38) has two Pareto optimal points:

A =
(
0,C

(
(
√
|b|2P1 +

√
P2)

2
))

, (39a)

B =
(
C(P1),C((

√
|b|2P1 +

√
P2)

2)− C(P1)
)
. (39b)

The point A is on the boundary of the “strong interference” outer bound regionR(SI) of Th.II.2 while Point B has

the sameR1-coordinate as the point forα = 0 in R(SI), given by

C =
(
C(P1),C(|b|2P1 + P2)− C(P1)

)
, (40)

but lies outsideR(SI). However the two points are no more than one bit away, i.e.,R
(B)
2 ≤ log(2) + R

(C)
2 , as we

will show later.

Theorem VI.3. Multiplicative gap. For a Gaussian C-IFC, the capacity is known to within a factortwo.

Proof: The capacity for weak interference (|b| ≤ 1) was determined in [6], thus we only need to concentrate

on the strong interference regime (|b| > 1).

Outer bound:

We use the “piecewise linear strong interference” outer bound of Lemma VI.2, in particular we rewrite the outer

bound as

R2 ≤ log
(
1 + |b|2P1 + P2 + 2

√
|b|2P1P2

)
−R1

, R
(PL−SI)
2 (R1), (41)

for R1 ∈ [0, log(1 + P1)].

Achievability to within a factor two:Consider the following TDMA strategy. The rate-point

(R1, R2) = (log(1 + P1), 0) ,

is achievable by silencing the primary transmitter, while the rate-point A in (39a) is achievable by beamforming.

Hence, the following region is achievable by time sharing

R2 ≤
(
1− R1

log(1 + P1)

)
log(1 + (

√
|b|2P1 +

√
P2)

2)

, R
(tdma)
2 (R1). (42)

The multiplicative gap is given by the smallestM ≥ 1 for which

MR
(tdma)
2 (R1/M) ≥ R

(PL−SI)
2 (R1), (43)

that is
(
1− R1

M log(1 + P1)

)
M log(1 + (

√
|b|2P1 +

√
P2)

2)− log
(
1 + (

√
|b|2P1 +

√
P2)

2
)
+R1 ≥ 0. (44)
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Fig. 8. A graphical representation of Th. VI.1 and Th. VI.3.

The LHS of (44) is a linear function ofR1 and thus has at most one zero. From this, it follows that the inequality

in (44) is verified for everyR1 ∈ [0, log(1+P1)] if it is verified at the boundary points of the interval. ForR1 = 0,

the inequality is verified forM ≥ 1 while for R1 = log(1 + P1) it is verified if M ≥ 2; thus the smallestM for

which (44) is verified for all channels isM = 2.

We remark here that we consider the multiplicative gap as theratio of the outer bound over the inner bound; as

originally introduced in [40] the multiplicative gap is defined as the ratio between the inner bound over the outer

bound.

A schematic plot of the proofs of Th. VI.1, Th. VI.3 and Lemma VI.2 is provided in Fig. 8. The green hatched area

represents the achievable rate region with scheme (E) in (22) which lies to within half a bit/s/Hz per real dimension

from the “strong interference” outer bound of (4), illustrated by a solid blue line. The green cross-hatched area

represents the achievable rate region with time sharing in (42) while the green dashed line is the region in (42)

multiplied by a factor two, which contains the “piecewise linear strong interference outer bound” in (38), illustrated

by a dotted blue line.
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TABLE III

FURTHER CONSTANT GAP RESULTS

What Scheme Regime gap

perfect interference cancelation (E) P2(1 + |a|2 − 2Re{a}|b|) ≥ (b2 − 1)(P1 + 1)− P1P2|1− |a|b|2 .5

non perfect interference cancelation(E) |b| > 1 and |b|2P1 ≤ P2 1.87

cognitive (A) |b| ≤ 1 and |b|2P1 > P2 1

broadcasting (A) |b| > 1 and |b|2P1 > P2 1.5

interference stripping (D) |a| ≥ 1, |b| > 1 and |b|2P1 ≤ P2 1.5

A. Additional constant gap results

In this section we provide additional additive gap results for specific subsets of the parameter region. Our aim

is to provide insights on the relationship between inner andouter bounds for the region where capacity is still

unknown.

Corollary VI.4. The additive gaps between inner and outer bound in Table III are achievable under the prescribed

conditions.

Proof: See Appendix F.

In particular we consider four transmission strategies andshow where they achieve capacity to within a constant

gap:

• Perfect interference cancelation.Scheme (E) with Costa’s DPC achieves the “strong interference” outer

bound to within a constant gap in a larger parameter region than the “primary decodes cognitive” regime,

where it achieves capacity.

• Non perfect interference cancelation.The scheme (E) with a specific DPC strategy achieves the “strong

interference” outer bound to within a constant gap when the SNR is larger the INR at the primary receiver.

The choice of DPC differs from Costa’s and it favors the decoding of the common cognitive message at the

primary decoder and enhances the performance for channel parameters close to the degraded G-CIFC.

• Cognitive broadcasting.When the INR is larger that the SNR the primary receiver, scheme (A) achieves a

constant gap from the outer bound in both the “weak” and the “strong interference” regime. In this scheme

the primary transmitter is silent and the cognitive transmitter acts as a broadcast trasmitter.

• Interference stripping. Scheme (D) achieves the “strong interference” outer bound to within a constant gap

in a larger parameter region than the “very strong interference” regime, where it achieves capacity. In this

scheme both decoders decode both messages as in a compound MAC.

VII. N UMERICAL RESULTS

We now revisit each of the previous sections and provide numerical examples of the results therein. In the

following we restrict ourselves to real-valued input/output G-CIFC so as to reduce the dimensionality of the search

space for the optimal parameter values.
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A. Section III: Outer bounds

In Section III we introduced the tightest outer bound for a GCIFC in “strong intereference”, obtained as the

intersection of the “strong interference” outer bound of Th. II.2 and the BC based outer bound of Th. III.2. This

outer bound has a simple closed form expression for the degraded G-CIFC and the S-G-CIFC: Fig. 9 and Fig. 10

present the result of Corollaries III.5 and III.6 respectively, where the intersection of the “strong interference” outer

bound and the BC-based outer bound for the degraded G-CIFC and the S-G-CIFC is derived. Note that we chose

two channels where the two bounds intersect for someR1 ∈ (0,C(P1)] and neither bound strictly includes the

other. The two outer bounds coincide at the point A in (39a). The maximum rateR1 in the “strong interference”

outer bound and the BC-based outer bound for the S-G-CIFC arethe same: in this channel transmitter 2 does not

influence the output at receiver 1 and hence full receiver cooperation does not increase the maximum attainable

rateR1.

Fig. 9. The “strong interference” outer bound and the BC-based outer bound for the degraded G-CIFC.

For a general G-CIFC the intersection between the “strong interference” and the BC-based outer bound has

no simple closed form expression. Consequently, it is difficult to determine where one dominates and find their

intersection analytically. In Fig. 11 we show that the two bounds can intersect up to two times.
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Fig. 10. The “strong interference” outer bound and the BC-based outer bound for theS-G-CIFC (right).

The outer bounds of Th. III.7 are presented in Fig. 12 which shows that these outer bounds may be tighter

than either the “strong interference” or the BC-based outerbounds. Unfortunately, in the examples we considered,

we did not find an instance where the outer bounds of Th. III.7 were tighter than the intersection of the “strong

interference” and the BC-based outer bound. Despite this, we believe that our approach in transforming the channel

provides a general, useful tool to derive outer bounds for channels with cognition.

B. Section IV: Inner bounds

In Section IV we introduced theR(RTD) achievable rate region and derived six sub-schemes from this general

inner bound: in the following we plot these sub-schemes for the degraded channel, the S channel and a general

G-CIFC. The “strong interference” and the “weak interference” outer bounds are provided for reference. Note that

both the achievable rate regions and the outer bounds are expressed as a function of one parameter only,α ∈ [0, 1],

that controls the amount of cooperation between the cognitive and the primary transmitters.

We begin by considering the degraded G-CIFC in Fig. 13. The scheme that yields the largest achievable rate

region in scheme (E) with the choiceλ = λCosta 1. Despite its superior performance (to other presented schemes)

we may analytically show that this scheme cannot achieve either the “strong interference” or the BC-based outer

bound.
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Fig. 11. The “strong interference” outer bound and the MIMO BC outer bound for a general G-CIFC in proximity to point C.

Fig. 12. The outer bounds of Lemma III.7 alongside the “strong interference” outer bound and the BC-based outer bound.

Both schemes (A) and (B) treat the interference at noise at receiver 1 and thus the maximumR1 may be achieved

only by silencing transmitter 2. For this reasonR2 → 0 asR1 → C(P1) for these two schemes.

The channels parameters are chosen to show how scheme (E) with the choiceλ = λCosta 1 achieves the “strong

interference” outer bound for a subset ofR1 ∈ (0,C(P1)] where the inequality in (32a) holds. The figure also

shows how, in the S channel, it is possible to achieve the outer bound forR1 = C(P1) with scheme (E) without
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Fig. 13. The different schemes of Section IV for the degradedG-CIFC.

Fig. 14. The achievable schemes of Section IV for the S-G-CIFC.

DPC. This is possible only in this channel, sinceX2 does not influenceY1 and no rate loss occurs at the cognitive

receiver by treating the interference as noise. Note that scheme (D) performs the worst among all the achievable

schemes: in this scheme the cognitive receiver isrequired to decode both messages – a very stringent constraint

sinceY1 does not containX2. In particular,R2 → 0 whenR1 → C(P1) as in schemes (A) and (B): this is so

becauseR1 = C(P1) may be achieved with scheme (D) only forY1 independent ofX2.

A general G-CIFC in Fig. 15. In this example, scheme (E) withλ = 0 performs better than the scheme with

λ = λCosta 1 for small R1 while the opposite is true for largeR1. This is the first instance in which we see that

a single choice ofλ does not yield the largest inner bound: for small INR, is better for the cognitive user to treat
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Fig. 15. The achievable schemes of Section IV for a general G-CIFC.

the interference as noise, while for large INR it is more advantageous to perform Costa’s DPC.

From Section III-B we know that, for|b| > 1, the cognitive receiver can decode the primary message withno

additional rate penalties; this may be observed by comparing scheme (E) with Costa’s DPC and scheme (B). The

primary message is private in both schemes while the cognitive message is common in scheme (E) and private

in scheme (B). Since the primary receiver can decode the cognitive message at no cost, scheme (E) with Costa’s

DPC achieves larger rates than scheme (B). When no DPC is used(λ = 0) in scheme (E), the cognitive receiver

observes an equivalent additive Gaussian noise noise of variance1 + |a|2P2: for this region rateR1 is always

bounded byR1 ≤ C(P1/(1 + |a|2P2)) and thus scheme (B) outperforms scheme (E) with no DPC in the interval

R1 ∈ [C(P1/(1 + |a|2P2),C(P1)].

The scheme (F) in Section IV-F unifies capacity achieving schemes in the “very strong interference” and the

“primary decodes cognitive” regimes. It is possible that byunifying the two schemes, we may show achievability

in a larger region than the union of the two regimes. Unfortunately determining the achievability conditions in

closed form is not straightforward as it requires the optimization of the four parameters in (30). In Fig. 16 we show

through numerical evaluation that scheme (F) indeed achieves a larger region of than the union of the schemes (E)

and (D). Whether this scheme achieves capacity for a larger parameter region remains an open question.

C. Section V: New capacity results

In Section V we determine new capacity results for the “primary decodes cognitive” regime both for a general G-

CIFC and the S-G-CIFC. In Fig. 17 we plot the “primary decodescognitive” regime in (31) for different transmitter

powersP1 = P2 = P . Note that the “weak interference” and the “very strong interference” regimes do not depend

on P so their plot does not vary. As the powerP increases, the “primary decodes cognitive” region expandsfrom

the line |b| = 1 to cover a larger region around the degraded line. Interestingly the “primary decodes cognitive”
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Fig. 16. The achievable region of schemes (D), (E) and (F) fora general G-CIFC.

regime intersects with the “very strong interference” regime, thus showing that the “strong interference” outer bound

may be achieved with two different transmission schemes forsome channels.

In a similar fashion, Fig. 18 shows the capacity results of Th. V.3 for the caseP1 = P2 = P on the planeP ×|b|.
For equal transmitter powers, the conditions in (35) and in (36) become

|b|2 ≤ 2P + 1

P + 1
≈ 2 (45a)

|b|2 ≥ P +
√
P 2 + P + 1 ≈ 2P (45b)

and these two asymptotic behaviors are clearly visible in Fig. 18.

D. Section VI: Capacity to within a constant gap

In Th. VI.1 we established the capacity of a general G-CIFC towithin half a bit/s/Hz with a specific assignment in

the region of (22). This specific assignment was chosen to mimic the capacity achieving scheme in the deterministic

CIFC of [11] and partially optimized to yield the smallest gap between inner and outer bound. A larger achievable

rate region could be obtained by considering the scheme C with the assignment of RV

U1pb = X1 + c1X2 + Z1pb (46a)

U2pb = c2X1 +X2 + Z2pb, (46b)

in (23). The region in (22) considers only the casec1 = a, c2 = |b| while the assignment in (46) parameterizes any

covariance matrixCov ([X1 X2 U1pb U2pb]). Unfortunately, this scheme is parametrized by five coefficients and

the algebraic optimization of the additional parameters isquite involved.

Instead, in Figure 19, we may use numerical evaluations to investigate the rate improvements that may be obtained

with the more general achievable scheme of (46). We considera degraded G-CIFC with high power and show that
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Fig. 17. The “primary decodes cognitive” region for different powersP1 = P2 = P for a G-CIFC witha ∈ R and(a, |b|) ∈ [−5, 5]× [0, 5].

this choice of RVs greatly improves on the result in Thm. VI.1. With the assignment in (22) it is not possible to

approach the outer bound of Thm. III.5 for largeR1. On the other hand, with the more general formulation of the

auxiliary RVs in (46), it is possible to greatly reduce the distance between inner and outer bounds.

Although the scheme (E) in Section IV-E does not achieve capacity outside the “primary decodes cognitive”

regime, we next show by numerical evaluation that scheme (E)is close to optimal for a general channel in “strong

interference”, especially when considering the union overall λ ∈ C instead of the choiceλ = λCosta 1. Fig. 20

shows the position of point

D(λ) =
(
(26a),min{(26b), (26c)− (26a)}

)

in the rangeλ ∈ [0, 2λCosta 1], for a fixedα(in), together with the outer bound point C forα(out) = α(in). Under the

“primary decodes cognitive” condition,D(λCosta 1) = C for everyα ∈ [0, 1]. However, here we show a channel

where the condition in (31a) is not satisfied. In this case thechoiceλ = λCosta 1 minimizes the distance of the

R1-coordinate between D and C, but it does not minimize the Euclidean distance between the two points.

The rate improvements that may be obtained with anyλ ∈ C are exemplified in Fig. 21. In this figure we plot

the achievable rate regions of (26) obtained forλ = 0, λ = λCosta 1 and anyλ ∈ [0, 2λCosta 1]. Unlike Fig. 15,

the scheme forλ = λCosta 1 strictly outperforms the scheme forλ = 0; the choiceλ ∈ [0, 2λCosta 1] not only

includes the previous regions but improves on the caseλ = λCosta 1 as well. The inner bound point forR1 = 0
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Fig. 18. The capacity results for the S-G-CIFC for the caseP1 = P2 = P for (P, |b|) ∈ [0, 5]× [0, 5].

Fig. 19. The achievable region of scheme C with the assignment of RVs in (23) and in (46).
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Fig. 20. A plot of pointsC(λ) and D(λ) for α = 0.5, together with the “strong interference” bound for the G-CIFC with parameters

P1 = P2 = 6, b =
√
2 anda =

√
0.3.

corresponds to point A in (39a) and is always achievable; theinner bound point forR1 = C(P1) may be achieved

only for λ = λCosta 1.

VIII. C ONCLUSION AND FUTURE WORK

In this paper we presented outer bounds, inner bounds, and new capacity results for the Gaussian cognitive

interference channel. We derived the tightest known outer bound for the cognitive interference channel in “strong

interference”, which is based on the capacity of the MIMO BC with degraded message sets. We showed the

achievability of this outer bound in the subset of the channel parameter space which we term the “primary decodes

cognitive” regime. We also proved capacity to within both anadditive and a multiplicative gap, thus providing a

characterization of the capacity region in both high and lowSNR.

Despite the new results presented, the capacity of the Gaussian cognitive interference channel remains unknown

in general. The achievable rate region of [1] provides a comprehensive inner bound that may yield new capacity

results: only some specific choices of parameters for this region have been considered so far and we expect that new

results may be derived from this region. We have shown that the tightest outer bound for the Gaussian cognitive

interference channel in “strong interference” is obtainedas the intersection of different bounds. The expression of
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Fig. 21. The achievable region of (26) forλ = 0, λ = λCosta 1 and anyλ ∈ [0, 2λCosta 1] for the G-CIFC with parametersP1 = P2 = 6,

b =
√
2 anda =

√
0.3 for P1 = P2 = 6, b =

√
2 anda =

√
0.3.

this outer bound does not have a simple closed form expression except in some special cases like the S and the

degraded channels. Even in these two subcases, capacity is not known in general. Another interesting open question

is how much rate improvement is attainable with binning at the cognitive encoder: we have shown how dirty paper

coding may be used to boost the rate of both the primary and thecognitive user; whether non perfect interference

cancellation achieves capacity is still unknown.
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APPENDIX A

THE G-CIFC IN STANDARD FORM

A general G-CIFC has outputs

Ỹ1 = h11X̃1 + h12X̃2 + Z̃1

Ỹ2 = h21X̃1 + h22X̃2 + Z̃2

where

Z̃i ∼ NC(0, σ
2
i ), σ2

i > 0, i ∈ {1, 2},

and the inputs are subject to the power constraint

E[|X̃i|2] ≤ P̃i, P̃i ≥ 0, i ∈ {1, 2}.

When h11 6= 0 and h22 6= 0 , we may scale each channel output by the standard deviation (assumed strictly

positive) of the corresponding additive Gaussian noise andchange the phase as

Y1 ,
Ỹ1

σ1

Y2 ,
Ỹ2

σ2
ej(∠h11−∠h12)

X1 ,
h11

σ1
X̃1 such that E[|X1|2] ≤ P1 ,

|h11|2
σ2
1

P̃1

X2 ,
h22

σ2
ej(∠h11−∠h12)X̃2 such that E[|X2|2] ≤ P2 ,

|h22|2
σ2
2

P̃2

a ,
h12

σ1

σ2

h22
ej(−∠h11+∠h12) ∈ C

b ,
|h21|
σ2

σ1

|h11|
∈ R

+, (47)

to obtain the equivalent channel outputs have additive noise of unit variance, unit gain on the direct link, as claimed

in Section II-C. To remind the reader thatb is always real-valued and non-negative we use the notation|b|.
When h22 = 0, transmitter 2 can only create interference at receiver 1 and thus the channel reduces to a BC

where the cognitive transmitter is sending both messages toboth receivers. Whenh22 = 0 in (47), we havea = ∞
andP2 = 0 corresponds to the scenario above; the same in not true whenh11 = 0.

If h11 = 0, the channel reduces to a MISO, point-to-point channel since decoder 1 can only receive interference

from transmitter 2. Forh11 = 0 the transformation in (47) does not yield a MISO channel, since in this caseP1 = 0

and b = ∞. In [41, Sec. II.B], this fact is overlooked and the transformation in (47) is considered to be without

loss of generality.

Note that the equivalent transformation in standard form for a classical interference channel does not require

h11 > 0, since the transmitters cannot cooperate.
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APPENDIX B

PROOF OFTHEOREM II.3

For a complex-valued G-CIFC with|b| > 1, the outer bound of Th.II.2 is achievable by the superposition-only

(scheme (D) of Section IV-D) ifI(Y1;X1, X2) ≥ I(Y2;X1, X2) for all input distributions [10], that is, if

E[|Y1|2]− E[|Y2|2] = (|a|2 − 1)P2 − (|b|2 − 1)P1+

+ 2
√
P1P2(Re{a∗ρ} − |b|Re{ρ}) ≥ 0, ∀|ρ| ≤ 1. (48)

Let ρ = |ρ|ejφρ anda = |a|ejφa . We have

Re{a∗ρ} − |b|Re{ρ} = |ρ||a| cos(φρ − φa)− |ρ||b| cos(φρ)

= |ρ|
[
|a| cos(φa)− |b|

]
cos(φρ) + |ρ|

[
|a| sin(φa)

]
sin(φρ)

= |ρ|
√
(
[
|a| cos(φa)− |b|

]
)2 +

[
|a| sin(φa)

]2
cos(φ)

=
∣∣a− |b|

∣∣ · |ρ| cos(φ),

for some angleφ. The condition in (48) is thus verified for all|ρ| cos(φ) ∈ [−1,+1] if it is verified for |ρ| cos(φ) =
−1 as claimed in Th.II.3. .

APPENDIX C

CLOSED FORM EXPRESSION FORR(BC−PR)

The closed form expression ofR(BC−PR) was obtained in [32] and is presented here for completeness.

Consider an input covariance matrix defined as follows

S ,


 P1 ρ

√
P1 P2

ρ∗
√
P1 P2 P2


 : ρ =

√
1− α ejθ, θ ∈ R, α ∈ [0, 1]. (49)

The capacity region of a GaussianMIMO BC with private rates onlywith a per-antenna power constraint is given

by [32]

R(BC−PR) = CH
⋃

S

R(BC−PR)(S)

whereCH denotes the convex-hull operation,
⋃

S
denotes the union over all input covariance matricesS that satisfy

the per-antenna power constraint, and where

R(BC−PR)(S) =
⋃

u∈{1,2}
R(DPC u)(S)

whereR(DPC u)(S) is the DPC region for the encoding order where useru is pre-coded against the interference

created by the other user at its intended receiver, which is given by

R(DPC u)(S) =
⋃

0�B1, 0�B2, B1+B2=S

R(DPC u)(B1,B2), u ∈ {1, 2},
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and where, for

B1 =


 α1P1 ρ1

√
α1P1 α2P2

ρ∗1
√
α1P1 α2P2 α2P2


 , B2 =


 ᾱ1P1 ρ2

√
ᾱ1P1 ᾱ2P2

ρ∗2
√
ᾱ1P1 ᾱ2P2 ᾱ2P2


 ,

with

(α1, α2, |ρ1|, |ρ2|) ∈ [0, 1]4 : ρ1
√
α1 α2 + ρ2

√
ᾱ1 ᾱ2 = ρ,

the regionR(DPC 1)(B1,B2) is given by

R1 ≤ C(α1P1 + |a|2α2P2 + 2Re{a∗ρ1}
√
α1α2P1P2), (50a)

R2 ≤ C

(
ᾱ1|b|2P1 + ᾱ2P2 + 2Re{ρ2}

√
ᾱ1ᾱ2|b|2P1P2

1 + |b|2α1P1 + α2P2 + 2Re{ρ1}
√
α1α2|b|2P1P2

)
, (50b)

andR(DPC 2)(B1,B2) is given by

R1 ≤ C

(
α1P1 + |a|2α2P2 + 2Re{a∗ρ1}

√
α1α2P1P2

1 + ᾱ1P1 + |a|2ᾱ2P2 + 2Re{a∗ρ2}
√
ᾱ1ᾱ2P1P2

)
, (51a)

R2 ≤ C(ᾱ1|b|2P1 + ᾱ2P2 + 2Re{ρ2}
√
ᾱ1ᾱ2|b|2P1P2). (51b)

The quantityαu, u ∈ {1, 2}, represents the fraction of powerPu used to send the cognitive messageW1 on

antennau. The requirement(α1, α2) ∈ [0, 1]2 guarantees that the per-antenna power constraints are verified.

APPENDIX D

PROOF OFCOROLLARIES III.5 AND III.6

A. Proof of Corollary III.5

When allowing full transmitter cooperation for a channel with a|b| = 1 and |b| > 1, we obtain an equivalent

degraded BC with inputXeq = |b|X1 +X2 and outputs

Y2 = (|b|X1 +X2) + Z2 = Xeq + Z2,

|b|Y1 = (|b|X1 +X2) + |b|Z1 ∼ Y2 +
√
|b|2 − 1Z0,

with Z0 ∼ NC(0, 1) and independent of everything else. The input of the equivalent BC is subject to the power

constraint

E[|Xeq|2] ≤ (
√
|b|2P1 +

√
P2)

2 , Peq.

For this order of degradedness among the users, the capacityregion of the degraded BC with private rates equals

the capacity with degraded message sets. In generalR(BC−DMS) ⊆ R(BC−PR), but since hereY1 is a degraded

version ofY2, decoder 2 can decode the message of decoder 1 without imposing any rate penalty to user 1, thus

R(BC−PR) is achievable. This impliesR(BC−DMS) = R(BC−PR).

The capacity region of the equivalent BC is [30]

R1 ≤ R
(BC−deg)
1 (α′) = C

(
α′Peq

(1− α′)Peq + |b|2
)
, (52a)

R2 ≤ R
(BC−deg)
2 (α′) = C ((1 − α′)Peq) , (52b)
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taken over the union of allα′ ∈ [0, 1], i.e., that isρ1 = ρ2 = 1, α1 = α2 = α′ andR(BC−PR) = R(DPC 2) in (51).

To intersect the region in (52) with the “strong interference” outer bound of Th.II.2 we equate theR1-bounds

in (52a) and (4a) to obtain

α′ =
αP1

1 + αP1

(
1 +

|b|2
(
√

|b|2P1 +
√
P2)2

)
. (53)

Notice thatα′ in (53) satisfiesα′ ≤ 1 (the maximum value of 1 is obtained forP2 = 0 andα = 1). By substituting

α′ from (53) in (52b), we obtain the bound in (16b).

The BC-based outer bound is more stringent than the “strong interference” outer bound if

R
(BC−deg)
1 (α) +R

(BC−deg)
2 (α) ≤ R(SI)

sum(α) ∀α ∈ [0, 1]

⇐⇒ αP1 + P2 + (1− α)|b|2P1 + 2
√
|b|2P1P2 ≤ P2 + |b|2P1 + 2

√
ᾱ|b|2P1P2 ∀α ∈ [0, 1]

⇐⇒ 2
√
|b|2P1P2(1−

√
ᾱ) ≤ αP1(|b|2 − 1) ∀α ∈ [0, 1]

⇐⇒ 2

√
|b|2P1P2

P1(|b|2 − 1)
≤ 1 +

√
ᾱ ∀α ∈ [0, 1]

(
sinceα = (1−

√
ᾱ)(1 +

√
ᾱ)
)

⇐⇒ 2

√
|b|2P1P2

P1(|b|2 − 1)
≤ min

ᾱ∈[0,1]
{1 +

√
ᾱ} = 1

⇐⇒ 1 +
P2

P1
≤
(
|b| −

√
P2

P1

)2

⇐⇒ |b| ≥
√
1 +

P2

P1
+

√
P2

P1
,

as claimed.

RemarkD.1. The capacity of the equivalent degraded BC may be achieved both by using superposition coding and

binning. An achievable scheme inspired by the degraded BC and employing superposition coding is scheme (E)

with λ = 0. An achievable scheme inspired by the degraded BC and employing binnig coding is scheme (B). Both

schemes achieve the outer bound only in point A in (39a). The capacity region of the degraded CIFC in therefore

unknown in general it remains an interesting open problem.

B. Proof of Corollary III.6

To establish the result in Corollary III.6 we proceed as follows: first we prove that the capacity region of the

Gaussian BC-DMS may be obtained form the region in [31] by considering Gaussian inputs and auxiliary RV.

Successively we perform a partial optimization of the region in [31] in the Gaussian case and obtain a looser outer

bound that may be expressed as a function of a single parameter. Finally we intersect this outer bound with the

“strong interference” outer bound of (4) to obtain the expression in (17).

The capacity region of the general BC-DMS is found in [31] andis expressed as the union over all possible

distributions of the input and one auxiliary RV. A closed form expression of the capacity region of the Gaussian

BC-DMS is derived in [42] and is expressed as the intersection of the capacity region of a general BC and an
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additional sum rate constraint. We derive another simpler expression of the capacity region of the Gaussian BC-DMS

and we do so by showing that we may restrict the union in [31] over all Gaussian inputs and auxiliary RV.

Consider the BC-DMS defined as:

Yi = H iX + Zi ∀ i ∈ [1, 2] (54)

where:

• X is a real valued input vector of sizen × 1 subject to the second moment constraintCov[X ] = KX � S

for someS � 0,

• Yi is a real valued output vector of sizemi × 1 received by useri ∈ [1, 2],

• Hi is a fixed real valued gain matrix imposed on useri ∈ [1, 2]. This is a matrix of sizemi × n,

• Zi is a real valued Gaussian random vector with zero mean and covariance matrixCov[Zi] = KZ ≻ 0.

As for the BC of [42], we consider real valued channels; the extension to complex valued channels is easily

obtained by doubling the real dimensions. We first derive thecapacity of a Gaussian BC-DMS for the case where

Hi is square and invertible, we than argue that the case for a general Hi may be obtained by series of channel

transformations originally devised for the BC in [32].

Theorem D.2. The capacity region of the Gaussian BC-DMS in (54) is

R1 ≤ I(U ;Y1), (55a)

R2 ≤ I(X ;Y2|U), (55b)

R1 +R2 ≤ I(X ;Y2). (55c)

taken over the union of all GaussianU andX vectors of sizen such thatKX � S.

Proof:

The region in (55) was originally obtained in [31] for a general BC-DMS but considering the union over any

distributionPUX . To prove the theorem we need to show that only GaussianU andX need to be considered.

First, we notice that (55c) is always maximized by havingX Gaussian by the “Gaussian maximizes entropy” of

[43]. Since (55c) is maximized by Gaussian inputs, we have toshow that the region obtained by considering (55a)

and (55b) only is optimized by Gaussian inputs as well. To this end we write the region with (55a) and (55b) as

(55a) + (1− µ)(55b) = max
PX|U :Cov[X]�S

µI(U ;Y1) + (1− µ)I(X ;Y2|U)

≤ µh(H1XG + Z1)− (1 − µ)h(Z2) + (1− µ) max
PX|U : Cov[X|U ]�S

(
h(H1X + Z1|U)− µ

(1− µ)
h(H2X + Z2|U)

)
,

(56)

for anyµ ∈ [1/2, 1] and whereXG is a Gaussian vector withKX � S.
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We need not considerµ ∈ [0, 1/2] because the region in (55) is convex and contained in the triangular region

R1, R2 ≥ 0, (57a)

R1 +R2 ≤ I(H2XG + Z2;XG), (57b)

see [31].

For these reasons, the region in (55) cannot contain any ratepoint with tangent greater than−1 and thus there

is no loss of generality in restrictingµ in (56) to the interval[1/2, 1].

We now show that solution of the optimization problem

maxPX|U : Cov[X|U ]�S, µ∈[1/2,1] h(H1X + Z1|U)− µ
1−µh(H2X + Z2|U).

must be Gaussian by using the extremal inequality of [44]. Wefirst focus on channels whereHi, i ∈ [1, 2] is

square and invertible, then show how this result may be used to establish a general channel using the perturbation

techniques of [32].

If H i, i ∈ [1, 2], are square we may write

max
PX|U : Cov[X|U ]�S

h(H1X + Z1|U)− µ

(1− µ)
h(H2X + Z2|U)

=
µ

(1− µ)
(log |H2|)−1 − (log |H1|)−1

+ max
PX|U : Cov[X|U ]�S

h(X +H
−1
1 Z1|U)− µ

(1− µ)
h(X +H

−1
2 Z2|U).

(58)

Th. 8 in [44] grants that the solution of the optimization problem in (58) is Gaussian sinceµ/(1 − µ) > 1 for

µ ∈ [0, 1/2]. Since we have established that both (56) and (55c) are maximized by GaussianX andU , we conclude

that (55) is also maximized by GaussianX andU as well.

Finally the perturbation technique in [32, Section V.B] allows us to extend this result to a general channel where

Hi in not necessarily square and invertible. The derivation in[32, Section V.B] was originally devised for the

general BC but it extends in a straight-forward manner to theBC-DMS, since it solely relies on the channel matrix

and the covariance of the noise and not on the message set.

We can now evaluate the outer bound of Th. D.2 for the S-G-CIFC.

Note that (55a) and (55b) correspond the regionR(DPC 2) in (51); moreover (55c) depend on the parameterρ

in (49). For these reasons we may write:

RBC−DMSG−S−CIFC =
⋃

|ρ|≤1 α1∈[0,1]

(
RDPCG−S−CIFC(ρ, α1) ∩ RSUM−RATE G−S−CIFC(ρ)

)

⊆
⋃

|ρ|≤1,α1∈[0,1]

RDPCG−S−CIFC(ρ, α1)

=
⋃

α1∈[0,1]

RDPCG−S−CIFC(
√
ᾱ1, α1) (59)
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where

RSUM−RATEG−S−CIFC(ρ) =
{
R1 +R2 ≤ C(|b|2P1 + P2 + 2Re{ρ}

√
|b|2P1P2)

}

and where

RDPCG−S−CIFC(ρ, α1) =





R1 ≤ R
(DPC 2 S−G−CIFC)
1 (α1)

R2 ≤ R
(DPC 2 S−G−CIFC)
2 (ρ, α1)





with

R1 ≤ C

(
α1P1

1 + ᾱ1P1

)
, R

(DPC 2 S−G−CIFC)
1 (α1), (60a)

R2 ≤ max
ρ1,ρ2,α2 s.t.ρ=ρ1

√
α1α2+ρ2

√
ᾱ1ᾱ2

C(|b|2ᾱ1P1 + ᾱ2P2 + 2Re{ρ2}
√
ᾱ1ᾱ2|b|2P1P2)

, R
(DPC 2 S−G−CIFC)
2 (ρ, α1). (60b)

In (59) we have used the fact that, for a fixedα1, we have

R
(DPC 2 S−G−CIFC)
2 (ρ, α1) ≤ C(|b|2ᾱ1P1 + P2 + 2

√
ᾱ1|b|2P1P2) = R

(DPC 2 S−G−CIFC)
2 (

√
ᾱ1, α1).

Equation (60a) corresponds to (51a) whena = 0 and equation (60b) corresponds to (51b) optimized overρ1, ρ2, α2.

This proves that for the S-G-CIFC,R(BC−PR) is contained in the region

R1 ≤ R
(BC−DMS−S)
1 (α) = C(αP1), (61a)

R2 ≤ R
(BC−DMS−S)
2 (α) = C






√
|b|2 (1− α)P1

1 + αP1
+
√
P2




2

 , (61b)

taken over the union of allα ∈ [0, 1].

The BC-based outer bound of (61) is more stringent than the “strong interference” outer bound in (4) if

R
(BC−DMS−S)
1 (α) +R

(BC−DMS−S)
2 (α) ≤ R(SI)

sum(α) ∀α ∈ [0, 1]

⇐⇒ αP1 +
(√

|b|2(1− α)P1 +
√
P2(1 + αP1)

)2
≤ P2 + |b|2P1 + 2

√
(1− α)|b|2P1P2 ∀α ∈ [0, 1]

⇐⇒ αP1(1 + P2 − |b|2) + 2
√
(1− α)|b|2P1P2(

√
1 + αP1 − 1) ≤ 0 ∀α ∈ [0, 1]

⇐⇒ 1 + P2 − |b|2 ≤ 0 (condition forα = 1; the one forα = 0 is always verified).

APPENDIX E

PROOF OFLEMMA III.7

Let XN
1 (W1,W2), X

N
2 (W2) be a good code for the channel(a, |b|, P1, P2). Consider now the inputs

X ′
1 = AX1 +BX2,

X ′
2 = CX2,

on a channel with parameters(a′, |b′|, P ′
1, P

′
2) resulting in the outputs

Y ′
1 = X ′

1 + a′X ′
2 + Z1 ∝ X1 +

B + a′C

AX2
+

Z1

A
,
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and

Y ′
2 = |b′|X ′

1 +X ′
2 + Z2 ∝ |b′|

|b′|B + C
X1 +X2 +

Z1

|b′|B + C
.

If

a =
B + a′C

A
,

|b| = |b′|
b′B + C

,

|A|2 ≥ 1,

||b′|B + C|2 ≥ 1,

P ′
1 ≥ (

√
|A|2P1 +

√
|B|2P2)

2,

P ′
2 ≥ |C|2P2, (62)

the output of the channel(a, b, P1, P2) may be reconstructed in the channel(a′, b′, P ′
1, P

′
2). This implies

C(a, b, P1, P2) ⊆
⋂

A,B,C:|A|≥1,|C/(1−B|b|)|≥1

C

(
aA−B

C
,

C|b|
1−B|b| , (

√
|A|2P1 +

√
|B|2P2)

2, |C|2P2

)
.

S-G-CIFC.

By considering the transformation in (62) with

A = 1

B = a

C = 1− a|b|
we see that the capacity of a general G-CIFCC(a, |b|, P1, P2) is contained in the capacity region of S-G-CIFC

C(0, |b|, |
√
P1 + a

√
P2|2, |1− a|b||2P2).

G-CIFC in “weak interference”.

By considering the transformation in (62) with

A = |b|
B = a(1−|b|)

a−1

C = a|b|−1)
a−1

we have that the capacity of a general G-CIFCC(a, |b|, P1, P2) is contained in the capacity region of G-CIFC in

“weak interference”C

(
a, 1,

∣∣∣
√
|b|2P1 +

a(1−|b|)
a−1

√
P2

∣∣∣
2

,
∣∣∣a|b|−1

a−1

∣∣∣
2

P2

)
.

G-CIFC in “very strong interference”.

By considering the transformation in (62) with

A = |b|
B = |b| 1−a|b|

|b|2−1 − a

C = 1−a|b|
|b|2−1

we have that the capacity of a G-CIFCC(a, |b|, P, P ) is contained in the capacity region of G-CIFCC (|b|, |b|, P ′, P ′) , P ′ =

P
(|b|2−1)2 max{||b|2 − 1 + |b| − a|2, |1− a|b||2}.
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APPENDIX F

PROOF OFCOROLLARY VI.4

In the following we use the fact that pointB in (39b) is to within one bits/s/Hz and a factor two from pointC

in (40). This is the case as, for the additive gap,R
(B)
1 = R

(C)
1 and

R
(B)
2 −R

(C)
2 = C

(
2
√
|b|2P1P2

1 + |b|2P1 + P2

)
≤ C

(√
P2

P2 + 1

)
≤ log(2) = 1, (63)

where we use the fact thatR(B)
2 −R

(C)
2 has a maximum in|b|2P1 = P2 + 1.

A representation of “strong interference” outer bound and the “piecewise linear strong interference” outer bound

is shown in Fig. 22. The “strong interference” outer bound coincides with the “piecewise linear strong interference”

outer bound at point A and the largest distance between the two outer bounds is attained between points B and C.

This figure also introduces a new corner point of the inner bound: point D, the inner bound point with the largest

R2 rate whenR1 = C(P1)−∆1.

Fig. 22. A graphical representation of the relationship between inner and outer bound for Th. F.2, F.5 and F.5.

1) Perfect interference cancellation:In the proof of Th. V.1 we have seen that under condition (31a)it is possible

achieve point C in (40) with scheme (E) with Costa’s DPC. Thisresult may be used to show achievability of the

“strong interference” outer bound to within half a bit/s/Hzper real dimension.
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Theorem F.1. If condition in (31a) holds, the “strong interference” outer bound of Th.II.2 is achievable to within

half a bit/s/Hz per real dimension.

Proof: Under the condition in (31a), point C is achievable. This point lies to within half a bit/s/Hz per real

dimension from the outer bound.

2) Non perfect interference cancellation:Although it is not possible to achieve point C using scheme (E) and

perfect interference cancellation, it is possible to achieve this point to within a bounded distance using non perfect

interference cancellation in the strong interference (|b| > 1) and strong signal (P2 ≥ |b|2P1) regimes.

Theorem F.2. When|b| > 1 andP2 ≥ |b|2P1, the outer bound of Th. II.2 may be achieved to within1.87 bits/s/Hz

per real dimension.

Proof: To prove this theorem we show the achievability of a point D inFig. 22 which lies at a bounded

distance from point C using scheme (E) in (26) forα = 0. Fig. 22 shows the different additive gaps between inner

and outer bound points in the following proof. If equation (26a) is tight there are two possible scenarios: the corner

point D is determined by 1) the intersection between (26c) and (26a) or by 2) the intersection of (26b) and (26a).

We chooseλ so that both (26a) and (26b) lie within a finite distance fromR(B)
1 andR(B)

2 respectively. The sum

rate bound (26c) does not depend on the choice ofλ and is always equal toR(C)
1 +R

(C)
2 . We divide the proof in

two subcasesRe{a} ≷ |b|−1.

Sub-caseRe{a} ≤ |b|−1: WhenP1 ≤ 1 a gap of 1 bit per dimension is achievable by having both transmitters

transmit to receiver 2 at rateR(C)
2 . In this case the distance along the rateR2 is zero and on the rateR1 is

R
(C)
1 − 0 ≤ log(1 + 1) < 2. For P1 ≥ 1 let λ = P1−

√
P1

P1+1 a, in (26). The distance between inner and outer bound

for R1 is

∆1 , R
(C)
1 −R

(D)
1 = log

(
1+P1+2|a|2P2

1+P1+|a|2P2

)
≤ 1,

where we have used the inequalityP2 ≥ |b|2P1. Similarly letting (26b) hold with equality, we obtain

∆2 , R
(C)
2 −R

(D)
2

≤ maxa:Re{a}≤|b|−1 log




1+2P2
1+P1

1+P2

∣

∣

∣

∣

1− (P1−
√

P1)a |b|

1+P1

∣

∣

∣

∣

2




≤ log
(

(1+P1)(1+2P2)

(1+P1)(1+P2+P1)+2P2

√
P1

)

≤ log
(

1+2P2

1+P2+P1

)
≤ 1,

where we have used that the expression has a global maximum ina∗ > 1
|b| . The largest gap between the inner bound

and B is thus bounded bymax {1 + ∆1,∆1 +∆2} = 2, and so the overall gap between the specified achievable

scheme of (26) and the outer bound is within1 + 2 = 3 bits/s/Hz for a complex valued channel.

Sub-caseRe{a} > |b|−1: WhenP1 ≤ 3 a gap of 1 bit per dimension is achievable by having transmitter 1 remain

silent (rateR1 = 0) since in this caseR(B)
1 − 0 ≤ log(3 + 1). WhenP1 > 3 let λ = P1+2

√
P1

P1+1 in (26). The gap for
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R1 may be bounded as

∆1 , R
(C)
1 −R

(D)
1 = log

(
1 + P1 + 5|a|2P2

1 + P1 + |a|2P2

)
≤ log(5),

while that for the rateR2 of transmitter 2 may be bounded as

∆2 , R
(C)
2 −R

(D)
2 (64a)

≤ max
a:Re{a}≤|b|−1

log




1 + 2P2

(1 + P1)

(
P2

∣∣∣1− P1+2a|b|
√
P1

1+P1

∣∣∣
2

+ 1

)


 (64b)

≤ log

(
(1 + P1)(1 + 2P2)

P2 − 4P2

√
P1 + 4P2P1 + (1 + P1)2

)
(64c)

≤ log

(
(1 + P1)(1 + 2P2)

2P1P2 + (1 + P1)2

)
(64d)

≤ log

(
P1 + 1

P1

)
(64e)

≤ log

(
4

3

)
, (64f)

where (64c) follows since the expression has a global maximum for a(opt) < 1
|b| and (64d) follows since4P1 −

4
√
P1 + 1 > 2P1 for P1 > 3. Finally (64e) and (64f) follow since the expression is monotonically increasing in

P2 and decreasing inP1. As in the sub-caseRe{a} ≤ |b|−1, the maximum distance between points C and D is

bounded bymax {1 + ∆1,∆1 +∆2} ≤ log
(
20
3

)
so that the overall gap is bounded bylog

(
40
3

)
≈ 3.74 bits/s/Hz

for a complex valued channel.

3) Cognitive broadcasting:The outer bound Thm II.1 is achievable in “weak interference”: the capacity achieving

scheme in this regime is scheme (B) in Section IV-B and it employs Costa’s DPC at the cognitive transmitter to

“pre-cancel“ the known interference generated by the primary user. While capacity is known in this regime, we

show that the very simple broadcast strategy of scheme (A) inSection IV-A achieves capacity to within a constant

gap from the outer bound when the INR is larger than the SNR at the primary receiver ( i.e|b|2P1 > P2). When

the INR is larger than the SNR at the primary receiver, scheme(A) achieves a constant gap from the outer bound

in “strong interference” as well. Although the resulting gap does not improve on the result of Th. VI.1, this result

suggests that, in a general scheme, rate improvement may be obtained by having the cognitive transmitter send part

of the primary message.

Theorem F.3. When|b| < 1 and |b|2P1 ≥ P2, the outer bound of Th. II.1 may be achieved within 1 bit/s/Hzper

real dimension.

Consider the strategy (A) in Section IV-A for|b| ≤ 1. Then since (2a) and (20a) are the same for everyα there is

zero gap for the rateR1. By considering the difference between (2b) and (20b), the gap for the rateR2 is bounded
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as

(2b)− (20b) ≤ C

(
|b|2P1 + P2 + 2

√
ᾱ|b|2P1P2

)
− C

(
|b|2P1

)

≤ C

(
P2 + 2

√
|b|2P1P2

1 + |b|2P1

)

≤ C

(
3|b|2P1

1 + |b|2P1

)

≤ log(4) = 2.

Theorem F.4. When|b| > 1 and |b|2P1 ≥ P2, the outer bound of Th. II.2 may be achieved within 1.5 bits/s/Hz

per real dimension.

Proof: Consider scheme (A) in Section IV-A for|b| > 1 andα = min{1, 1/P1} in (21): the gap for user 1 is

∆1 , R
(B)
1 −R

(C)
1 = C(min{1, P1}) ≤ log(2) = 1,

while the gap for user 2 (usingP2 ≤ |b|2P1 and |b|2 ≥ 1) is

∆2 , R
(B)
2 −R

(C)
2 ≤ C

(
1 + 2|b|2P1

(1 + P1)(1 + |b|2 min{1, P1})

)

≤ max

{
log

(
2|b|2

1 + |b|2
)
, log

(
2

1 + P1

)}

≤ log(2) = 1.

As shown in Fig. 22, the achievable point C in (40) is at most at1 +∆1 +∆2 ≤ 3 bits from the outer bound. By

time sharing between points A and C, we have an achievable rate region that is at most atmax{1, 3} = 3 bits/Hz/s

from the outer bound for complex valued channel.

4) Interference stripping:

Theorem F.5. When|a| ≥ 1 , |b| ≥ 1 and |b|2P1 ≤ P2, the outer bound of Th. II.2 may be achieved within 1.5

bits/s/Hz per real dimension.

Proof: We consider scheme (D)’s performance in the “strong interference” regime when|b2| > 1, |a|2 ≥ 1.

When we setα = 1, it achieves the rate

R1 ≤ C (P1)

R1 +R2 ≤ C
(
min{|a|2P2 + P1, P2 + |b2|P1}

)
.

Referring again to Fig. 22, the gap between points B and C may be bounded as

∆1 , R
(B)
1 −R

(C)
1 ≤ log(2) = 1,
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and

∆2 , R
(B)
2 −R

(C)
2 ≤ C

(
1 + |b2|P1 + P2

1 + min{|a|2P2 + P1, P2 + |b|2P1}

)

≤ C

(
max

{
1,

1 + |b|2P1 + P2

1 + |a|2P2 + P1

})

≤ C

(
max

{
1,

1 + 2P2

1 + |a|2P2 + P1

})

≤ C

(
max

{
1,

1 + 2P2

1 + |a|2P2 + P1

})

≤ log(2) = 1.

We thus achieve a rate pair that lies within1 + ∆1 + ∆1 = 3 bits/s/Hz of the outer bound for complex valued

channel .
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