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Abstract

Unlike point-to-point cognitive radio, where the consttaimposed by the primary rigidly curbs
the secondary throughput, multiple secondary users havettential to more efficiently harvest the
spectrum and share it among themselves. This paper andihgeam throughput of a multiuser cognitive
radio system with multi-antenna base stations, either énuglink or downlink mode. The primary and
secondary hav&/ andn users, respectively, and their base stations ldvendm antennas, respectively.
We show that amiplink secondary throughput grows withg i log n if the primary is a downlink system,
and grows withy 7+ log n if the primary is an uplink system. These growth rates arevstto be optimal
and can be obtained with a simple threshold-based usertiseleale. Furthermore, we show that the
secondary throughput can grow proportionaldgn while simultaneously pushing the interference on
the primary down to zero, asymptotically. Furthermore, Wwevs that adownlink secondary throughput
grows withmloglogn in the presence of either an uplink or downlink primary sgstén addition, the
interference on the primary can be made to go to zero asyioaligtwhile the secondary throughput

increases proportionally ttvg log n. Thus, unlike the point-to-point case, multiuser cogeitradios can

achieve non-trivial sum throughput despite stringent priyminterference constraints.

. INTRODUCTION

Currently, the spectrum assigned to licensed (primaryysuseheavily under-utilized [1]. Cognitive
radio aims to improve the utilization of spectrum by allogicognitive (secondary) users to access the
same spectrum as primary users, as long as any performagiaedeon of the primary users is tolerable.

In general, secondary users can access the spectrum viadadthown as overlay, interweave, and
underlay [2]. In the overlay technique the secondary uséromdy transmits its own signal, but also

acts as a relay to compensate for its interference on theapyimser. The overlay method depends on
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the secondary transmitter having access to primary’s rgesEE}H In the interweave techniquel[4], the

secondary user first senses spectrum holes and then tramsnié detected holes. Reliable sensing in the

presence of fading and shadowing has proved to be challgigjinFinally, in the underlay techniquel [6],

the secondary can transmit as long as the interference d¢dauséhe primary is less than a pre-defined

threshold. The secondary user in this case is neither edju@ know the primary user's message nor

restricted to transmit in spectrum holes.

This paper studies performance limits of an underlay cognitetwork consisting of multi-user and

multi-antenna primary and secondary systems. The primadysacondary systems are subject to mutual

interference, where the secondary has to comply with a séttefference constraints imposed by the

primary. We are interested in the average sum rate (thrauljlop the secondary system as the number

of secondary users grows. Moreover, we study how the secpnid@ughput is affected by the size of

primary network as well as the severity of the interferengestraints, which is one of the key issues in

the design of an underlay cognitive network.

A summary of the results of this paper is as follows. We asstiraethe primary and secondary have

N andn users, respectively, and their base stations Hdvandm antennas, respectively.

« Secondary uplink (MAC): the secondary average throughput is shown to gro® @sg ), which

is achieved by a threshold-based user selection rule. MaEgely, the average throughput of the
secondary MAC channel grows g&: logn + O(1) when it coexists with the primary broadcast
channel, and grows a7 logn + O(1) when it coexists with the primary MAC channel. By
developing asymptotically tight upper bounds, these dgnowates are further proven to be optimal.
Moreover, the interference on the primary system can be pwtivally forced tozero, while the
secondary throughput still grows &logn). Specifically, for some non-negative exponenthe
interference on the primary can be made to declin®@s ¢), while the throughput of a secondary
MAC grows as™ - Nlogn+0(1) a d"}wffy log n+0(1), respectively in cases of primary broadcast
and MAC channel. The above results imply that asymptoticdle secondary system can attain a
non-trivial throughputwithout degrading the performance of the primary system.

Secondary downlink (broadcast): the secondary average throughput is shown to scalemwltig log n+
O(1) in the presence of either the primary broadcast or MAC chlarhence, the growth rate of
throughput is unaffected (thus optimal) by the presencehef grimary system. In addition, the

interference on the primary can be asymptotically forcedeto, while maintaining the secondary

1Sometimes, this is referred to as an interference chanribldeigraded message sets.
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throughput asO(loglogn). Specifically, for an arbitrary exponeft < ¢ < 1, the interference
can be made to decline &((logn)~?), while the secondary average throughput growsngs —
q)loglogn + O(1).

Some of the related earlier work is as follows. Much of thet pawk in the underlay cognitive radio
involves point-to-point primary and secondary systemsasgmi et al [6] studies the ergodic capacity of a
point-to-point secondary link under various fading chdsrdultiple antennas at the secondary transmitter
are exploited by[[7] to manage the tradeoff between the skngnthroughput and the interference on
the primary. In the context of multi-user cognitive radi@dsiang et al[[8] studies the power allocation
of a single-antenna secondary system under various trammwier constraints as well as interference
constraints. Gastpar|[9] studies the secondary capadatyranslating a receive power constraint into a
transmit power constraint.

Recently, ideas from opportunistic communication![10] eveised in underlay cognitive radios by
selectively activating one or more secondary users to magithe secondary throughput while satisfying
interference constraints. The user selection in cognitidéo is complicated because the secondary system
must be mindful of two criteria: the interference on the m@mignand the rate provided to the secondary.
Karama et all[1l1] selects secondary users with channelssalorthogonal to a single primary user, so
that the interference on the primary is reduced. Jamal €12j| [13] obtains interesting scaling results
for the sum rate by selecting users causing the least inteide. Some distinctions of our work andl[12],
[13] are worth noting. First, Jamal et al [12], [13] studiée thardening of sum rate via convergence in
probability, while we analyze the average throughput, Whisquires a very different approaH:ISecond,
we study a multi-antenna cognitive network whereéas [14] fbonsiders a single antenna network. Third,
we study the effect of the primary network size (number ofst@ints) on the secondary throughput,

while [12], [13] considers a single primary constraint.

2In general, convergence in probability does not imply cogeace in any moment (thus average throughgut) [14]. For

example, consider a sequence of ralss= log(1 + X,,), where

X 1 with probability 1 — L
" exp(n?) with probability 1
Then,lim, 1 R» = log 2 in probability, howeverlim, 1+ E[R.] = co in probability. Therefore, the average ré&gR,,| cannot

be predicted based on the hardening (in probabilityRaf

November 14, 2021 DRAFT



Primary O Primary

- = 5 O O = > .
C T = 5 T = 5
N N
NN /, O O\ N /,
NN z NN Z 7
NN\ /Gp e NN /Gp e
NP NP2 e
N X[ X[
// /><\ G\\ // /><\ G\\
e S e S
O // \« N O // \« ~
- Y —_— Y .
o H : o H :
= 5 N =
O O g
Secondary Secondary

Fig. 1. Coexistence of the secondary MAC channel and thegpyiraystem

We use the following notatiori: |; ; refers to the(s, j) element in a matrix|- | refers to the cardinality
of a set or the Euclidean norm of a vector, diagefers to a diagonal matrix, () refers to the trace
of a matrix, andly . refers to thek x k identity matrix. All log(-) is natural base. For arny> 0, some

positive c; and ¢y, and sufficiently large:

f(n) =0(g(n)) : |f(n)] < erlg(n)|
f(n) =©(g(n)) : c2lg(n)| < [f(n)] < crlg(n)
f(n) =o(g(n)) : [f(n)] <elg(n)|
We let Rf}ffbc’w /o and Rgffw Jo be themaximum average throughput achieved by the secondary MAC

and broadcast channgi the absence of the primary, respectively. In this case, we have regular MAC

scales asnlogn, and R?*  scales as

be,w /o

and broadcast channels, and it is well known tﬁﬁ;ﬁc’w/o
mlog log n.

The remainder of this paper is organized as follows. Sefffidascribes the system model. The average
throughput of the secondary MAC channel is studied in Sedfib where in Sectiori [lI-C we prove
the achieved throughout is asymptotically optimal. Therage throughput of the secondary broadcast
channel is investigated in SectiénllV. Numerical results ghown in Sectiof V. Finally, Sectidn VI

concludes this paper.

II. SYSTEM MODEL

We consider a cognitive network consisting of a primary argeeondary, each being either a MAC

or broadcast channel (Figuré 1 and Figure 2). The primariesy$fas one base station willi antennas

November 14, 2021 DRAFT



Primary O Primary

O .
T = 5 T =— 5
N N
\\ \\ //,/ O O\\ \\ //,/
N \&/Gp/ N \&/Gp/
> >
s s
/////><\ G\S\ /////><\ G\S\
A ~ \A N O A ~ \« N O
S = 5 = 5
, H o , H O
= 5 O = 5 O
Secondary Secondary

Fig. 2. Coexistence of the secondary broadcast channelh@ngdrimary system

and N users, while the secondary system consists of one basenstatih m antennas ane users.
The primary and secondary are subject to mutual interfexrewbich is treated as noise. The secondary
system must comply with a set of interference power comggamposed by the primary. For simplicity
of exposition, at the beginning primary and secondary u@etsept base stations) are assumed to have
one antenna, however, as shown in the sequel, most of thitssrean be directly extended to a scenario
where each user has multiple antennas.

A block-fading channel model is assumed. All channel coeffis are fixed throughout each trans-
mission block, and are independent, identically distelu.i.d.) circularly-symmetric-complex-Gaussian
with zero mean and unit variance, denotedy (0, 1). The secondary base station acts as a scheduler:
For each transmission block, a subset of the secondary issseedected to transmit to (or receive from)
the secondary base station. We denote the collection oftsel€active) secondary users &s

We begin by introducing a system model that applies to alf feenarios in Figures| 1 amd 2, thus

simplifying notation in the remainder of the paper. The setzoy received signal is given by:
y=H(S)x; + Gsx, + W (D)

wherey represents the received signal vector, either signals atl&-amtenna base station (uplink) or at
different users (downlink)H(S) is the channel coefficient matrix between the active seagnasers and
their base stationG, represents the cross channel coefficient matrix from thmany transmitter(s) to
the secondary receiver(s). The primary and secondaryniasgnal vectors arg, andx,. The variable
w is the received noise vector, where each entrwois i.i.d. CN'(0,1).

We assume both primary and secondary systems use Gausgialirgl, subject to short-term power
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constraints. The transmit covariance matrices of the gginaad secondary systems are

Qp = E[pr;] (@)
and

Qs =E [XSXH (3)

When the secondary is a MAC channel, each secondary usebjscstio an individual short term

power constrainps. The users do not cooperate, theref@gis diagonal:

Qs = diag(p1, - , pis|) (4)
wherep, < pg, for £ =1,--- ||S|. In this caseH(S) has dimensionn x |S|.
When the secondary is a broadcast channel, we assume thelaecbase station is subject to a short
term power constrainb:

tr(Qs) < Ps (5)

In this case H(S) has dimensionS| x m.
When the primary is a MAC channel, each primary user trarsswith power p, without user

cooperation:
Qp = Pp Inxn (6)

Furthermore, each receive antenna at the primary baserstedin tolerate interference with powEr

from the secondary systeHn,hat is
[Gp Qs GzTa]é,e <r (7)

for ¢ =1,---,M, whereG, represents the cross channel coefficient matrix from therstsry base
station (or active users) to the primary base station.
When the primary is a broadcast channel, the power constiathe primary base station ig@,) <

P,. For simplicity, we assurtie

P,

Qp= Mp Inrxmr (8)

Furthermore, each primary user tolerates interferencle poiverI™:
[G,Q:G]], <T ©)

for¢=1,---,N, whereG, is the cross channel coefficient matrix from the secondasg lstation (or

active users) to the primary users.

3If each primary antenna or user tolerates a different iaterfce power, the results of this paper still hold, as seten la

“The asymptotic results remain the same, even if we alpyo be an arbitrary covariance matrix.
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[1l. CoGNITIVE MAC CHANNEL

Consider a MAC secondary in the presence of either a broadcd$AC primary. We wish to find how
much throughput is available to the secondary subject id dgnstraints on the secondary-on-primary
interference. We first construct a transmission strategy/fard the corresponding (achievable) average
throughput. Then, we develop upper bounds that are tight mi$pect to the throughput achieved.

The framework for the transmission strategy is as follows: €ach transmission block, the secondary
base station determines an active userSes well as transmit power for all active uséps. For each

transmission, from (1), the sum rate (throughput) of theosdary system is:
Rinae = log det(I + H(S)Q.H'(S) + GstG1> —log det<[ + GstG1> (10)

subject to the interference constraints (9) and (7) for timagry broadcast and MAC channel respectively.

The secondary average throughput is given by
Rmac = E[Rmac] (11)

For the development of upper bounds, we assume the secobdseystation knows all the channels.
This is a genie-like argument that is used solely for deuslept of upper bounds. For the achievable
scheme, the requirement is more modest and is outlined tedescription of the achievable scheme

(see Remark]1).

A. Achievable Scheme

The objective is to choos8 and @, i.e., the secondary active transmitters and their povuet shat
secondary throughput is maximized subject to interferararestraints on the primary.

The choice ofS and @ is coupled through the interference constraints: eitherensecondary users
can transmit with smaller power, or fewer of them with highewer. We focus on a simple power policy:
All active secondary users transmit with the maximum alldvp®wer p,. Hence, given an active user

setS, we have
Qs = pslisixs| 12)

It will be shown that the on-off transmission (without anyther power adaptation) suffices to (asymp-

totically) achieve the maximum average throughput. Funtioee, its simplicity facilitates analysis.
Recall that each primary user can tolerate interferende patverl". The interference on a primary user

is guaranteed to be below this levelkf secondary users are active, each causing interference r® mo

thana = kL This bound allows us to honor the interference constraintthe primary while decoupling
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the action of different secondary users. Based on this whten, we construct a user selection rule
as follows. First, we define an eligible secondary user sat disqualifies users that cause too much

interference on the primary:

e {i psHGp]jZ-|2 <a, forj=1,---,N} primary broadcast 13)
{i psHGp]jZ-|2 <a, forj=1,---,M} primary MAC
where[G,];; is the channel coefficient from the secondary us&s the primary user (antenng) and
« is a pre-designed interference quota. A secondary useigiblel if its interference on each primary
user (antenna) is less than Now, to satisfy the interference bound, we limit the numbksecondary
transmitters to no more thak,, where

If |A| < ks, then all eligible users can transmit. [ll| > k,, thenk, users will be chosenandomly
from among the eligible users to transHuThe number of eligible usergA|, is a random variable; the
number of active users is

8] = min (k, | A]) (15)

The transmission ofS| eligible users induces interference no more tlhamn any primary user or
antenna. Notice that the manner of user selection guamsatitaethe channel coefficients Hi(S) remain
independent and distributed 4/(0, 1).

Now we want to design an interference quatto maximize the secondary average throughput. Neither
very small nor very large values af are useful within our framework: I& is very small, for most
transmissions few (if any) secondary users will be eligitieis the secondary throughput will be small.
If « > T, any transmitting user might violate the interference t@mst, so the secondary must shut
down (equivalently, we havé,; < 1). The value of individual interference constraiat or equivalently
ks, must be set somewhere between these extremes.

Clearly, a desirable outcome would be to allow exactly theber of users that are indeed eligible for
transmission, i.e ;s ~ |.A|. But one cannot guarantee this in advance, becpdisis a random variable.

Motivated by this general insight, we choosesuch that

ks = E[| A (16)

®Naturally the number of active users must be an integer, |ile.|. We do not carry the floor operation in the following
developments for simplicity, noting that due to the asyriptoature of the analysis, the floor operation has no effecthe

final results.
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In Section IlI-G, we will verify that this choice of is enough to asymptotically achieve the maximum
throughput.

Remark 1: The above scheme does not require the secondary users tdutiaeleannel knowledge.
Each secondary user can compare its own cross channel galina wre-defined interference quata
and then decide its eligibility. After this, each eligiblear can inform the secondary base station via
1-bit, so that the secondary base station can deterpdimathout knowing the cross channels from the
secondary users to the primary system. The secondary dsdi(&) and the cross channes, can be
estimated at the secondary base station. Therefore, thsrsx can be implemented with little exchange

of channel knowledge.

B. Throughput Calculation

1) Secondary MAC with Primary Broadcast: The primary base station transmits Ad primary users,

where each user tolerates interference with pdvedotice that in[(IB)]G,];; is the channel coefficient

from the secondary user to the primary userj which is i.i.d. CA/(0,1). Thus, |[Gp]ji\2 is i.i.d.
exponential. Thereford,A| is binomially distributed with parametén, p), where
_a\N
p:(l—e Ps) (17)
For small <, we have
Ps N
[0
pr (—) (18)
Ps
From [16), the interference quotais chosen such that
o\ N
ks =np =~ n(—) (19)
Ps
Substitutea = kL into the above equation, and denote the associated sofaiids, ask,:
ks = (,?) O (20)

Thus, we can se@(nﬁ) secondary users are allowed to transmit, and the inteiderguota is on
the order of@(n‘ﬁ). With the above choice of interference quota, or the numbedlowable active
users, we state one of the main results of this paper as ®llow

Theorem 1: Consider a secondary MAC witha-antenna base station andusers each with power
constraintp;. The secondary MAC operates in the presence of a primarydbash channel transmitting

with power P, to N users each with interference tolerariteThe secondary average throughput satisfies:
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log (psFN) —mlog(l+ P,) + O(n_ﬁ log n) (21)

m 1
Rma62—+10gn+N+1

R

logn + log (psTN) =R +O(n~ N+1) (22)

maC_N+1 N +

with

P, rip M T
R = Mmin log <1 + — 7 &P <mmm Z Z - — 7)) (23)

=1

where mpyi, = min(m, M) and mma.x = max(m, M). This throughput is achieved under the threshold-

based user selection with the choicekgfgiven by [20).

Proof: See AppendiXA. O
Remark 2: The essence of the above result is that the secondary atbragghput grows ag log n+
O(1), i.e., inversely proportional to the number of primary ssé& noteworthy special case is when the
primary base station chooses to transmit to a number of esgra to the number of its transmit antennas

(N = M), a strategy which is known to be near-optimum in terms of sate [15]. Under this condition:

Ronac = _m logn + O(1)

M+1
Therefore, we have
. Rmac 1
Flivs R . M1 24)
WhereRfow w/o is the maximum average throughput of the secondary NiAtDe absence of the primary

system. This ratio shows that tlsempliance penalty of the secondary MAC system and its relationship
with the characteristics of the primary network.

Remark 3: The results in Theoreim 1 can be directly extended to a scemdmére each primary user
tolerates a different level of interference. As long as aiinary users allow non-zero interference (no
matter how small), we can lét be the minimum allowable interference, and the theorerhtsiids.

So far we have analyzed the effect of small but constant pyiiméerference constraints, and shown that
the secondary throughput improves with increasing the mumobsecondary users. However, the flexibility
provided by the increasing number of secondary users carxieited not only to increase secondary
throughput, but also to reduce the primary interferencdadn, it is possible to simultaneously suppress
the interference on the primary down zero while increasing the secondary throughput proportional to

log n. The following corollary makes this idea precise:
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Corollary 1: Assuming the interference on each primary user is bounde®(as?), the average

secondary throughput satisfies

m — qN

Ronac = Nl logn + O(1) (25)

where0 < ¢ < %.

Proof: Because the proof of Theorelh 1 holds for= ©(n~%), the corollary follows by substituting
I' = ©(n~9) into the lower and upper bounds given by Theofém 1. O

Remark 4: The corollary above explores a tradeoff where primary fatence is made to decrease
polynomially, i.e., proportional ta 9. We saw that this leads to a secondary sum rate that decl@ases
early ing. If we reduce the primary interference more slowly, i.egrédasing a@(@), the growth rate
of secondary sum-rate will behave as though the primaryference constraint is fixed. Conversely, if we
try to suppress the primary interference faster tBdn—?), the secondary throughput will asymptotically
remain stagnant or will go to zero.

2) Secondary MAC with a Primary MAC: Recall that each antenna at the primary base station allows
interference with powef'. By regarding each antenna of the primary base station adualuser, we
can re-use most of the analysis that was developed in theopmegection. Thus, the steps leading to

Eq. (20) can be repeated to obtain the number of allowableeasécondary users:

M

_ T\ &+t ;
ks—(g) (n) (26)

With this allowable active users, and slight modifications, we obtain a result that paralléiedren{]L.

Theorem 2: Consider a secondary MAC witha-antenna base station andusers each with power
constraintp,. The secondary MAC operates in the presence of a primary MAdhiel where each user
transmits with powep, to a M-antenna base station with interference toleranaam each antenna. The

secondary average throughput satisfies:

> My _ _M1 1
Rmae 2 gy logn + g log (pu ™) —mlog(1+ ppN) + O(n" 7 logn) — (27)
m 1 M __1
< — M+1
Rinae < M+1logn+M+1log (psI'™) = Ry + O(n~%1) (28)

with

S Y1) @)

wherempmin = min(m, N) andmmax = max(m, N). This throughput is achieved under the threshold-

R = Mmin log <1 =+ pp €Xp <

based user selection with the choiceigfgiven by [26).
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A tradeoff exists between the primary interference redunctind the secondary throughput enhance-
ment, which is stated by the following corollary. All the rarks made after Corollarfyl 1 are applicable
here.

Corollary 2: Assuming the interference on each antenna of the primarg btion is bounded as
©(n~1?), the average secondary throughput satisfies

ﬂ logn + O(1) (30)

Rmac =
M +

where0 < g < ;.

C. Upper Bounds for Secondary Throughput

So far we have seen achievable rates of a cognitive MAC chamriee presence of either a primary
broadcast or MAC. We now develop corresponding upper baunds
Theorem 3: Consider a secondary MAC with m-antenna base station amdusers. Themaximum

average throughput of the secondaRyf%.., satisfies

m
Rf’%céNJrl

logn + O(loglog n) (31)

in the presence of a primary broadcast channel transmittinl§ users. Similarly;R%%. satisfies

m
R%‘ZcéMJrl

logn + O(loglogn) (32)
in the presence of a primary MAC, where each user transmits/itb-antenna base station.

Proof: See AppendixB. O
Remark 5: By comparing the upper bounds with the achievable ratesirmitaby the thresholding
strategy, we see that the achievable rates are at@bst log n) away from the upper bounds, a difference

which is negligible relative to the dominant ter@®(log n). Thus, the growth of thenaximum average
throughput of a cognitive MAC sy logn in the presence of the primary broadcast channel, and
7747 log n in the presence of the primary MAC channel. Both the achilevedtes and the upper bounds

show that the average cognitive sum-rate is inversely ptmpal to the number of primary-imposed

constraints, asymptotically.

D. Discussion

Recall that our method determines eligible cognitive MA@ngsbased on their cross channel gains.

To satisfy the interference constraints, our selectioe then aIIows@(nﬁ), or @(nﬁ), of these
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users to be active simultaneously, in the presence of ettiemprimary broadcast or MAC. If there
are more eligible users than the allowed number, we choase &mong the eligible users randomly.
In this process, the forward channel gain of the cognitiversigloes not come into play, and still an
optimal growth rate is achieved. This can be intuitively lakped as follows. The total received signal
power at the cognitive base station grows linearly with thenher of active users, and the total received
signal power determines the sum rate. On the other hand;tisglegood cognitive users according to
their secondary channel strengths can only offer logaitthpower gains (with respect to) [10], which

is negligible compared to the linear gains due to increaslimgnumber of active users. Therefore the
cross channel gains are more important in this Haﬁete that we do not imply that knowledge of the
cognitive forward channel is useless; our conclusion omlyssthat once the cross channels are taken
into account, theasymptotic growth of the secondary throughput cannot be improved by any usheof t
cognitive forward channel.

Although we have allowed the base stations to have multiptermas, so far the users have been
assumed to have only one antenna. We now consider a gea#italizo the case where all users have
multiple antennas. Consider a secondary MAC in the presefr@@rimary broadcast, where each primary
and secondary user havgandt, antennas respectively. We apply a separate interferentsramt on
each antenna of each primary user, which guarantees tiséastibn of the overall interference constraint
on any primary user. On each of theantenna secondary users, we shall allo¢atel degrees of freedom
for zero-forcing and only one degree of freedom for cogaitirkansmission. Using this strategy, we can
ensure that; — 1 of the receive antennas on the primary are exempt from evemnte. Thus, the total
number of interference constraints will reduce frepv to ¢,V + 1 — t,. By using an analysis similar
to the development of Theorelm 1, one can show that the grm&% is achievable.
For the converse, the situation is more complicated, bechage the correlation among the antennas of
the secondary users must be accounted for. Neverthelessnie cases it is possible to show without
much difficulty that the above achieved throughput is indaggimptotically optimal. For example, in the
presence of the primary MAC, if, > M, the secondary MAC channel can have a throughput that grows
asmlogn by letting each active secondary user completely elimitia¢einterference on the primary.
Similarly, in the presence of a primary broadcast chanhél, > ¢, NV, the secondary MAC channel can

also have a throughput that growsadog n. The achieved growth rate is optimal because it coincides

®In a somewhat different context, the work of Jamal et[all [418p indicates that cross channels can be more importamt tha

the forward channels.
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opt
mac,w/

with the the growth rate oR ,» Which is always an upper bound.

IV. COGNITIVE BROADCAST CHANNEL
A. Achievable Scheme

We consider a random beam-forming technique where the dacprbase station opportunistically
transmits tom secondary users simultaneously|[16]. Specifically, thesdary base station constructs
m orthonormal beams, denoted Hy; 71, and assigns each beam to a secondary user. Then, the
secondary base station broadcastsit@elected users. The selection of users and beam assignritient w
be addressed shortly.

Considering an equal power allocation amangisers, the transmitted signal from the secondary base

/P
Xs =) 95 (33)
j=1

where ¢; is the beam-forming vectoj with dimensionm x 1, z; is the signal transmitted along the

station is given by:

beamj, and P is the total transmit power. In this case, we have

P
Qs = _Imxm (34)
m

Notice thatP is subject to the power constraif, as well as a set of interference constraints imposed
by the primary. Thus, the value @ depends on the cross channels from the secondary base statio
the primary system.

Assuming the beamnj is assigned to user From [1) and[(33), the received signal at the secondary
users is given by

yi = hlgja; + Y higpa + gl x, + w; (35)
Py

WherehZT is the1 x m vector of channel coefficient from the secondary base statidthe secondary user
i, andg;i is thel x M (or 1 x N) vector of channel coefficients from the primary base stafa users)
to the secondary useér The received signal-to-noise-plus-interference-ré®NR) at the secondary user
1 (with respect to beamnj) is

Lhlg,?
1+ % Dkt |hj¢k|2 + gl,i Qp 8s,i
The random beam technique assigns each beam to the secoisdatpat results in the highest SINR.

SINR; ; = (36)

Because the probability of more than two beams being assiinthe same secondary user is negligible,
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we have [[16]

RbC%E[Zglog 1+11£1?<XHSINR”)} (37)
]:
=mE [log (1+ Jnax SlNRi,j):| (38)

The above analysis holds in the presence of either the pyitaradcast or MAC channel; the only
difference is the constraints aR and@,,. Since the SINR is symmetric across all beams, the subscript
j will be omitted in the following analysis.

Remark 6: We briefly address the issue of channel state informatiohusérs are assumed to have
receiver side channel state information. On the transrdi¢,dhe secondary base station does not need
to have full channel knowledge; only the SINR is needed. Esmtondary user can estimate its own
SINR with respect to each beam, and feed it back to the secpbdae station [16]. Based on collected
SINR, the secondary base station performs user selectims&condary base station needs to kit

to adjustP such that the interference constraints on the primary drsfisa.

B. Throughput Calculation

1) Secondary Broadcast with Primary Broadcast: The secondary system has to comply with the
constraints onV primary users. To maximize the throughput, the secondasg Btation transmits at the

maximum allowable power. From](9) and [34), we have

. mI ml
8p.1 &y, N

wherngr is the row/ of G,. Then, we substituté), given b into , and obtain the SINR at
D, p P g y

. Ps) (39)

the secondary userwith respect to the bean
|1aT<zbJ|2

bz s+ Zk;éj |h ¢k|2 + 5 MP |gs z|
Our analysis ofmax; SINR;, which is required to evaluate the throughput in Hg.l (38)esdmot

SINR; = (40)

follow [16] because the denominator involves a sum of two @ardistributions with different scale
mP

parametersy _, . \hquky? has Gamman—1, 1) and 77 L2 Fortunately, lower

3P
and upper bounds can be leveraged to simplify the analyasd@/ﬂne:

mP,
MP

We consider the case wh%— > 1. The techniques can then be generalized to the ca%t—)k 1H

0 =

(41)

7 P, . . . e . P,
When Z}PP < 1, one can definéd = max(%; ,1). Then, we can use Bayesian expansion via conditioning@nc =2}

and its complement, where both conditional terms can be stiovhave the same growth rate.
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When A”}’;z > 1, we haved > 1 for all P. We define:

hig;|?
L, = — | Z(bTJ‘ (42)
B+ 0( X hiok? + |gsil?)
and ;
lhg,|?
P + Hygs,i‘z ( )

where L; and U; are random variables that depend on channel realizatioosditoned onP, the
denominators of.; andU; have Gamma distributions, which simplifies the analysis.

For1l <: < n, we have

L; <SINR; < U; (44)
Hence,
Lo < max SINR; < Upue (45)
1<i<n

where L4, = max; L; andU,,., = max; U;. Therefore for anyr, we have
P(Lpaz > ) < ]P’(llgag( SINR; > z) < P(Upnaz > ) (46)

which implies [17] thatmax; SINR; is stochastically greater thah,,.,, but stochastically smaller than
Unmaz- We now use the following fact about stochastic ordering:
Lemma 1 ([[17]): If random variableX is stochastically smaller thali and i(-) is an increasing

function, assuming(X) andh(Y) are measurable according to their distributions:
E[r(X)] < E[r(Y)] (47)
Based on the above lemma, the secondary average throughpotumded as follows:
mE[10g(1 + Limaz)] < Rpe < mE[10g(1 + Upnaz)] (48)

We study the lower and upper bounds given (48), insteadirettty analyzingR,.. Some useful
properties ofL,,q, andU,,., are as follows.

Lemma 2: Conditioned onP = p,

P(Lmam > b, — £ loglogn
m

peo)1-of1) )

1
P(Umax<dn+£loglogn P:p>:1—@< ) (50)
m logn
E [Umaz Unaz > dn + % loglogn, P = p} < O(nlogn) (51)
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p(m+M-1)
m

where b, = £logn — loglogn + O(logloglogn) and d, = £logn — p—r]glog logn +

O(logloglogn).

Proof: See Appendix C. O
Based on the above two lemmas, we obtain the following redaitthe secondary throughput:
Theorem 4: Consider a secondary broadcast channel witlssers and an-antenna base station with

power constraint’;. The secondary broadcast operates in the presence of arpror@adcast channel

transmitting with powerP, to N users each with interference toleranCe The secondary average
throughput satisfies:

Rie > mlog (logn) — miog (71 + o) +O(*2% &)

P logn
Rpe < mlog(T'logn) —mlog fia + O(1)
wherefi; = E[maxi<i< g ;|?] and fiz = (E[1/ maxi<i<y !g;,i\Q])_l
Proof: See AppendiXD. O
Remark 7: The result above states th&f,. = mloglogn + O(1), thus
. Rbc
e — =1 2
be,w /o

whereRZi’tw/o is the maximum average throughput of the secondary broadhasaneln the absence of

the primary system. Therefore, the achieved average thputgs asymptotically optimal, because we

always haveRr,;, < R

— "Vhe,w/o”

throughput is unaffected by the constraints and interfe@eémposed by the primary, as long as each

Thus, we have a positive result: The growth rate of the sdémgnaverage

primary user tolerates some small but fixed interference.

The above results naturally lead to the question: How snaall we make the interference on the
primary, while still having a secondary average throughpat grows a®(loglogn). We find thatTl’,
the interference on each primary user, can asymptoticallyogero, as shown by the next corollary.

Corollary 3: Assuming the interference on each primary user is bound@:(éng n)_q), the average

secondary throughput satisfies:
Rpe = (1 — g)mloglogn + O(1) (53)

where0 < ¢ < 1.
Remark 8: Reducing the interference on the order @((logn)_q) sheds lights on how fast the

interference can be reduced on the primary, while havingratrigial secondary throughout. Fgr> 1,
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it does not implyR;. is zero or negative; it only means tha,. is on the order ob(loglogn). Slower
interference reduction, e.g. proportional@((log logn)_l), will give maximal asymptotic growth of
secondary throughput, i.en log log n.

2) Secondary Broadcast with Primary MAC: The analysis of this case closely parallels the analysis

of the primary broadcast. The secondary transmit powernvisngby

mI’ mI’
)

P = min ( A ,
’g;l’z ‘g;,MP

(54)

whereg;l is the row/ of G,,. The MAC primary system produces pow&ip, and hasM interference
constraints. From the viewpoint of the secondary, thislisha& information that is needed. Therefore the
analysis of Theoreml4 can be essentially repeated to oltaifotlowing result.

Theorem 5: Consider a secondary broadcast channel withsers and an-antenna base station with
power constraint’;. The secondary broadcast operates in the presence of arpiviRC where each
user transmits with powes, to a M/-antenna base station with interference toleranom each antenna.

The secondary average throughput satisfies:

mI’ loglogn
) +0(——)

Rpe > mlog (F log n) — mlog (ﬂg + iz

logn
Rie < mlog(I'logn) —mlog jis + O(1)

~ ~ —1
wherefiz = E[maxi<i<y !g},ﬁ] and iy = (E[1/ maxi<i<y \g;,ifz})

Remark 9: Theorenm # and Theorelmh 5 can be extended to a scenario whérprémary and secondary
user has multiple antennas. A straightforward way is to ne@ach primary and secondary antenna as
a virtual user. Using an analysis similar to the single-anéecase, the secondary broadcast channel can
be shown to achieve a throughput scalingrakg logn (thus optimal). The details are straight forward
and are therefore omitted for brevity.

Similar to Corollary(B, we can also obtain the tradeoff betwéhe primary interference reduction and
the secondary throughput enhancement as follows. All thearks following CorollaryCB apply to the
present case as well.

Corollary 4: Assuming the interference on each antenna of the primarg btgion is bounded as

©((logn)~?), the average secondary throughput satisfies:
Rpe = (1 — g)mloglogn + O(1) (55)

where0 < ¢ < 1.
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Fig. 3. Secondary MAC: Throughput versus user numibes(2)

V. NUMERICAL RESULTS

In this section, we concentrate on numerical results in tlesgnce of the primary broadcast channel,
the results in the presence of the primary MAC channel arélagirthus omitted. For all simulations,
we consider:P, = P; = p; = 5, the secondary base station has= 4 antennas, and the primary base
station has\/ = 2 antennas and the number of primary userd/is- 2.

Figure[3 illustrates the secondary average throughpunhdweTheoreniIl. The allowable interference
power on each primary useris= 2. The slope of the throughput curve is discontinuous at sooirgg
because the allowable number of active secondary usershaust integer k| (also see Ed.(19)). As
mentioned earlier, the floor operation does not affect tiyenasotic results. Figurgl4 presents the tradeoff
between the tightness of the primary constraints and thensiacy throughput, as shown by Corollaty 1.
The interference power constraihtis 2n~¢ for ¢ = 0.1 and0.2 respectively. As expected, fgr= 0.2
the interference on primary decreases faster than0.1 and the secondary throughput increases more
slowly.

Figure[% shows the secondary throughput versus the numbseaaindary users in the presence of
the primary broadcast channel (Theorem 4), where the ermte power i§" = 2. In Figure[6, we
show the tradeoff between the secondary throughput andntheférence on the primary, as described
in Corollary[3. We sef to decline a2(logn)~4, for ¢ = 0.5 and ¢ = 0.8, respectively. Clearly, for
q = 0.5, the interference power decreases faster than0.8, while the secondary throughput increases

more slowly.
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Fig. 4. Secondary MAC: Throughput versus user numibes(2n~%)
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Fig. 5. Secondary broadcast: Throughput versus user nu(hber2)

VI. CONCLUSION

In this paper, we study the performance limits of an undeclagnitive network consisting of a multi-
user and multi-antenna primary and secondary systems. WetHi average throughput limits of the
secondary system as well as the tradeoff between this thpuignd the tightness of constraints imposed
by the primary system. Given a set of interference power tcaimgs on the primary, the maximum
average throughput of the secondary MAC growsgds logn (primary MAC), andy/i log n (primary
broadcast). These growth rates are attained by the simmglshtbld-based user selection rule. Interestingly,
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Fig. 6. Secondary broadcast: Throughput versus user nu(bet 2(logn)~ %)

the secondary system can force its interference on the pritoazero while maintaining a growth rate of
©(logn). For the secondary broadcast channel, the secondary aviragighput can grow as log logn

in the presence of either the primary broadcast or MAC chlaitece, the growth rate of the throughput
is unaffected by the presence of the primary (thus optinfraljthermore, the interference on the primary

can also be made to decline to zero, while maintaining therstary average throughput to grow as

©(loglogn).

APPENDIXA

PrROOF OFTHEOREM[]

Proof: We rewrite [10) as
Rinac = log det<[ +H(S)QH(S)(I + GSQPGD‘1> (56)

Because for any positive definite matrik and B, the functionlog det7 + AB~!) is convex inB [18,

Lemma 11.3], we have

Rmac = En [EG8 [Rmac ‘ HH (57)
> Egn {log det([ +H(S)QH(S)(I + E[GSQPGL])_IH (58)

— En | logd P _H(s)HI(S 9

EH[ og et<[+ o HEH ))] (59)
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where [58) uses the Jensen inequality and the facti{&) and G, are independent. Substitutirg,
from (@) and noting thak[G,Gl] = MI,,x.,, we have[(5D).
Now we bound the right hand side 6f {59). Recall that and|S| are the random number of eligible

users and active users, respectively. By the Chebychewaiigg for anye > 0, we have

IP’(]A] > (1 e)/;8> -1 162;;’ (60)
=1-0(k;") (61)

where in the above we use the fagt= np. Then, we expand (59) based the evéd| > (1 — ¢)ks}

and its complement, and discard the non-negative term @ssdavith its complement:

Ronac > E :log det<I + %SPPH(S)HT(SO Al > (1 - e)%s]P<|,4| > (1— e)zzs> (62)
>E :log det([ +7 prH(S)HT(S)> Al = (1 - e)ks] <1 - 0(k;1)> (63)
—E :log det<[ +1 ﬁstH(S)HT(S)> S| = (1— e)l?:s} <1 - 0(12;1)> (64)

where in the inequality (63), we apply the resultin](61) ane fact that the conditional expectation of
the right hand side of (62) is non-decreasing.ij. Since|S| = (1 — €)k; in case of|A| = (1 — €)ks,
then we obtain[(64) due to the average throughput dependinglovia the size ofS.

Recall that each entry df(S) is i.i.d. CA(0,1). Conditioned onS| = (1 — ¢)k,, H(S)H'(S) is a

Wishart Matrix with degrees of freedofl — ¢)k,, we have[[18, Theorem 1]

1—¢€)psks — .
Rinae > <m log (1 + %) +O(k; 1)) (1 — O(k; 1)> (65)
1+ P,
B (1 — €)psks log ks
=mlog (1 + P, ) +O( P ) (66)
. log ks
= mlog psks + mlog(l — €) — mlog(1l + P,) + O p ) (67)
Since the above inequality holds for aay- 0, we have
- log ks
Rimac > mlog psks —mlog(l+ P,) + O( O}% ) (68)
Now we find an upper bound fdR,,,... For convenience, we denote
Rpnac,0 = log det(] + psH(S)H(S) + G, Q, Gl) (69)
and
Ry = log det(I +G,Q, Gi) (70)
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So the average throughput can be written as
Rinac = E [Rmac,O} —E [RI] (71)

Using the inequality détl) < (tr(A)/k:))k [20], where A is ak x k positive definite matrix,R,c.0
is bounded by

Ronaco < mlog <1 + ltr< JH(S)HI(S) + G, Q, Gl)) (72)
Therefore,
BlRco] < | log (1+ Lur(pHS)HI(S) + 6.0, 1) ) 73)
< mlog (1 + %E[tr(H(S)HT(S))] + %E[tr(GstGi)D (74)
< mlog (14 psks + P,) (75)

where [74) uses the Jensen inequality. To obtain the inig(&B), we use the facts thitr (G,Q,Gl)] =
P, by substituting@, given by [8) as well a& [tr(H(S)H'(S))]| < mk, due to|S| < k.
Now we lower bound the second term in{71). Fram![21, Theorgmvé& have

by 1 &1
E[R;) > mimin log <1 + 37 &P (mmin D> oo v)) (76)

j=1 i=1

>

R (77)

wheremmin, = min(m, M), mmax = max(m, M) and~ is the Euler's constant. Notice th&; is a finite
constant independent af andT".
Combining [75) and (77), we have

Rinac < mlog(l+ psks + Py) — Rp (78)

Finally, substitutingk, given by [20) and noting that, = ©(n~+1), we have

R logn + 7 log (pSI‘N) —mlog(l+ P,) + O(n_ﬁ log n) (79)

m“C—N+1 N +

1
Rimae < 37 logn + 577 108 (psI™) =Ry +0(n” ~) (80)

where we use the identitpg(x + y) = logz + log(1 + z/y) in the above inequalities. This completes

the proof. O
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APPENDIX B

PROOF OFTHEOREM[3

Proof: We develop an upper bound for the secondary throughput iprisence of the primary broadcast
only; the development is similar in the presence of the pynMAC and thus is omitted. We consider
an arbitrary active user s& and transmit covariance matrix given by (4), such that therference
constraints on the primary are satisfied.

By removing the interference from the primary to the secopdhe secondary throughput is enlarged.

Then, using the inequality det) < (tr(A)//c)l‘C [20], where A« is a positive definite matrix, we have

Roae < mlog <1 + %tr(H(S)QsHT(S))> (81)

Let h; be them x 1 vector of channel coefficients from the secondary us@re S) to the secondary

base station, corresponding to a certain columieéf). Since(; is diagonal, we have

tr(H(S)QH(S)) = p;tr(hsh) (82)
€S
= pi [l (83)
€S
< |2 )
< max[hif* > pi (84)
iES
< max b, [ ;pz (85)

wherep; is the transmit power of the secondary useket

Poum Z Pi (86)
€S
and
J—— 1I<na<xn |h; | (87)

We can rewrite the right hand side ¢f (81) as
1
Ripae < mlog (1 + EhmamPsum) (88)
We first boundP;,.,, and formulate an optimization as:

max Psum

t.:p;<psfories,

(G, QsG] <Tfor1<t<N (89)
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which is a standard linear programming, and the solutioeited byP?,, .. Then, P’  is the maximum
total transmit power, depending on the channel realization each transmission.

Subject to the interference constraints on the primary, uber selection and power allocation are
coupled, and a direct analysis is difficult. Instead, we ¥ifild an upper bound foP;, . Notice that
the total interference (on all primary users) caused by ewesdary usei is p;|g, ;|?, whereg, ; is the
vector of channel coefficients from the secondaty all N primary users. We relax the set of individual
interference constraints ifi_(89) with a single sum int@ffiee constraint:

> rilgpil® < NT (90)
i€S
Notice thatg, ; corresponds to a certain column @G,.

Order the cross channel gaidég, ;|?}? , of all the secondary users and denote the ordered cross

channel gains by
8p1l” < 18pol® <+ < &pnl? (91)

Then, we further relax the sum interference constrdint (80yeplacing{|g,i|*}ics with the first|S|

smallest cross channel gail{l@,,i\?}ﬁ‘l. Thus, we have:

max P,
87{p1} s
|S|
sty pilgpl* < NT
i=1

pi < ps for1 <i <|S]| (92)

For any channel realizations, the solution for the abovélpra, denoted by"* is always greater

sum,1?

than, or equal td’;,,,,. Notice thatP;,, , is also a random variable. Singeg,, ;|*} is in non-decreasing
in 7, the set of{p;} that achievesPs*mm1 satisfiesp; > p;, for i < j. In other words, we have; = p,,
fori =110 |S|—1, andp; < ps, for i = |S]|.

Let S,.q. be the maximum value dfS| that satisfies the constraint

1S|-1
ps Y |&pil> <NT (93)
=1
We have
Ps*um,l < psSmaa (94)

where in [94) we have an inequality, because the consti@8)ti¢ relaxed by discardings; compared

to the interference constraint in_(92) .
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Now, we focus on bounding,S,,..... For any positive integet, we have

— NT
P(Smax < k) > P(Z |gp,i|2 > P ) (95)

i=1 s

which comes from the fact that the event of the right hand Bitgies the event of the left hand side.

Notice thatz ' |g,i|? is a sum of least order statistics out f,;|2}?, with i.i.d. Gamm&n, 1)

distributions. We apply some results in the developmenitl8f Proposition 12], and obt&n

iy NT 1
Z 1&p.i> > ; )>1_O(W) (96)

where f(n) = con™+1, andey = ((1( :)rl)

Let k = f(n) in (@5) and combine with (96):

N——) 1. For largeN and smalle, ¢y ~ %(N +1).

P(psSmax < ps f(n)) >1—0(n %) (97)

After characterizingos Sinaz, NOW We return toP?

sum*

To simplify notation, we denote

< Pr

sum,1

Becausel*

sum

< psSmaz for any channel realizations, frorn_(97), we have
P<P§um > psum> =1- IP(P;W < psum>
<1- P(ﬁssmam < ﬁsum>
< O(n~ %) (99)

Now, we complete the analysis &f,,,, and move tah,.,. Becausg |h;|*}7_, have i.i.d. Gamman, 1)

distributions, using the similar arguments developed imb®[2, we obtain

1
P(hm > <n> =O( ) (100)
logn
E[hmax ‘ hmam > Cn] < O(TL lOg n) (101)
where(, is a deterministic sequence satisfying
¢n = logn + mloglogn + O(logloglogn) (102)

®For our casey =y = N.
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Now we are ready to develop the upper bound for the secontmoughput. SincePs,,, < P

sum?

from (88), we have
7?rmac S mEH,P |:10g (1 + ! thLZEP:um>:| (103)
m
1
< mEH,P |:10g <1 + Ehmax 5um> Ps*um < psum:| P(P:um < ﬁsum)

1
+ mEH’p [log <1 + —hmam sum)

sum = psum:| IP)(Ps*um 2 ﬁsum) (104)
< mEn [log <1 + hmaxpsum>:| :
+ mEg [log <1 + Ehmampsnﬂ . O(n_ﬁ) (105)

< mEg |:10g <1 + ihmaavﬁsum) ' hinaz < (n:| IFD(hmagv < Cn)
m
[ 1
+ mEq | log <1 + Ehma:cpsum> ‘ himaz > Cn:| ]P)(hma:c > Cn)

1

+ mEg _log <1 + %hmampsn> ' homae < (n]IP’(hmax < gn)()(n—ﬁ)
‘ hmaz > Cn:|]P(hmax > Cn)O(n_N_“) (106)

[ 1
+ mEyg | log <1 + —hmaxp8n>
I m

1,
< mlOg <1 + _Cnpsum> -1
m

+mlog (1 P | B > g@)p(hm - )
+ mlog <1 + %Cn ps”) -1 O(n_ﬁ)

";n"E[hm | gz > gn]>1@(hmm > G,)O(n~ ) (107)

+ mlog <1 +

1
S mlog <1 + — Cn psum>
m

+ mlog <1 + I%%O(n logn))O( )

logn
1 1
+ mlog <1 - E@pm) O(n~ %)

1

—|—m10g< 4 2 O(nlogn))O(@)O(n_Nﬂ) (108)

where the second term i (105) comes from using (99) as wehagact thatP?,,, is upper bounded

su

by psn. In (I07), we apply the Jensen inequality to obtain the séamd fourth terms. Using_(1D0)
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and [101), we have the second and fourth term§&in](108). Iizifgl substitutingp..,, and(,, we obtain

m
< —_—
Rinae < Nl logn + O(loglog n) (109)
This concludes the proof of this theorem. O
APPENDIXC

PROOF OFLEMMA 2

Proof: First, we prove[(d9). LetZ = |hl¢;|? andY = 0( D 1sj Ihf¢;|? + |gsi|?). Then, Z has the
exponential distribution, an#f’ has the Gamm@@m + M — 1),6) distribution. We can write
Z

i= 110
c+Y (110)
wherec = %. Conditioned onY’, the pdf of ; is given by
) = [ Fulali) )y (111)
00 m+M-1_—y/0
- —(cty)z Yy €
/0 (c+y)e X (m+M—1)!0m+Mdy (112)
e—CIE
So the cdf ofL; is
FL((ﬂ) =1- / fL(t)dt (114)
SR (115)
N (14 fz)mtM-1
We define a grow function as
1— Fp(x)
r) = ——-—"-+> 116
9:(®) fr(z) (116)
1+ 0x
= 117
c(140x)+6(m+ M —1) (117)
Sincelim,_, g7 (z) = 0, the limiting distribution ofL,,,, = max;<;<, L; exists [22]:
lim (FL(bn + anm))n —e ¢ (118)

n—oo
whereb,, = FL‘l(l —1/n) anda, = gr(b,). In general, an exact closed-form solution for and b,
is intractable, but an approximation can be obtained, widcsufficient for asymptotic analysis. After
manipulating [(115), we have
1 M-1
by, = - logn — % loglogn + O( log log log n) (119)
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and thus

1 1
an ==+ 0(
c

og n) (120)

It is straightforward to verifylim,,, o (ng’L(bn)) = 0o, SO we apply the expansion developed.inl [23, Eq.

(22)]

n ZL'2
(FL(bp + anz))" = exp ( —exp(—z + @(log2 n))> (121)

Let 21 = —loglogn and substitute:; into (121), we obtain[(49).

Now, we prove [(ED) and (51). Sindg; is similar to L;, except that the denominator now has the
Gamma(M, 0) distribution. Following the same steps of obtainifig (124¢ have the expansion of the
cdf of U,,40:

2
(Fu(dn + cnz))" = exp < —exp(—x + O( x2 ))) (122)
log”n
where
1 M
dn = - logn — ~ loglogn + O(log log log n) (123)
and
1 1
o =-+0( ) (124)
c logn

(50) follows by substitutingzo = loglog n into (122).
Finally, becausé[U,,..] < nE[U;] [22], we have

1 E|U;
E |:Umam Unmaz > dn + - 10g 10gn < n [ ]1 (125)
c P(Umaz > dy + ; loglog n)
= O(nlogn) (126)
where we us€ (50) in the last equality. O

APPENDIXD

PROOF OFTHEOREM[4]

Proof: We first find a lower bound for the secondary average througiLl. We condition onP = p
and letl,, = b, — £ loglog n, whereb, is given by Lemmal2. Usind (48) and Lemina 1, the conditional
throughputR,. p(p) can be bounded as

Rbc\P(p) > mE |:10g (1 + Lmam)

P = p] (127)

> mE [bg (1 + Lmam)

Liaz > ln, P = p:|P(Lmam >y ‘ P = P) (128)
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m<log(%logn) +0(loglﬂ)> <1—@(n_1)> (129)

logn

log log n)

— mlog (% logn) +O( (130)

logn
From [127T) to [(12B), we discard the non-negative term aagetiwith the even{L,,.,. < l,}. Using
(49) from LemmdR and the identitpg(x + y) = log z + log(1 + y/x), we have[(129).

Now we take the expectation with respectffo From [39), we have
mI

P> : (131)
maxi<;<n |8, ;> +ml'/Ps

wheregjm. is the 1 x m vector of channel coefficients from the secondary baseostati the primary
useri. Let the pdf ofmaxi<;<x |g,(i)|* be f,, (z). Because the random variable is (stochastically)
greater than the right hand side bf (131), from Lenitha 1 and)(18e have

T'logn log logn
Rpe > / mlog( +mF/P>fgp($) da:+0< Tog ) (132)
T'logn log log n

> et R
mlog <u1+mF/P>+O< log ) (133)
= mlog (T'logn) —mlog (fuy +mI'/P;s) + O(log logn) (134)

logn
where [(13B) comes from the convexity o (a + x—+c) and

i = E[ max |g, (i) (135)

1<i<N
To find an upper bound, we still begin with the conditionalothghputRp(p). Let u, = d,, +
2 Joglog n, whered, is given by Lemmal2. Then

Rbc|P(p) < mE[lOg (1 + Umax)

o p] (136)

< mE[log (1 + Umax)

Unaz < Up, P = p} P(Umam < un‘P = p) (237)

+ mE[log (1 + Umax) Unaz > Up, P = p}]P’(Umax > un‘P = p) (138)
1
< mlog(1l+u,)(1- @(logn))
1
+ mlog (1 + E[Unaz | Unaz = tn, P = p])@(logn) (139)
<mlog(l+ — log n) 4+ O(1) (140)

where [136) comes froni_(#8). We apply [50) in Lemila 2 and thesele inequality to obtairi_(1B89).
Using [51) in Lemmal2 and substituting,, we obtain [(14D).
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After calculating an upper bound for the conditional thropgt, we average oveP. From [39), we

have
P< ml - (141)
maxi << |8, ;[
We denote
L T2
= E[1/ max [gl ] (142)
Then, by the Jensen inequality, we have
1
Rpe < mlog (1 + %E[P]) +0(1) (143)
r
< mlog (1+ = logn) 4+ O(1) (144)
2
=mlog(T'logn) — mlog fis + O(1) (145)
where [(144) holds sincE[P] < ";—f The theorem follows. O
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