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interference alignmenfl], [2], it is possible to have each
transmitter operate all the way up /2 its interference-
free capacity. The basic idea is that, from the viewpoint of
each receiver, the interference should look as if it oritgda
from a single user. For the interference channel, Cadamtbe an
its interference-free ergodic capacity. However, given te well- Jafar developed a vector space alignment strategy over many
chosen time indices, the channel coefficients from interféng parallel channels (which can be obtained by using multiple
users can be made to exactly cancel. By adding up these Wogrequency bands or time instances). The end result is thtit ea
observations, each receiver can obtain its desired signalitiout . . . . . . . .
any interference. If the channel gains have independent, uform ~ '€CEIVer sees |ts_ desired signal in half the dimensionsewhil
phases, this technique allows each user to achieve at least2 the interfering signals occupy the other half and each user
its interference-free ergodic capacity at any signal-to-nise ratio. can approach /2 its interference-free capacity as the signal-
Prior interference alignment techniques were only able to #ain  to-noise ratio (SNR) goes to infinity [[2]. In this paper, we
this performance as the signal-to-noise ratio tended to infiity. ,.0505e a simple new strategygodic interference alignment
Extensions are given for the case where each receiver wants . 4 .

a message from more than one transmitter as well as the “X that perm't_s each user to ach'eve at least half its 'mmtme
channel” case (with two receivers) where each transmitter as free capacity at any SNR. At its heart, our scheme relies en th
an independent message for each receiver. Finally, it is shm availability of time-varying, independent channel coeéffits

how to generalize this strategy beyond Gaussian channel met.  that are drawn from distributions with uniform phase.

For a class of finite field interference channels, this approgh  \ve now provide a high-level description of our scheme. As-
yields the ergodic capacity region. sume that the( transmitters send out signas;, X, ..., Xk

~ Index Terms—Interference channels, interference alignment, at time ¢ under channel matridl = {hi} and that each
time-varying channels receiver observes:

Abstract—This paper develops a new communication strat-
egy, ergodic interference alignment, for the K-user interference
channel with time-varying fading. At any particular time, each
receiver will see a superposition of the transmitted signal plus
noise. The standard approach to such a scenario results in el
transmitter-receiver pair achieving a rate proportional to 1/K

K
I. INTRODUCTION Yi[t] = Zthe + Zi[t]
Consider K transmitter-receiver pairs that communicate (=1

over a wireless channel on the same frequency band. If {yfere 7, [¢] is independent and identically distributed (i.i.d.)

users are not allowed to cooperate, it is clear that consurrgdditive noise. The transmitters wait until the compleragnt
transmissions will interfere with one another. The key ¢joes channel matrixF occurs at timet where
is at what rate can each pair communicate in the presence of

)

interference from all other pairs. If only one pair is actithds hi1 —haz —hik
reduces to an interference-free point-to-point commuitioa H. — —har hao —hak @)
problem for which the capacity is known. Intuitively, it sae © : :
that the best possible scheme figractive pairs would allow “hr1 —hro hicx
each transmitter to operate at roughlyK its interference- o )
free capacity. Surprisingly, through a new strategy known §nd then resend\;, X5, ..., Xi. This gives each receiver
access to
B. Nazer is with the Department of Electrical and Computegi&eering,
Boston University, Boston, MA, 02215 USA (email: bobak@dulu). M. Gast- Yy [tc] = hpp Xy — Z hieXe + Zy [tc] (3
par is with the Department of Electrical Engineering and @otar Sciences, (+£k
University of California, Berkeley, CA 94720 USA, and withet School
of Computer and Communication Sciences, Ecole Polytedenigedérale which it can add tayy[t] to get
(EPFL), 1015 Lausanne, Switzerland (e-mail: gastpar@eed=ley.edu). S.
A. Jafar is with the Department of Electrical Engineeringd abomputer Y [t] +Y [tc] = 2hi Xk + Zk[t] + Z [tc] . (4)

Science, University of California, Irvine, Irvine, CA, 926-2625 (email:
syed@uci.edu). S. Vishwanath is with the Department of tHtat and

A e | So, for the cost of two channel uses, we can get an
Computer Engineering, University of Texas, Austin, AustiX, 78712, USA

(email: sriram@ece.utexas.edu).

B. Nazer and M. Gastpar were supported by NSF grants CCR29847
CNS-0627024, and CCF-0830428. M. Gastpar was also suppbstethe
European ERC Starting Grant 259530-ComCom. S. A. Jafar wpgosted
by NSF grant CCF-0830809, ONR YIP grant NO0014-08-1-08Ti2, @NR
grant N0O0014-12-1-0067. S. Vishwanath was supported by AR grant
52491CI. The material in this paper was presented in parthat|EEE
International Symposium on Information Theory, Seoul, tBokiorea, July
2009 and at the 47th Annual Allerton Conference on Commtinits,
Control, and Computing, September 2009.

interference-free channel. The observant reader will e
ticed that, for most reasonable fading distributions, angle
He € CKX*X has measure zero and will effectively never
occur. Fortunately, for our purposes, it is enough to wattlun
the channel matrix is fairly close tdélo to retransmit the
signals. The description above is meant only to illustrate t
key principles at work and we will make our analysis rigorous
in the sequel.
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In some scenarios, each receiver may wish to recover matennels. For a multi-hop network, they use subsequent hops
than one of the transmitted messages. Assume each receiwenvert the channel matrix from the first hop. This techriqu
wants L messages out of th& > [ messages that werewas subsequently used to characterize the degrees-adifree
transmitted. We can think of these messages as unknoregion for a broad class of layered Gaussian relay networks
variables and allocate one additional unknown variable fit6]. Earlier work by Grokop, Tse, and Yates proposed an
the remaining transmitted messages which act as intedereralignment scheme for line-of-sight interference chanmets
If the transmitters send out the same signals oltet- 1 provably good rates at finite SNR [17].

appropriately chosen channel matrices, the receiverswaile  Several groups have recently applied the techniques devel-
enough “equations” to eliminate the interference and sol¢ped here to derive tighter capacity scaling laws for dense
for their desired messages. We will generalize our ergodireless networks. Jafar showed that for transmitterivece
alignment scheme to this scenario and show that it can ab‘@irs distributed uniformly in the unit square, ergodigati
be applied to an X channel with two receivers that each wagent yields the exact capacity as the network size goes to
an independent message from each transmitter. infinity [18]. Subsequent work by Aldridge, Johnson, and
In the Gaussian case, each receiver can simply add upp{gchocki extended this result to a broader class of node
observations from paired channel matrices and then try g@acement distributions [19]. Niesen studied multi-ho- ne
recover its desired messages. This is because the degired siworks with K nodes with unicast and multicast traffic and
is Combinedcoherentlywhile the noise is not which bOOStSfound upper and lower bounds that differed by on|y)gK
the effective signal-to-noise ratio (SNR). For other chennfactor [20]. For the multiple-access wiretap channel, Bass
models, it may be beneficial to remove the noise prior #nhd Ulukus have developed a variant of our technique that
combining the two observations. We will demonstrate thisairs channel realizations to minimize the informatiorkésh
through the derivation of the capacity region of a finite fielgy the eavesdropper [21].
interference F:hannel W'th_ t|me-v§1ry|ng channel cogffltsen Another natural question is whether interference alignmen
Here,the optimal strategy.|s to reliably deche equatidiisod is possible over static channels. Bresler, Parekh, and Tse
transmitted messages using the computation codes dedelo&@monstrated that alignment can be achieved on the signal

in [3] and then solve for the desired messages. scale using lattice codes and employed this strategy to ap-
proximate the capacity of the many-to-one (and one-to-many

A. Related Work interference channel to within a constant number of hitg.[22

. . . Lattice-based codes have also been used to characterieeya “v

To date, the capacity region of the Gaussian interfereng

e ” H H
channel is unknown except in some special cases. If tﬁtrong regimel[28], the generalized degrees-of-freecd |

. oo it 2Rd the approximate sum capacity [[25] for symmetkie
interference strength at each receiver is very strong, i user interference channels. Recent efforts have attentpted

8%neralize this approach to a broader class of channel gains
426], [27]. Motahariet al. found that/ /2 degrees-of-freedom
are achievable (up to a set of channel matrices of measwsg zer

- embedding alignment vectors into scalar irrationalg.[28
& wever, for rational coefficients, the degrees-of-fraade
étrictly less thank'/2 as shown by Etkin and Ordentlich [29].

Recent work has also strived to characterize the gains of
linear alignment strategies using limited channel retibire.
r 3-user interference channels, Cadambe, Jafar, and Wang
owed that linear precoding combined with asymmetric com-

and then extract the desired message [4]—[7]. Converséhg i
interference strength is very weak, it is optimal to treat t
interference as noisé[8]=[1L0]. For the two-user case,nk:tk
Tse, and Wang showed that a version of the Han-Kobaya
schemel[B] is approximately optimal and achieves the capa
region to within one bit[[11].

For interference channels with® > 2 transmitter-receiver
pairs, interference alignment![1],1[2],_[12] offers subwtal
rate gains. Specifically, Cadambe and Jafar [2] showed tffz
K/2 degrees-of-freedom are attainable using an alignm . ) ! ) 4
scheme that exploits instantaneous channel state infmnmeit plex. S'Q”a"“g offers alignment gains for a single channel
the transmitters (CSIT), coding across many parallel Cbkmnreahzatlon [30]. Subsequent work b_y Bresler :_;md Tse found
[7], [L3], and taking a high SNR limit. Subsequent work hal!® degrees-of-freedom for symmetric linear alignmentaior
focused on developing alignment strategies that can aperdfPitrary number of channel realizations [31]. More regent
outside of this regime. several groups have developed feasibility conditions peal

One natural question following the results in [2] is whetheql'gnmem over asmglg cha‘nnel realization dtauser MIMO
the same gains are attainable at finite SNR. This paper assv\}@}erference channel [32]-[34].
this question in the affirmative through a new alignmenttstra Another interesting line of recent work has developed
egy (under an additional condition on the channel coefficieflignment schemes that do not require instantaneous CSIT.
phases). In concurrent work to our ow@zgir and Tse For instance, if the channel coefficients are appropriately
examined the interference alignment scheme of Cadambe &Réelated, alignment is possible without any CSITI[35]r Fo
Jafar [2] and found a lower bound on the rate at finite SNiRdependent channel coefficients, alignment is still fussi
for phase fading [14]. In parallel, Jeon and Chung developitth delayed CSITI[36]+[40], although, in general, the gain
an alignment strategy for finite field interference networl@€ not as high as in the instantaneous case.
[15]. For a single-hop interference network, they match up For a more comprehensive overview of the alignment liter-
pairs of channel matrices as we do to get interference-fraire, we point to a recent survey [18].
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B. Paper Organization inputs

The next section provides a formal problem statement for K
the time-varying interference channel and Sedfian 11l depe Yi[t] = Zhu[t]xé[t] + Zi[t] (6)
a gquantization scheme that will be useful for our analysis. =1

In Section[1V, we show that each receiver can achieve at

least half its interference-free rate at any SNR and, iniGect Where thehy,[t] are time-varying channel coefficients and
IV-A] we discuss the delay incurred by this scheme. Se€fion %k ([t] is additive i.i.d. noise and drawn from a circularly
generalizes ergodic alignment to the case where each ezcefymmetric complex Gaussian distribution with unit varienc
wants more than one message. In Sedfioh VI, we attempt4elt] ~ CN(0,1). Let H[f] = {hy[t]} denote the matrix
extend our scheme to the X channel and give a scheme tAhghannel coefficients at time Each entry of this matrix is
works for the2-receiver case. All of the prior schemes operatg@dependent of the others for aland the channel matrix itself
on the symbol level; in Section VI, we show that for nonis i.i.d. across time,

Gaussian channels, sometimes each receiver should désoise K K
received signals prior to combining them. Finally, Appendi H) — h 7
Al provides upper bounds for the Gaussian case and Appendix fu(H) kl;[l H Shee (Nie) (7)
reviews a useful result from computation coding. T

fap-mm(H, ... Hr) = HfH(Ht) : 8

Il. TIME-VARYING GAUSSIAN INTERFERENCECHANNEL

We begin with some notational conventions. We will denot¥/e assume that the phase of each channel coefficient is drawn

vectors using boldface lowercase letters and matrices wiicerding to a uniform distribution and independent fros it

boldface uppercase letters. Realizations of a randomhiaria™agnitude,

are (sometimes) denoted using sans-serif font. For ingfanc h) — i

P(H = H) denotes the probability that the random matHx Fre(h) = fii (€7°h)

takes on the valuél. A”. Iogarlthms are .to base, . Remark 1:Although our alignment scheme requires the
There areK transmitter-receiver pairs that communicate

. : phases to be drawn from uniform distributions, this require
across a narrowband wireless channel deime steps (see b laxed by chanainga h h | .
Figure[1). ment can be relaxed by changing how channel matrices are

paired. See [41] for a recent study of ergodic alignment unde
Z1t] asymmetric phase distributions.
The transmitted symbols at timean depend on the channel
m—| & X[t Y[t Dy b1 realizations up to and including timteThis is the usual notion
of causal CSIT. LetH[t] = {hx[t]} denote the matrix of
Z|t] channel coefficients at time
Xot] l Ya[t] X Remark 2:Channel coefficients that change at every time
ma—| & —®—— D2 72 step are often referred to as a fast fading process. For our
H(t) considerations, we just need that there is sufficient varat
: of the channel coefficients over the duration of a codeword.
Zk|t] ' The assumption that the channel coefficients are i.i.d.sscro
X[ Yiclt] time is taken to simplify the analysis.
mr —| €k Dk > Mk Remark 3:We can model the effect of different power con-
straints at each transmitter and different noise variaateach
Fig. 1. K-user Gaussian interference channel with time-varyingnoel €ceiver by modifying the coefficient probability distriimns.
coefficients. Definition 4 (Decoders)Each receiver has alecoding
function Dy, : CT — {1,2,...,2"F} that maps its length
Definition 1 (Messages)Each transmitter has aessage 7 gpserved channel outpiit;,[¢]}7_, into an estimater,, of
mye chosen_ independen~tly and uniformly from the sefs desired messagey,.

{1,2,... 7.2"13”} for someR, > 0. . . Definition 5 (Achievable Rates\We say that a rate tuple
Definition 2 (Encoders)Each transmitter has aencoding (R1,Rs, ..., Rx) is achievableif for all ¢ > 0 andn large

function & : {1,2,...,2"f*} — CT, that maps its messageenough there exist channel encoding and decoding functions
my into a lengthT' channel input{ X,[t]}7_, that satisfies the &, ...,Ex,D1,..., Dy such that
power constraint

Vh e C,be[0,27) . (9)

L Ry>Ry—¢, k=12 ... K, (10)
TZ‘XE[tHQSP (5) P({T/fll#ml}UU{’fl\’LK#mK})<€ (11)
t=1

Definition 3 (Channel Model)The channel output ob- Definition 6 (Capacity):The capacity regionis the closure
served by each receiver is a noisy linear combination of t9é the set of all achievable rate tuples.
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[1l. CHANNEL QUANTIZATION Im(hie)

Our scheme relies on matching up channel matrices s6
that the interference terms cancel out when we sum up the
matrices. Clearly, given any channel matid, the prob-

ability that its exact complemenHgs will occur is zero
(for continuous-valued fading). Thus, we can only match up
matricesapproximatelyWe will accomplish this by quantizing
the channel coefficients and matching up matrices based o
their quantized values. By taking finer and finer quantizetjo
we can achieve the target rate in the limit.

We also need to ensure that nearly all matrices that occu
will be successfully paired up with their complements. 8inc
the coefficients are drawn i.i.d. from distributions withifonm
phase, the probability that the complement of a channelixatr

occurs in a given time step is the same as the probability tha

the original matrix occurs. We will constrain the quantized
matrices to lie within a finite set by throwing out any matsce

with coefficients larger than a threshold. Finally, we chothe x

blocklength to be large enough so that the sequence of quan-
tized channel matrices is strongly typical with high proitigb Fig. 2. Quantizi | lued channe! coeffcicias with i

: s - : . : 9. 2. uantizing complex-valued channel CoetliCl with magnituae
ThIS means that the empl_rICT?ll dI,St”bUtl,on 9f Channel neas less thanhuax to a finite set. Here, the number of ringsds= 5 and the
will be close to the true distribution which implies that figa number of segments per ringis= 12. The maximum distance between any
all matrices can be matched. two points in a quantization cell i8.

Let hmax denote the channel coefficient threshold. We will
ignore any channel matrix that contains at least one coeffici
with magnitude larger thahyax . Let

\

up channel coefficients to cancel out the interference Bxact
However, as explained above, this is not possible at any

LA {H c CKxK . |hre| > hvax for somek,é} (12) finite blocklength. The following lemma bounds the effect

. ) of combining channel coefficients based on their quantipati
denote the set of all matrices that violate the thresholdleind ¢qi5.
o2 (H[t] c E) (13) I__gmma 1_: Let hu[t_l],hkg[tg], ..., hge[ty] be channel co-
efficients with magnitudes less thaiyax. Then, for any

be the probability of some matrix in this set occurring atdimq,, € C,
t. Note thatp is a decreasing function dfyax -

N N N
We now define the quantization functignfor the channel Z anhieltn]| < Z anheltn]| + 6 Z || (15)
coefficients. The complex plane up to distafiggyx from the 1 1 ne1
origin is divided up intox disjoint rings of equal width. These | ~ N N
rings are further subdivided into equal segments based on Z anhieltn]] > max (0, Z anﬁke[tn] — 52 |an|>
angles spaced equally betweerand 27. The parameters n=1 n=1 n=1

andn are chosen to be large enough such that the maximyyheres is the maximum distance between any two points in
distance between any two points within a segmemtyghere g quantization cell.

0 > 0 will be specified later. Each segment is a quantization Proof: Define ereltn] 2 hpeltn] — ;Lké[tn]- Since the
cell for the channel coefficients which we represent by itpefficient magnitudes are less thagax , then|epe[tn]| < 6.
centroid. Thusg (hy[t]) mapshy,[t] to the centroid within its By the triangle inequality,

segment if’hu [t] < hmax. If ’hu [t” > hpax thenq(hu [t])

N N
maps to an erasure symhbl See Figuré]2 for an illustration _ 7
of this quantization scheme. nz::l anhieto] nz::l i (hu ltn] + i [tn]) (16)
Throughout the paper, we will match up channel coefficients N N
based on their quantization cells. For notational converge < Z anhieltn]| + 52 ] - (17)
let n=1 n=1
Foae e q(hu [t]) (14) The secpnd inequality follows similarly via the reversangle
inequality. [ ]
denote the quantized channel coefficients. Channel matrices are quantized simply by quantizing their

One important aspect of this quantization scheme is thatividual coefficients
each segment has the same probability of occurring as any N
other segment within the same ring. Note that this depends Hff] = {h’“é[t]} ' (18)
strongly on the assumptions of uniform phase and the ibet H denote the finite set onto which channel matrices are
dependence of phase and magnitude. Ideally, we would pairantized.
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To facilitate our analysis, we will split th&' time slots into allocation [438]. For simplicity, we use a uniform power al-

N consecutive blocks of'/N time slots each. Let location throughout our derivations. See [44] for a study of
power allocation for fast fading-user interference channels.
H™ 2 H[l + M} 7H{£] (19) The interplay of interference alignment and waterfillingais
N N interesting subject for future study.

N . A simple approach to interference management is to have
(n) . .
forn € {1,2,..., N} and letH™ denote the CorresF)Ond'm-:]transmltters take turns using the channel, often refeweait

quantized sequence. . o time-division. For instance, if we partition the channelially
We now recall the notion of strong typicality for Sequences,. een transmitters. each one can achieve

of discrete random variables and specialize it to sequenices

guantized channel matrices. We define Ry = iE[log(l + thkklzP)} ) (25)
K
A N
pH(H) = P(H[t] = H) (20) The extraK factor inside the logarithm comes from saving up
to be the probability under the fading distribution that &ower while the transmitter is required to stay silent. Unde
channel matrix quantizes 18 € . Also, define this approach, the sum rate stays nearly constant as we add

users to the network. Although this seems like a fundamental

#(p”f{(n)) N {t [ =0, 1+ (n—1T <t< ﬂ}’ performance barrier, we can in fact do much better using
N N interference alignment.
to be the number of quantized channel matrices withindhe ~ The main idea underlying alignment is to carefully design
block that are equal tél € 7. the transmission scheme so that the effective interferamce
Definition 7 (Strong Typicality)A block of quantized €ach receiver appears as if it came from a single transmitter
channel matrices (™), is ~-typical if For the channel model under consideration, Cadambe and Jafa
showed that this is possible using a vector space stratégy[2

E#(p”ﬂ(n)) _pﬁ(ﬂ) <~y VAeH. (21) brief, their strategy groups together several channel tasgst
T a (virtual) multiple-input multiple-output (MIMO) inteefrence
Lemma 2:For anye > 0 and T large enough, the prob-channel. Each transmitter is assigned a linear transfawsmat

ability that all blocksH®™, ..., H®™) are y-typical is lower based on the fading realization with rank roughly equal 6 ha
bounded byl — . the number of channel uses. At each receiver, the integferin
Proof: From Lemma 2.12 in[[42], the probability that asignals occupy one half of the dimensions while the desired
block H(™ is ~-typical is at least signal occupies the other half and can be extracted usirg zer
IH|N forcing. This strategy allows the sum rate to increase figea
- : (22) with the number of users at high SNR. Recall tifdt:) =
4T~? .
. _ - o(g(z)) means thatim,_,~ f(x)/g(z) = 0.
Since the blocks are independent, the probability that aﬁTheorem 1 (Cadambe-Jafarfor the time-varying Gaus-
blocks H™", ..., H™) arey-typical is lower bounded by  sjan interference channel, each transmitter can achieatea r
(1 |H|N)N 23) satisfying
- 2 : 1
ATy Ry, = 5log (1+ P) + o(log (1+ P)) . (26)

From our choice of quantization schenj#(| = (kn + 1)%”.
Thus, [28) goes td asT goes to infinity which completes

the proof. N - :
We will only work with sequences of channel matrices tht e degrees-of freedoEn)I_t implies that,_ at. sufficiently high
NR, each user can achieve one half its interference-ftee ra

arey—typmgl an_d d_eclare errors on the rest. This ensures trPé‘{:]ardless of the number of users in the network. We now
nearly all time indices can be matched up appropriately.

set out to prove that each user can achieve at least half its
interference-free rate at any SNR.
IV. ERGODICINTERFERENCEALIGNMENT Theorem 2:For the time-varying Gaussian interference
Each transmitter-receiver pair would clearly be betterifoff channel defined in Sectidnl II, the rates
it had exclusive access to the channel and faced no intedere

For a full proof, seel[2, Theorem 1]. This result charactsiz
the “pre-log” term of the achievable rates (also referredso

from other users. Specifically, if,, = 0 V¢ # k, each Ry = %E[IOg(1+2|hkk|2p)] (27)
receiver sees a point-to-point channel from its transméatel )
can achieve are achievable fok = 1,2, ..., K.
Proof: Choosee > 0. We will divide up theT chan-
Ry =E[log (1+ [h|*P)] (24) nel uses into two consecutive intervals of equal length. We

guantize all channel realizations using the scheme destrib
in Section[l]. Applying Lemmd2 withvV = 2, it follows
Ot_hat both blocks ofT'/2 channel uses are-typical with

We call this theinterference-free rateand will use it as a
benchmark to gauge our performance.

Remark 4:Note that this assumes a uniform power all
cation across all time 5|0t§ and one can dcf petter by USINGNote that this high SNR result does not depend on the unifonase
the causal channel state information to optimize the powsssumption.
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probability at least(1 — §) (with v to be specified later). quantization cell in matched time slotBii[t1] = hwklta).
By Definition [, this means that the number of occurrencé&som LemmdlL, we have that

of each possible quantized channel matrix in each intesval i .

bounded as follows: | Pk [t1] + hik[t2]| > max (2\hkk [t1]] — 24, O) (29)
T A o T .
5 (pﬁ (A) — 7) < #(H|H(”)) < 3 (pﬁ (A) + 7) (28) > max (Q‘hkk [t1]] — 46, O) (30)

whered is the maximum distance between any two points in

for all H € H. o . .
If either interval is noty-typical, we declare an error.aquantlza'uon cell. It fOIIOWS.' that the signal powerifi[t] +
Y. [t2] for the symbolX}[t,] is at least

Otherwise, we know that each quantized matrix will occut”
at leastZ (pﬁ(ﬂ) — 72 times in each interval. A time slat (2| hi[ta]| — 46)*P (31)

in an interval is useable unless: . . . .
1) The ch N ai | t|f |hkklt1]| > 26. For interfering signals, the channel coef-
) e channel matrii[¢] contains one or more elemen icients from matched time slots satisfye[t1] = —hge[to].

with magnitude larger thahyax . .
2) The channel matriH[¢t] does not violate the thresholdApplylng Lemmall, we get that

but the corresponding quantized matkk{t] has already \hkk [t1] + hik [tg” <25. (32)

occurred at least (py (H) —7) times. ol hat th | interf
Assuming all intervals are/-typical, the number of useable.It ollows that the total interference power Wi[t1] + Yi[t:]

time slots per interval is 'S at most
. - 46*(K —1)P . (33)
A K2
B Z (pﬁ(H) - 7) = L; (1 —p = (kn) V)J * The noise power inYy[ti] + Yi[t2] is 2. Combining these
F:hp AT bounds, we get that ifiyx[t1] > J, the SINR at receiverk is
Recall thaty is the probability the channel matrix contains aft least
element larger thahyax (which corresponds to the quantized P (2|hik[t1]] — 46)?
matrix containing an erasure symbb) and x and 7 are SINRy, > : (34)
46%2(K —1)P +2

parameters in the channel quantization. _

_ Each encoder uses an independent codelthowith rate Takingé — 0, we see that

Ry, and length equal to the number of useable time slots per lim SINR. > 2

) . R 2|hgk[t1]|* P - 35
interval. Each codebook is generated elementwise i.ianfr 550 k2 2fher[]] (35)

a circularly symmetric Gaussian distribution with varianc By choosinghuax large enough, we can make the probabil-
slightly less thanP (to ensure that, for large blocklengthsity + that the channel matrix violates the threshold as small as
the power constraint is satisfied). _ we desire. Next, we can choosethe number of quantization
During the first interval, each transmitter sends out a N&Yhgs) andy (the number of angles) large enough, to make
symbol from its codeword during each useable time#land 55 small as desired and get KR at each receiver to be as
records the corresponding quantized channel matd€gs|. close t02|hy,[t1]]2P as we would like. Then, we can choose
We match up each useable time slotfrom the first interval ., 1 pe sufficiently small so that the fraction of useable time
with a useable time slat from the second interval for which gjgts is large. Finally, by takin@’ large enough, we can find

the quantized channel matrbi[to] is complementary a good code with probability of error at mo§tand rate at
5}1[151] —flu[tﬂ e —}:llK[tl] least )
. —hay [t Dot oo —hoglt : 2py] _ &
H[t2] _ 2:1[ 1] 22:[ 1] § 2K[ 1] . 2E [log (1 + 2|h'kk| P)] 2 (36)
i ' ’ i ' ’ - Recall also that with probabilit§ the channel is not-typical
—hialth] —hwaltl] - hxlt] so the total probability of error is less thanThus, there must

Note that this can be done using only causal channel knowkist a set of good fixed codebooks with the same performance.
edge by greedily matching up time slots from the first intervé&inally, we expurgate all codewords that violate the power
in the order in which they occur. To ensure thal,, corre- constraint which results in a rate loss of at mest for T
sponds to a valid quantization cell, we constrain the nuroberlarge enough. ]
angles (given byj) to be even. Since each channel coefficient In Figure[3, we have plotted the performance of the ergodic
has uniform phase, all of the useable time slots from tldignment scheme from Theorelnh 2 for a time-varyity
first interval can be matched with useable time slots from thuser interference channel with i.i.d. Rayleigh fadinhg, ~
second interval (assuming that the intervals satypical). CN(0,1). For comparison, we have also plotted the upper
Each receiver adds up its observations from the first interd@ound from [[9D) in AppendikJA and the performance of time
to the matched observations in the second time Bl¢t;] + division from [25). For all three curves, we have taken a
Yi[t2]. We now calculate the resulting signal-to-interferencemiform power allocation across time. Note that the rates fo
and-noise ratio §JINR) at each receiver. The channel coeffiergodic alignment and the upper bound only depend on the
cient corresponding to the desired signal belongs to theesafading statistics, not the number of users.
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for any 0 < a < 1 if each channel coefficient is drawn from
a distribution with uniform phase.

- = = Upper Bound P Proof: For oT channel uses, all users excémre silent.
. . ’ . .
5 | —— Ergodic Alignment| L’ User ¢ employs a standard point-to-point channel code to
..... Time Division P achieve raté€[log (1 + |he|* P)] over these channel uses. For

the remaining(l — «)T channel uses, we employ ergodic
interference alignment as in the proof of TheorEm 2. User
¢ achievesiE [log (1 + 2|h|?P)] over these channel uses
as before. Since each uskerz ¢ was silent for the prionT’
channel uses, it has saved up power and can afford to transmit
each symbol with average powcf& resulting in a rate of

1E [1og (1 + 2P | over the remaining ch I
! g g channel usem.

Rate per User

-«

A. Delay Analysis

We now provide a brief analysis of the delay requirements
SNR in dB of our scheme. First, we note that we designed our matrix

pairing strategy to simplify the achievability proof; teemay

Fig. 3. Rate per user for the ergodic alignment scheme ovienavarying D€ other choices that will result in lower delay. In genetta,
interference channel with i.i.d. Rayleigh fading. For camigon, we have also delay incurred by an alignment scheme will depend on the

plotted the performance of time division faf users. number on user’, the SNR, and the achievable rates.

For our analysis, we consider the special case of fixed-

gjagnitude channel gains. Lég,[t] = riee?* ") where the
magnitudesry, are real, positive constants and the phases

for ¢ ~ Unif[0, 27). A quick comparison of the upper bouno‘b’_d [t] are i.i.d. ag:cordi_ng to a uniform distribution_O\,{G_mw).

in (@9) and Theorer] 2 reveals that ergodic alignment achievaince the magnltude IS held constar_1t, our quantizationnsehe
the sum capacity. Jafar [45] has shown that this holds mdf8m Section[ Tl con5|st.s of mapping the ph_aaﬁ@[tl to
generally through the concept of a “bottleneck state.” That the closest of the) quantized gngles. The maximum distance
if each receiver sees an interferer of equal strength ta thé¢ Petween two channel gainsi[t1] and hy.[to] that are
desired signal, ergodic alignment is optimal. quantized to the same angle is

Remark 5:Assume all the channel coefficients have equ
magnitudes and random, uniform phases, = exp(j27dre)

In general, ergodic alignment alone does not yield the ca- LT
. i . . ) Ope = 2rppsin [ — (39)
pacity region. For instance, if the cross-channel gainwvarg
small relative to the direct gains, then it is better to triat 2mrke
interference as noise, rather than spending two channsl use < n (40)

to c_ancel .it out [8][10]. Thus, f(_)r Rayleigh fading, we Calb|ugging this into[[34), we find that the SINR per codeword
achieve higher rates by using this weak interference gyatesymbol is lower bounded by

over certain channel matrices and the alignment strategy ov

the rest. Conversely, if the cross-channel gains are vege la 2, P (2 — 8_7r)2
relative to the direct gains, then it is better to decode the SINRg > —5— ! 5 : (41)
interference prior to decoding the desired messagel[4]+H7] n? (K — 1) P maxezy ri, + 2

remains unclear as to whether an appropriate mixture oetheg, maintain a capacity scaling of roughgllogP per user,
three schemes can be used to approach the ergodic capgagéyrequire that, for some constapit> 0,

region. That said, as the number of users increases, it lEom )

more likely that the network will be in a “bottleneck state,” n=(K—-1)P¢. (42)

implying that ergodic alignment is optimal [45]. Consider the expected delay before a single codeword symbol
Suppose that usef wants to communicate at more tharfrom each transmitter is successfully obtained by the vecsi

half its interference-free rate. We now propose a simpletimif the transmitters were to send a new symbol every time slot

sharing strategy for this scenario that blends our aligrtmeghd the receivers were to simply treat interference as riiise

scheme with a time-division scheme. expected delay is 1. For ergodic alignment, codeword sysibol
Corollary 1: For the time-varying Gaussian interferencenyst travel through a channel matrix and the complementary

channel defined in Sectidd II, the following rates are achie¥nannel matrix with opposite quantized phases. Since the

able channel gains are independent, the probability of the com-
Ry = aE[log (1 + |he|2P)] plementary matrix oc_curring in a given time sIot(i;B/n)KQ. _
(1-a) Thus, the number of time slots un_tll the c_omplementary matri
+—5—E [log (1 + 2|hee|*P)] (37) occurs is a geometric random variable with paramgtgn)

and the expected delay is

(1-a) 2| B2 P 2
o= e g (1 2P ) | ke @9 W = (- )Py “3)
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For time-varying magnitudes, the expected delay scales in a Zi ] .
similar fashion with an additional penalty for waiting fdret  ,, __| & X [t] :l Y[t D, YR
magnitudes to match. ma1
This delay scaling roughly corresponds to " inde- Zs|t)
pendent C_hannel realizations required by the Cadambe-Jafa X,[t] | Yalt] Mo
beamforming scheme to attaii/2 degrees-of-freedom over 72— &2 —®——{ D2 ey
a time-varying interference channel [2]. The rate-delag¢off H '
for linear beamforming schemes can be interpreted as the (t> Zs]t] X
degrees-of-freedom that is attainable for a given numbe,r,l3_> £ X3lt] Y3t] D, |33
of independent channel realizations. This tradeoff hasbee ° S s
characterized foB-user interference channels by Bresler and Z4t]
Tse [31) - | | X[t | Y[t i
In the context of ergodic alignment, the first-order questio "4 —| &4 —®—— Dy s

is whether the exponent of the expected delay can be signif-
icantly improved without sacrificing rate. More generatlye
challenge is to design channel matching schemes that epeFéﬂ' 4.
on the optimal tradeoff between delay and rate. Sek [46], [47
for recent work related to these questions.

Interference channel where each receiver wafits- 2 messages.

function

M
B. Practical Considerations Dy :CT = [[{1,2,...,2" sy (44)
As noted above, the proposed ergodic alignment scheme =
requires very long delays to attain half the interferemresf that maps its lengtfi’ observed channel outp{i¥[t]}i_, into
rate. This requirement, coupled with the need for full CSIEStimatesn, . of its desired messages, for all ¢ such that
seems to limit the scheme to scenarios where high ratesrare/f& Sk-
more valuable than low delays. However, the core idea underDefinition 9 (Achievable Rates)Ve say that a rate tuple

lying ergodic alignment, matching up complementary chann?1, Rz, .., 1) is achievableif for all ¢ > 0 andT" large
matrices, can be interpreted more broadly. For instance, diough there exist channel encoding and decoding functions
can match up complementary channels across frequendies -->€r. D1, ..., Dk such that
rather than time slots. A; ;hown by.Jafar_[35], m_terfqence Be>Ri—e 0=12... L, (45)
can also be completely eliminated using adjacent time #lots
the direct channel gains change while the interfering chhnn N

i . i L : P . 46
gains remain the same. Interestingly, for this blind aligmin ijzg (M 7 me} | < (46)

k

scheme, the receivers do not need to know the channel gains,
only the coherence intervals. In certain cases, such as the Xn Figure[4, we provide a block diagram of a case with
channel, one can induce the desired coherence intervaidysimi = 4 transmitters,K' = 4 receivers, and message requests
through antenna switching [38]. Going beyond the wireless = {1,2}, 8> = {2,3}, 83 = {3,4}, andS, = {4, 1}.
setting, ergodic alignment has recently been investigated As before, all encoders retransmit their symbols at well-
a simple network coding strategy for multiple unicast traffichosen time indices. This has the effect of giving the deode
[48]. Note that in wired network coding, the “channel” coefequations with the symbols as the variables and the coeffeie
ficients can be freely chosen, i.e., there is no need to wait f@ven by the channel. Here, it is insufficient to look for
nature to provide complementary channel gains. pairs of channel coefficients that exactly cancel. Sincéheac
receiver wantsM/ messages, we will neetll + 1 time slots
(or dimensions). Of these}/ will be used for the desired
V. RECOVERING MORE MESSAGES messages and the remaining dimension will be used for the

. . . . interfering terms. Define
In this section, we generalize our alignment scheme to

handle the case where each receiver attempts to decode more A Jj2m (47)
than one message. The problem setup is largely the same as in WP\ +1

Sectiorl]l except that now there afetransmitters, each with th _ .

a single message, of rate Ry, and K receivers that want t‘? be the(M+_ 1)™ root of unity and IefW be the sizeM +1
exactly M messages each. For simplicity, we will assume thg{screte Fourier transform (DFT) matrix:

all messages are requested by the same number of receivers. WO W0 W0 s 0
(Note that this implicitly assumes th&t is an integer.) Let WO Wl w2 . M
Sy denote the set of indices of messages desired at redeiver W — WO w2 oWt .. WM (48)

and letSk (i) denote the'™ index in the set. We now replace
Definitions[4 andb with the following two definitions.

P : 3
Definition 8 (Decoders)Each receiver has alecoding O WM WM oM
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The inverse DFT matrix has the following form:

guantize all channel realizations using the scheme destrib
in SectioTIl. Applying Lemma&l2 withV = M +1, it follows

wo wo wo e wo .
W wl w2 ... oM that all M 41 blocks of /(M + 1) channel uses argtypical
1 0 9 4 oM with probability at leas{1 — £) (with  to be specified later).
Wl = w”  w w W - . 2
T M1 By Definition[4, this means that the number of occurrences
: : . : of each possible quantized channel matrix in each intesval i
WO wM MM bounded as follows:

T

First, consider the following idealized scenario. As in 7' (pﬁ(I:I) _7) S#(ﬂlﬂ(")) < M+1(pﬁ(ﬂ)+7)

the introduction, assume that each transmitter sendsIsigng/ + 1
X1, Xo,..., X, at timet; under channel matrif = {hy}.

The transmitters then wait for channel coefficients satigfy for all H e #. _ _
If any block is noty-typical, we declare an error. Otherwise,

haltn] = W=D h ] 0= Si(i), (49) We know that each quantized matrix will occur at least
" wM=Dht] € ¢ Sy T (pﬁ(ﬂ) —~) times in each interval. A time slat in
for n = 2,...,M + 1 and resendXy, X»,...,X; during @n intervalis useable unless:

these time slots. Assume that receivemwants the firsti/
messag& Then, the channel observations at receivaran
be written in vector form as

hi [t1] X1

1) The channel matri[t] contains one or more elements
with magnitude larger thahyax .
2) The channel matriH|[t] does not violate the threshold

but has already occurred at leagf (pﬁ(ﬂ) —'y)

Yi[t1] Zy[t1] .
times.
Yi[ta] : Zto] . . .
) =W Pone [t1] X s + ) Assuming the intervals are-typical, the number of useable
: Z hielt1] X : time slots per interval is
Yie[tars1] ReAAL Zxltar41]

£¢Sy
That is, each desired signal is assigned to a unique DFT wecto
All of the undesired signals are assigned to a single DFTovect
that is orthogonal from the others. As a result, the recajaer T
apply the inverse DFT matrix to its vector of observations to = {M 1
extract its desired signals,

Mil P> (pa(R) =)

A:hge#T

(1 —p—v(m)“)J : (52)

Each encoder employs an independent codeligolwith

hii[t1] X - >
Yi[t1] kl[_l] ! Zg[t] rate R, and length chosen to match the number of useable
. Yi[to] : Zy[ta) time slots per block. The codewords are generated i.i.an fro
W : = hiar [81]) X p + . a circularly symmetric Gaussian distribution with varianc
' e[t X L slightly less thanP.
Yiltar] g% Zeltar] During the first interval, each transmitter sends out a new

symbol from its codeword during each useable time sl@ind

where theZj[t,] are transformed noise terms, records the corresponding quantized channel matﬁqeﬂ =

N 1 Mt 1 {hwe[t1]}. We match up each useable time slgtfrom the
Ziltn] = 3777 > w NONZ ], (50) irst interval with useable time slat, from the nt" interval
m=1 forn=2,...,M + 1 such that

that are i.i.d. circularly symmetric Gaussian random \@Hea
with mean zero and variandég (M +1). Of course, we cannot
afford to wait until the channel coefficients match pregisel
instead, we will match up time slots based on quantized
channel coefficients. The next theorem formalizes the sehemhereS; (i) is the " message requested by receikemote
described above. that this matching can be performed using only causal cHanne
Theorem 3:For the time-varying Gaussian interferenc&nowledge by greedily matching up time slots from intervals
channel (as defined in Sectibn II) where receivewantsM n = 2,...,M + 1 with time slots from the first interval in
messagegmy, : £ € S}, the rates the order in which they occur. To ensure that—»(®—Dp,,
corresponds to a valid quantization cell, we constrain the
E[log(1+ (M +1)|hre*P)] . (51) number of angles (given by) to be a multiple ofM + 1.
) Owing to the symmetry of the uniform phase assumption, all
are achievable fof = 1,2,..., L. ~ useable time slots will be successfully matched.

P_roof: Chooser > 0. We ‘_N'” divide up theT" channel Note that each receiver essentially observes a DFT of its
uses intoM + 1 consecutive intervals of equal length. Weyesired signals and the interference. Thus, by applying the
2For any other choice ofS, simply replace the transmitter indices INVerse DFT, each receiver can see its desired signalsghrou

1,..., M with Si(1),...,S,(M). nearly interference-free channels. Specifically, the tined

. G=D=D}, ] ¢ = i
s —{‘“ il 280 (5

wM =1 fy 8] (¢S

Ry, = mi
07 oS, M+ 1
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channel coefficients satisfy there must exist a set of good fixed codebooks which we can
Ml . ) expurgate to meet the power constraint with an additiortel ra
1 S DICE DY S S hielt] €= Si(i), loss of at mostk/3. [
w kf[ n] . .. . .
M+1 1 0 € # Si(i) - As before, we have not optimized the power allocation using

Therefore, applying the same transformation to chann&ir@bsthe transmitters’ knowledge of t.he channel rea.lizations.
From the upper bound (IDO0) in AppendiX A, it follows that

vations from matched time slots, ..., ty41, . N . .
et (for symmetric rates), it is impossible to attain a pre-lagtér
+
- B —(i—1)(n—1) greater thanl /(M + 1).
Yim[t1] = M+ 1 Zl w Yilta] . (34) Remark 6:If we simply extended the scheme from Theo-

o ) _ rem[2 and cancelled out the interference from each desired

ters in S, to receiverk. Specifically, assume that at timg, we flip the channel
Using Lemmd1l, we have that coefficients from transmittef = Si.(n — 1) to receiverk,
| M )
—(i—1)(n-1) . “ hie|t £=S8k(n—-1
‘M 1 dw s, iy [tn] (55) hueltn] = kelt1] k(n—1), (61)
n=1 —hkg[tl] {#£ Sk(n -1).
= max (|hk5k ©) [tl” =9, 0) (56) The receivers can then simply add together timeandt,, to
> max (|hk8k wlt]] - 26, O) (57) 9eta clean tr<]:hanr_1el from transmittee= S (n - 1) to obtair_w
their (n — 1)" desired message. However, this will only yield

whereJ is the maximum distance between any two points ia power gain of instead of the full gain of\/ + 1,
a quantization cell. It follows that the signal power¥p; [¢1]
is at least Ry =

: 2
. Jain M+1E{1og (1 + 2|hel P)} (62)
(‘hksk (@) [tl]‘ - 25) P (58) In Figure[%, we have plotted the performance of the scheme
from Theorem[B over the network in Figufé 4 with i.i.d.
Rayleigh fading. The upper bound is from_(100) in Appendix
[Aland the time division scheme is from_{25) férusers. The
ergodic alignment scheme has the sam&slope as the upper
ound whereas the time division scheme has a slope/4f
he gap between alignment and time division becomes more

if |his,@[t1]] > 26. Applying Lemmall, we get that the
interference power from each transmitte Sy (¢) is at most
§2P. The noise power is exactly/(M + 1) as shown in[{50).
Thus, the resulting channel from each transmiftey receiver
k for ¢ = Si(¢) has signal-to-interference-and-noise ratio n

less than ) pronounced if we increase the ratio between transmitiers
(\hu[tl]\ — 25) P and the number of desired messadés
SINRge > .
M= KPP+ (M+1)1
if |hrelt1]| > 26. Choosings small enough (by making and 45 ]
7, the quantization parameters, large enough), we make 41| = = = Upper Bound 7]
signal-to-interference-and-noise ratios satisfy —— Ergodic Alignment ,"
350 . o =, . P ,/
SINRy, > (M + 1)|hkg[t1]|2P Y (59) Time Division .,

for someX > 0 to be specified later. 2 |

By choosinghuax large enough and small enough, we 2 1

—A) . [}

can ensure there are at Iea%lT useable time slots. For = |
T large enough, receivér can decode the message from 2
transmitter/ € Sy with probability of error ;2 if o :

- 1—A € ]

Ry < Ellog (1 + (M + 1)|hg[t1])PP — V)] — = .

ST [log (1 + (M + 1)|hge[ta]] )] |

Choosing\ small enough, we get

~ 1 2¢ %0 s 0 5 10 15 20 25 30

R, < M—HE[log(l + (M + 1) |hie[t1])*P)] — 3 (60) SNR in dB

Thus, by the union bound, all receivers can decode thle:ir 5 Rat for the network in Figle 4 with i.idyRigh fadi
messages Wlth probablllty Of err(grif 1g. 2. ate per user for the network In Figuge 4 witn L.l.ayk&gn tading.

Ry <

min ]E[log (1+ (M + 1)|hk¢[t1]|2P)] 2 ' Remark 7:Very recent work by Keet al. has determined the
M + 1 kiteSs 3 degrees-of-freedom region for an interference channekevhe
Recall also that with probability the channel is not-typical €ach receiver requests an arbitrary subset of the traesitt
so the total probability of error is less than Therefore, Mmessages [49].
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VI. X M ESSAGESET Similarly, the channel outputs at receivkiare

We now turn to a variant of the interference channel, th L
X channel, that has garnered significant attentian [I]],[12] Yalta] Zh”[tl]xﬂ Z[t1]
[50]. In this scenario, there atle transmitters ands receivers Yalta] =1 Zat2]
: L X =W hor[t1] X 12 + )
and each transmitter has an independent message for each )
receiver. For the single antenna case, Cadambe and Jafaws[t; ] :
showed that the sum degrees-of-freedomzigZ— using ha1[t1] X2

interference alignment [50]. Here, we extend this resutht® ¢ i SectioV, each desired signal is assigned to a unique

finite SNR regime for the special case o= 2 rﬁcelvers._ Lt BET vector and all the interfering terms are grouped into the
myy andmy; denote the messages sent from tfdransmitter remaining vector. Following the steps of the proof of Theore

to the first and second receiver, respectively. Each meslmuge[a we can arrive at the following theorem.
rate Ry.. Figurel® is a block diagram of an X message set for Theorem 4:For the X message set with! — 2 receivers,

K =2 transmitters and. = 2 receivers. the following rates are achievable over the time-varyingi$a

Za[tr41]

Z1[t] sian interference channel defined in Secfidn II,
Xa[t] Yi[t] i 1 (L + 1) |y |2
miy 1 1 miy + we|* P
— & Dil— . - - AT 2JNREL 2 )

mi2 ! ! mai Rem L+ IE [10g (1 + 2 )} (66)

H(t> Zi[t] Remark 8:Unfortunately, the scheme above does not di-
m Xo[t] Ya[t] m rectly generalize td. > 2 receivers. The key issue is that each

21 _ & - O——— Dy . 12 Yy J . y i
mMa2 Moz Symbol travels through an effective channel to each receive
with phases determined by our channel matching scheme. In

Fig. 6. X message set fdk = 2 transmitters and. = 2 receivers. the interference channel, these phases can be set to ahpitra

values. For the X channel, there afg{ symbols that are

each seen by receivers. If we demand specific phases for

Unlike in our preV|ou'_5 schemes, we cr_:trynot hope for tneeach effective channel from symbol to receiver, we will end
channel to generate an independent coefficient for every mEB with LK? constraints. Each transmitter can pre-multiply

sage. Transmitters should instead separate their mesbygeme symbols by phases, leading 1 free variables, and we

premultiplying them by phases. This leaves us with few%%m wait for phases on the KX channel gains. Overall, we

variables to work with to align the interference at eVery e I K2 constraints an®LK free variables meaning that
receiver. For simplicity, assume that each transmittatssjié the problem becomes overconstrained wli[en’ 9

power equally between its messages; and my. Each of
these messages is mapped to a codeword whose symbols are
represented byX,, and Xy, respectively. VIl. TIME-VARYING FINITE FIELD INTERFERENCE

We first introduce our scheme in an idealized setting where _ CHA_N'\_‘EL o
the transmitters wait for channel coefficients that prdgise For the Gaussian case, it is sufficient to match up chan-
match. At timet;, each transmitter send§, = X,; + X,» and nel matrices and add up the resulting channel outputs. The
records the resulting channel realizatibt{t,] = {/x[t:;]}. Simplicity of this strategy is in some ways an artifact of
The transmitters then wait for time slotg, . .., ¢, satisfy- the Gaussian setting. In general, the receivers may need to

ing perform a decoding step prior to combining the observed
signals to avoid noise build-up. In this section, we conside
hieltn] = hielti] (63) a finite field interference channel with fast fading and deriv
hae[tn] = w™E D= p01] (64) the entire capacity region. Each receiver groups togetimer t

instances with the same channel coefficients and decodes a
wherew = exp(j2r/(L + 1)). During these time slots, the function of the messages, using a linear code. By combining

transmitters send two appropriately chosen functions, the interference can b
completely removed.
Xoftn] = wEDE=Dx, 4 LD x,, | (65) The problem statement is identical to that in Secfidn Il

except for the channel model. We assume that all operations
The resulting channel outputs at receitecan be written @ré carried out over a finite fielff,. Let © and ¢ denote

in vector form as additi(_)n_ _and summation ovéf,, respectively.
Definition 10 (Channel Model)We assume that the chan-
hilt1] X1 nel inputs and outputs take values on the same finite Held
§1 Fl} : ? FI} The channel output observed by each receiver is a noisyrlinea
1(t2 ' 1[t2 combination of its inputs:
. =W | hiz[th] X1 + . : P

Yiltra] S hlt)Xe | | Ziltoi] Yilt) = @D bl Xelt] & Zilt) (67)
/=1 £=1
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where thehy,[t] are time-varying channel coefficients and Theorem 5:For the time-varying finite field interference
Z[t] is additive i.i.d. noise drawn from a distribution thachannel, the following rates are achievable

takes values uniformly 041, 2, ... ¢— 1} with probability v 1
and is zero otherwise. The entropy of this distribution is Ry = 5 (logg — H(Z)) . (68)
H(Z)=-vlogy — (1 —v)log (1 —v) +vlog(qg—1) . Proof: For anye > 0, let v be a small positive constant

that will be chosen later to satisfy our rate requirement.

Remark 9: The assumed symmetry of the noise distributiodSing Lemmal®2, choosd" large enough such thaH ")
across its non-zero values plays an important role in ogd H® are both-typical with probability 1 — 5. Let
capacity proof. That is, our outer bound relies on the fadt = {Fq\{0}}"** denote the channel matrix alphabet. Now,
that scaling the noise by a non-zero number does not alterG@ndition on the event that both blocks aréypical. Since the
distribution. channel coefficients are i.i.d. and uniform, the probabitif

We assume that at each time step each channel coefficifY channeH € F'is |[F~". SinceH™ is y-typical we have
is drawn independently and uniformly frofi, \ {0}. The thatforeveryd e 7
transmitters and receivers are given access to the channel T ( 1

Fvw)s#mm%sg(éﬁw>-(w)

realizations causally. That is, before timeeach transmitter 9
and receiver is givehy,[t] for all k and{. Let H[t] = {hx[t]}
denote the matrix of channel coefficients. Let 7;,(”) denote the first (|7|~! — ) time indices from

Remark 10U3|ng Counting arguments, we can extend odhe n block with channel realizatiot e F. We will ignore
results to the case where the channel coefficients are allawve all other time slots which reduces the rate by at most a factor
equal zero with some probability. However, this considgrab(1 — ). Each transmitter splits its message into many distinct
complicates the description of the capacity region. chunks, one for each channel realizatldnLet wy € Fy; be

The basic idea underlying our scheme is to add together thte chunk intended for realizatidh Assuming the chunks are
well-chosen channel outputs such that the interferencetigxa all 7-typical, the length of each chunk is

cancels out. As before, we can will match a channel matrix T< 1 )1ogq —H(Z)—¢/2 (70)
: . P
H with a complementary matrix 2 \JF] v log q
1® (=h11) —hig e —hik Using the computation code described in Appemndix B, each
R —hay 1@ (—ha) - —hok transmitter? sends its message, during the time indices

g(H) = : : _ : in 7.\"). Receiverk makes an estimatay of

—hi ~hgz - 1@ (~hkk) T

Uiy = @ hikewen -

so thatH @ g(H) = I. However, for the finite field model, =1

if we directly sum up the observations from a given channglach transmitter then employs a computation code with the
matrix and its complement, we will accumulate noise. As §3me messages,y over the time indiceST((Qlj) in the sec-
9

turns out, it is better to group together time slots basedeint ;.4 piock corresponding to the complementary madiid).
channel realization and sendiaear functionof the messages Receiverk then makes an estimafa, of

to each receiver using a linear code. This technique, somasti
referred to as computation codirig [3], is reviewed in detail
Appendix[B. We then match up linear functions so that the =~ VkH = (1@ (=hwr))win & | = @hkéw@H
receivers can solve for their desired messages. Lol
Since the channel coefficients are drawn from a discre®y Lemma4, forT large enough, the total probability of error
alphabet, we can define typicality without resorting to guatfor all computation codes is upper boundeddy{.
tization. Assume that th& channel uses are split into two After collecting these (estimates of) linear functions; re

consecutive blocks of equal length. Let ceiverk makes an estimate afy by simply adding up the
( 0T T two equations to get
m\ al|ly. — S . N .
#(HE™) {t.H[t] H, 14 e <t < Wt = i @ S

be the number of channel matrices within #&block that are The total number of bits encoded into the chunks across all

equal toH € FEX*X_ The definition ofy-typicality is the same |7 channel realizations is

as that given in Definitiofl7. From Lemrha 2, it follows that, T
for anye > 0 andT large enough, both blocks aretypical 5(1 = |F1v)(logq — H(Z) = ¢/2) . (71)
with probability at least — e. Normalizing by T and takingy small enough, the rate per

If a transmitter-receiver pair had the channel to itseléa  transmitter is3(log g — H(Z)) — e. The probability that either
achieve an interference-free ratelof ¢ — H(Z). We will now  plock is atypical is less than/2 and the probability of error
show that all users can achieve half the interference-fi&® royer the computation code is less thai? for T' large enough
simultaneously. so the total probability of error is less tharas desired. B
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We now use the scheme from TheorEin 5 to establish tHistribution. Multiplying Y3 [¢] by a non-zero factor does not
following achievable rate region. change the capacity so [&b[t] = hia[t](hoo[t]) "' Ya[t].

Theorem 6:For the time-varying finite field interference We give the receivers full access to the messages from users
channel, any rate tuplgr,, . .., Rx), satisfying the following 3 through K as this can only increase their respective rates.
inequalities is achievable: Assume that the corresponding signalg(t], ..., Xk [t] have

been eliminated fromy:[t] and Y[t] below. We also give
Ry + Ry <logq— H(Z), Vk#L. (72)  receiver2 access ton;. Let ey = 1 + (Ry + R2)peror Where
First, we will give an equivalent description of this ratgien Perror IS the probability of error. From Fano’s inequality, we
and then show that any rate tuple can be achieved by tifiave thatl'(R, + Rs) is upper bounded as follows:
sharing the §yr_nmetric rate point from Theorelm 5 and a singIeT(R1 + Ry)
user transmission scheme. .

Lemma 3:Assume, without loss of generality, that the < I(m%mla {3/2[15]}?:1) + I(ml; M [t]};‘rzl) + Ter
users are labeled according to rate in descending order, so o T ) T
that R, > R, > --- > Rg. The achievable rate region from I(mQ’ {YQ[t]}t:l’ml) + I(ml’ {Yl[t]}t:l) +Ter
Theoreni 6 is equivalent to the following rate region: — I(m% {h1a[t) Xa[t] ® Z1 1)}, m1)

B < logg — H(Z) (73) + 1 (mi (¥}, + Ter (78)
Ry < min (1ogq —H(Z) - Ry, %(logq - H(Z))), k> 2

= 1 (mas ([ [t) © aolt) Xalt] @ Z1[t]} s )

Proof: The key idea is that only one user can achieve a . T
rate higher thari (log ¢ — H(Z)). From [72), we must have + I(ml’ € [t]}tzl) +Ter (79)
that Ry + Ry < logq—H(Z) so if Ry > $(logg— H(Z)) all — I(mQ;{Yl[t]};‘F:l’ml) +I(m1;{Y1[t]}tT:1) T Ter
other users must satisfiR;, < logqg — H(Z) — Ry. If Ry <
s(logq — H(Z)), then we have thaR, < ;(logq — H(Z)) = I(ml, ma; {1 [t]}thl) + Ter (80)
for all other users since the rates are in descending orser.  _ T(logq — H(Z)) + Ter 81)

Proof of Theoreni]6: We show that the equivalent rate
region developed by Lemnia 3 is achievable by time-sharings the probability of erroperor tends to zerogr — 0 which
First, we consider the case whelle > 1(logq— H(Z)). Let yields Ry + Ry <logq— H(Z). Similar outer bounds hold for

all receiver pair¢ and k. Comparing these to the achievable

B=2(1- I ) (74) region in Theorenil6 yields the capacity region. [ |
logq — H(Z)
We allocatesT channel uses to the symmetric scheme from VIII. CONCLUSIONS

Theorenib. For, the remainir(@ — 5)T" channel uses, use?s  |n this paper, we proposed a new scheme, ergodic in-
throughK are silent, and useremploys a capacity-achievingterference alignment, for time-varying interference cfeds.
point-to-point channel code. This results in useachieving Overall, this scheme shows how much can be gained by coding

its target rateR;: over parallel interference channels. While in the Gaussise,
B(logq — H(Z)) we can simply add up two weII—mgtch(_ed channel outputs,
— 5 t (1—-p)(logqg — H(Z)) (75) in general, we can think about this alignment scheme as

_ _ _p _ organizing the computations naturally provided by the clghn
=logq — H(Z) = By —logq + H(2) + 2R = R (76) An interesting subject for future study is the inclusion of

and user2 through K achievingR, = logq — H(Z) — R;. ergodic interference alignment into classical power atmn

If Ry < 1(logq— H(Z)), we can achieve any rate point withand Han-Kobayashi message-splitting strategies. Thahés,

the use of the symmetric scheme from Theofém 5. ® optimal scheme will most likely have each transmitter sggit
Finally, we will give an upper bound using the techniquemessage into several parts. Channel realizations will tizee

in [2] to show that the achievable rate region in Theokém 6 ie be grouped according to which messages should be treated

the capacity region. as noise, decoded, or aligned by each receiver.
Theorem 7:For the time-varying finite field interference
channel, the capacity region is the set of all rate tuple APPENDIXA
(Ry,...,Rk) satisfying OUTERBOUND
Re+ Ry <logq— H(Z), Vk#1. 77) We now develop an upper bound that is applicable when the

receivers want to decode one or more messages over a time-
Proof: The required upper bound follows from stepsarying Gaussian interference channel (the setting ofi@ect
similar to those in Appendix Il of[[2]. Without loss of[[Vland[M). The proof closely follows the multiple-accesseut
generality, we upper bound the rates of usérsand 2. bound used in[]2].
Note that the capacity of the interference channel only de-Assume, without loss of generality, that receivemwants
pends on the noise marginals. Thus, we can assume twatecovermg,...,my; and that receiven wants to recover
Z1[t] = hia[t](ha2[t]) ~1 Z3[t] due to the symmetry of the noise(at least)m 1. Now, give receivers: and n the messages
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myry2,-..,myp as genie-aided side information, which cainequality, it follows that
only increase the rate®;,..., Ry;41. Both receivers can
M+1
now completely remove the effects oty 2[t], ..., XL[t] T Z R
from their observations. We also assume that|t] ;é 0 for k
t=1,...,T. This occurs with probability for many fading

=, T
distribuuons of interest. Finally, note that scaling theonel < I{mar+1; {Yn [t]}t:17 my, ... ,mM)
output at a receiver cannot change the capacity. Overall, we e T
can assume that receivérsandn have access to the channel I(ml’ o ymar; {Y [t]}tzl) +Ter (92)
observations _ I(mM+1; {f’n[t]}il]ml, o ,mM)
i M+1 +I(m1,---,mM; {i/k[f]};[:l) +Ter (93)
t] = hielt] Xe[t] + Zi|t 82 -
] ; kl[] E[] k[] ( ) :I(mM+1;{hk,]tlﬂ—l[t]XM-‘rl[t]+Zn[t]}f:1‘m17""mM)
M+1 - T
~ h ] - .
AR ( Z I [t X ([t > + 7.t (83) (s (YL, ) + Ter (94)
hn M+1]t] M+1 ~ T
_I<mM+1;{ Z hkg[t]Xg[t]—l-Zn[t]} ml,...,mM>
where =t =
+I(m1,...,mM;{?k[t]}?:1) + Ter (95)
Zn[t] = Z’“’Miﬂ[t]zn[t] . (84)  Now, we weaken the noise by giving receivefs[t] and
n.p+1 1] Z,[t] as side information. Let
M+1
Since the receivgrs cannot cooperate, the capacity only Yilt] = Z e[t Xe[t] + Z[1] - (96)
depends on the noise marginals. It is useful to assume that —
the noise termsZ;[t] and Z,,[t] are generated in a correlated
fashion at each time step. Define It follows that
alt] £ min (1, M) (85) TMX—’_:le < I(mM+1;{Yk[t]}tTmel,...,mM)
|, a1 (]2 Pt =

+ I(ml, L mar {Yk[t]};) +Tep (97)

as well as the following independent noise processes B .
= I(ml, e, MM 1 {Yk[t]}tzl) + Ter . (98)

Z[t] ~ CN(0,aft]) (86) Now, applying the usual steps, we can show that the mutual
Zi[t] ~ CN(0,1 — at]) (87) information expression is maximized by independent Gaunssi

> 1% |k, a1 [t]] Inputs i i

Zy[t] ~CN{ 0, m —aft] ) . (88) Assume that all transmitters employ a uniform power al-

location across time. Specializing the upper bound above to

the K-user interference channel from Sectlod IV (and taking
that are each i.i.d. across time. We combine these to crieater — ~), we get that

correlated noise terms at the receivers
(|Pel? + [hir|?) P

_ _ R+ Ry <E |log |1+ - TE (99)
= 210+ 2 (89) min (1, {245
Zultl = Z[t] + Z,[t 90
4 1+ Znlt] (%0) forall k=1,2,..., K and? # k.
Specializing to the case in Sectiéd V, where receiker
We will also givem, ..., m to receivem as genie-aided Wants the messages, for £ € S, we get that
side-information. Define
R; + Z Ry
LESK
s 5 (1702 + e, Vonel?) P
=1 R 91 ki eS ke
€T +perror; k ( ) <E log 14 €Sy, (100)

min (1, l‘h’“lé)

where perror IS the average probability of error. Via Fano'dor all ¢ such that € S,, andi ¢ Sy.
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APPENDIXB
COMPUTATION CODING

We now review the computation coding scheme froin [3] fOIIl]
finite field channels. Assume that there Ateansmitters, each
with a messagev, € . Each transmitter maps its message[
into a lengthr codewordx, € 7.

Receiver k observes a noisy linear combination of the
codewords (31

2]

K
Vi = @ hiexe @ 2, (101) [l

=1

(5]
wherezy, is a noise vector whose elements are i.i.d. according
to a distribution with entropyd (7). Each receiver would like (6]
to make an estimaté, of a linear equation of the messages

= 7]
ug = @ hkgWg . (102)
=1
The following lemma states an achievaldemputation rate ]
for this setting.
Lemma 4:For anye > 0 andr large enough, there exists a 9]

15
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