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Tilings with n-Dimensional Chairs
and their Applications to Asymmetric Codes

Sarit Buzaglo and Tuvi Etzion,Fellow, IEEE

Abstract—An n-dimensional chair consists of ann-dimensional
box from which a smaller n-dimensional box is removed. A tiling
of an n-dimensional chair has two nice applications in some
memories using asymmetric codes. The first one is in the design
of codes which correct asymmetric errors with limited-magnitude.
The second one is in the design ofn cellsq-ary write-once memory
codes. We show an equivalence between the design of a tiling with
an integer lattice and the design of a tiling from a generalization
of splitting (or of Sidon sequences). A tiling of ann-dimensional
chair can define a perfect code for correcting asymmetric errors
with limited-magnitude. We present constructions for suchtilings
and prove cases where perfect codes for these type of errors do
not exist.

Index Terms—Asymmetric limited-magnitude errors, lattice,
n-dimensional chair, perfect codes, splitting, tiling, WOM codes

I. I NTRODUCTION

Storage media which are constrained to change of values
in any location of information only in one direction were
constructed throughout the last fifty years. From the older punch
cards to later optical disks and modern storage such as flash
memories, there was a need to design coding which enables the
values of information to be increased but not to be decreased.
These kind of storage medias are asymmetric memories. We
will call the codes used in these medias, asymmetric codes.
Some of these memories behave as write-once memories (or
WOMs in short) and coding for them was first considered in
the seminal work of Rivest and Shamir [19]. This work initiated
a sequence of papers on this topic, e.g. [6], [9], [10], [32],[37].

The emerging new storage media of flash memory raised
many new interesting problems. Flash memory is a nonvolatile
reliable memory with high storage density. Its relatively low
cost makes it the ideal memory to replace the magnetic record-
ing technology in storage media. A multilevel flash cell is
electronically programmed intoq threshold levels which can
be viewed as elements of the set{0, 1, . . . , q− 1}. Raising the
charge level of a cell is an easy operation, but reducing the
charge level of a single cell requires to erase the whole block
to which the cell belongs. This makes the reducing of a charge
level to be a complicated, slow, and unwanted operation. Hence,
the cells of the flash memory act as an asymmetric memory as
long as blocks are not erased. This has motivated new research
work on WOMs, e.g. [5], [22], [31], [34], [36].

Moreover, usually in programming of the cells, we let the
charge level in a single cell of a flash memory only to be
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raised, and hence the errors in a single cell will be asymmetric.
Asymmetric error-correcting codes were subject to extensive
research due to their applications in coding for computer
memories [18]. The errors in a cell of a flash memory are a new
type of asymmetric errors which have limited-magnitude. Errors
in this model are in one direction and are not likely to exceeda
certain limit. This means that a cell in leveli can be raised by
an error to levelj, such thati < j ≤ q−1 andj−i ≤ ℓ ≤ q−1,
where ℓ is the error limited-magnitude. Asymmetric error-
correcting codes with limited-magnitude were proposed in [1]
and were first considered for nonvolatile memories in [3], [4].
Recently, several other papers have considered the problem,
e.g. [7], [8], [13], [35].

In this work we will consider a solution for both the con-
struction problem of asymmetric codes with limited-magnitude
and the coding problem in WOMs. Our proposed solution will
use an older concept in combinatorics named tiling. Given an
n-dimensional shapeS ⊂ Z

n, a tiling of Zn with S consists of
disjoint copies ofS such that each point ofZn is covered by
exactly one copy ofS. Tiling is a well established concept in
combinatorics and especially in combinatorial geometry. There
are many algebraic methods related to tiling [28] and it is an
important topic also in coding theory. For example, perfect
codes are associated with tilings, where the related sphere
is the n-dimensional shapeS. Tiling is done with a shape
S and we consider only shapes which form an error sphere
for asymmetric limited-magnitude codes or their immediate
generalization inRn. The definition of a tiling inRn will be
given in Section II.

Two of the most considered shapes for tiling are the cross
and the semi-cross [26], [28]. These were also considered
in connections to flash memories [21]. In this paper we
will consider another shape which will be called in the
sequel ann-dimensional chair. Ann-dimensional chair is an
n-dimensional box from which a smallern-dimensional box
is removed from one of its corners. This is a generalization
of the original concept which is ann-cube from which one
vertex was removed [16]. In other places this shape is called
a notched cube [15], [20], [27]. Lattice tiling with this shape
will be discussed, regardless of the length of each side of the
larger box and the length of each side of the smaller box. We
will show an equivalent way to present a lattice tiling, this
method will be called a generalized splitting and it generalizes
the concepts of splitting defined in [23]; and the concept of
Bh[ℓ] sequences defined and used for construction of codes
correcting asymmetric errors with limited-magnitude in [13].
We will show two applications of tilings with such a shape. One
application is for construction of codes which correct up ton−1
asymmetric limited-magnitude errors with any given magnitude
for each cell; and a second application is for constructing WOM
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codes with multiple writing.
In the first part of this work we will consider only tilings

with n-dimensional chairs. In the second part of this work we
will consider the applications of tilings withn-dimensional
chairs. The rest of this work is organized as follows. In
Section II we define the basic concepts for our presentation
of tilings with n-dimensional chairs. We define the concepts of
an n-dimensional chair and a tiling of the space with a given
shape. We present then-dimensional chair as a shape inRn.
When then-dimensional chair consists of unit cubes connected
only by unit cubes of smaller dimensions, then-dimensional
chair can be represented as a shape inZ

n. For such a shape
we will seek for an integer tiling. We will be interested in
this paper only in lattice tiling and when the shape is inZ

n

only in integer lattice tiling. Two representations for tiling
with a shape will be given. The first representation is with
a generator matrix for the lattice tiling and the second is bythe
concept which is called a generalized splitting. We will show
that these two representations are equivalent. In Section III we
will present a construction for tilings withn-dimensional chairs
based on generalized splitting. The construction will be based
on properties of some Abelian groups. In Section IV we will
present a construction of tiling withn-dimensional chairs based
on lattices. This construction works on anyn-dimensional chair,
while the construction of Section III works only on certain
discrete ones. We note that after the paper was written it was
brought to our attention that lattice tilings for notched cubes
were given in [15], [20], [27]. For completeness and since
our proof is slightly different we kept this part in the paper.
Tiling with a discreten-dimensional chair can be viewed as a
perfect code for correction of asymmetric errors with limited-
magnitude. In Section V we present the definition for such
codes, not necessarily perfect. We also present the necessary
definition for such perfect codes. We explain what kind of
perfect codes are derived from our constructions and also how
non-perfect codes can be derived from our constructions. In
Section VI we prove that certain perfect codes for correction
of asymmetric errors with limited-magnitude do not exist. In
Section VII we will discuss the application of our construction
for multiple writing in n cells q-ary write-once memory. We
conclude in Section VIII.

II. BASIC CONCEPTS

An n-dimensional chairSL,K ⊂ R
n, L = (ℓ1, ℓ2, ..., ℓn),

K = (k1, k2, ..., kn) ∈ R
n, 0 < ki < ℓi for eachi, 1 ≤ i ≤ n,

is ann-dimensionalℓ1 × ℓ2 × · · · × ℓn box from which an
n-dimensionalk1 × k2 × · · · × kn box was removed from
one of its corners. Formally, it is defined by

SL,K = {(x1, x2, . . . , xn) ∈ R
n : 0 ≤ xi < ℓi ,

and there exists aj, 1 ≤ j ≤ n, such thatxj < ℓj − kj}.

For a givenn-dimensional shapeS let |S| denote thevolume
of S. The following lemma on the volume ofSL,K is an
immediate consequence of the definition.

Lemma 1: If L = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn) are
two vectors inRn, where0 < ki < ℓi for eachi, 1 ≤ i ≤ n,
then

|SL,K | =

n
∏

i=1

ℓi −

n
∏

i=1

ki .

Fig. 1. A semi-cross withℓ = 4 and a 3-dimensional chair withL = (5, 4, 3)
andK = (3, 3, 1).

If L = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn) ∈ Z
n then

the n-dimensional chairSL,K is a discrete shape and it can
be viewed as a collection of connectedn-dimensional unit
cubes in which any two adjacent cubes share a complete
(n−1)-dimensional unit cube. In this case the formal definition
of then-dimensional chair, which considers only points ofZ

n,
is

SL,K = {(x1, x2, . . . , xn) ∈ Z
n : 0 ≤ xi < ℓi ,

and there exists aj, 1 ≤ j ≤ n, such thatxj < ℓj − kj}.

Remark 1: It is important to note that if
L = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn) ∈ R

n are two
integer vectors then the two definitions coincide only if
SL,K is viewed as a collection ofn-dimensional unit cubes.
Special consideration, in the definition, should be given tothe
boundaries of the cubes, but this is not an issue for the current
work.

For n = 2, if ℓ1 = ℓ2 = ℓ and k1 = k2 = ℓ − 1, then the
chair coincides with the shape known as a corner (or a semi-
cross) [25]. Examples of a two-dimensional semi-cross and a
three-dimensional chair are given in Figure 1.

A set P ⊆ Z
n is a packingof Zn with a shapeS if copies

of S placed on the points ofP (in the same relative position
of S) are disjoint. A setT ⊆ Z

n is a tiling of Zn with a shape
S if it is a packing and the disjoint copies ofS in the packing
coverZn.

A setP ⊆ R
n is apackingof Rn with a shapeS if copies of

S placed on the points ofP (in the same relative position ofS)
have non-intersecting interiors. Theclosureof a shapeS ⊂ R

n

is the union ofS with its exterior surface. A setT ⊆ R
n is a

tiling of Rn with a shapeS if it is a packing and the closure,
of the distinct copies ofS in the packing, coversRn.

In the rest of this section we will describe two methods
to represent a packing (tiling) with a shapeS. The first
representation is with a lattice. In case thatS is a discrete shape
we have a second representation with a splitting sequence.

A lattice Λ is an additive subgroup ofRn. We will assume
that

Λ
def
= {λ1V1 + λ2V2 + · · ·+ λnVn : λ1, λ2, · · · , λn ∈ Z}

where{V1, V2, . . . , Vn} is a set of linearly independent vectors
in R

n. The set of vectors{V1, V2, . . . , Vn} is called the basis
for Λ, and then× n matrix

G
def
=











v11 v12 . . . v1n
v21 v22 . . . v2n
...

...
. . .

...
vn1 vn2 . . . vnn
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having these vectors as its rows is said to be thegenerator
matrix for Λ. If Λ ⊆ Z

n then the lattice is called aninteger
lattice.

The volumeof a latticeΛ, denoted byV (Λ), is inversely
proportional to the number of lattice points per a unit volume.
There is a simple expression for the volume ofΛ, namely,
V (Λ) = | detG|.

A lattice Λ is a lattice packing (tiling)with a shapeS if
the set of points ofΛ forms a packing (tiling) withS. The
following lemma is well known.

Lemma 2:A necessary condition that a latticeΛ defines a
lattice packing (tiling) with a shapeS is that V (Λ) ≥ |S|
(V (Λ) = |S|). A sufficient condition that a lattice packingΛ
defines a lattice tiling with a shapeS is thatV (Λ) = |S|.

In the sequel, letei denote the unit vector with anonein the
i-th coordinate, let0 denote the all-zero vector, and let1 denote
the all-one vector. For two vectorsX = (x1, x2, . . . , xn),
Y = (y1, y2, . . . , yn) ∈ R

n, and a scalarα ∈ Z, we define

the vector additionX + Y
def
=(x1 + y1, x2 + y2, . . . , xn + yn),

and thescalar multiplicationαX
def
=(αx1, αx2, . . . , αxn). For

a setS ⊂ R
n and a vectorU ∈ R

n the shift of S by U is
U + S

def
= {U +X : X ∈ S}.

Let G be an Abelian group and letβ = β1, β2, ..., βn
be a sequence withn elements of G. For every
X = (x1, x2, ...xn) ∈ Z

n we define

X · β =

n
∑

i=1

xiβi,

where addition and multiplication are performed inG.
A setS ⊂ Z

n splits an Abelian groupG with a splitting se-
quenceβ = β1, β2, ..., βn, βi ∈ G, for eachi, 1 ≤ i ≤ n, if the
set {E · β : E ∈ S} contains|S| distinct elements fromG.
We will call this operation ageneralized splitting. The splitting
defined in [11] and discussed in [12], [23], [24], [26] is a special
case of the generalized splitting. It was used for the shapes
known as cross and semi-cross [24], [25], and quasi-cross [21].
TheBh[ℓ] sequences defined in [13] and discussed in [13], [14]
for construction of codes which correct asymmetric errors with
limited-magnitude are also a special case of the generalized
splitting. TheseBh[ℓ] sequences are modification of the well
known Sidon sequences and their generalizations [2]. The
generalized splitting also makes generalization for a method
discussed by Varshamov [29], [30]. The generalization can be
easily obtained, but to our knowledge a general and complete
proven theory was not given before.

Lemma 3: If Λ is a lattice packing ofZn with a shape
S ⊂ Z

n then there exists an Abelian groupG of orderV (Λ),
such thatS splitsG.

Proof: Let G = Z
n/Λ and letφ : Zn → G be the group

homomorphism which maps each elementX ∈ Z
n to the coset

X + Λ. Clearly, |G| = V (Λ).
Let β = β1, β2, ..., βn, be a sequence defined byβi = φ(ei)

for each i, 1 ≤ i ≤ n. Clearly, for eachX ∈ Z
n we have

φ(X) = X · β.
Now assume that there exist two distinct elements

E1, E2 ∈ S, such that

φ(E1) = E1 · β = E2 · β = φ(E2) .

It implies that

φ(E1 − E2) = (E1 − E2) · β = E1 · β − E2 · β = 0 .

Sinceφ(X) = 0 if and only if X ∈ Λ it follows that there
existsX ∈ Λ, X 6= 0, such that

E1 = E2 +X .

Therefore,S ∩ (X + S) 6= ∅ which contradicts the fact thatΛ
is a lattice packing ofZn with the shapeS.

Thus,S splitsG with the splitting sequenceβ.
Lemma 4:Let G be an Abelian group and letS be a shape

in Z
n. If S splits G with a splitting sequenceβ then there

exists a lattice packingΛ of Zn with the shapeS, for which
V (Λ) ≤ |G|.

Proof: Consider the group homomorphismφ : Zn → G
defined by

φ(X) = X · β.

Clearly,Λ = ker(φ) is a lattice and the volume ofΛ, V (Λ) =
|φ(Zn)| ≤ |G|.

To complete the proof we have to show thatΛ is a packing
of Z

n with the shapeS. Assume to the contrary that there
existsX ∈ Λ such thatS ∩ (X + S) 6= ∅. Hence, there exist
two distinct elementsE1, E2 ∈ S such thatE1 = E2 +X and
therefore,

φ(E1) = φ(E2 +X) = φ(E2) + φ(X) = φ(E2).

Therefore,E1 · β = E2 · β, which contradicts the fact thatS
splitsG with the splitting sequenceβ.

Thus,Λ is a lattice packing with the shapeS.
Corollary 1: A lattice tiling of Zn with the shapeS ⊆ Z

n

exists if and only if there exists an Abelian groupG of order
|S| such thatS splitsG.

If our shapeS is not discrete, i.e. cannot be represented by
a set ofn-dimensional units cubes, two of which are adjacent
only if they share an(n − 1)-dimensional unit cube, then
clearly tiling can be represented with a lattice, but cannotbe
represented with a splitting sequence. But, if our shapeS is
in Z

n then we can use both methods as they were proved
to be equivalent. In fact, both methods are complementary. If
we consider the matrixH = [β1 β2 · · · βn] then the vector
X = (x1, x2, . . . , xn) ∈ Z

n is contained in the related lattice
if and only if HX = 0. Therefore,H has some similarity to a
parity-check matrix in coding theory. The representation of a
lattice with its generator matrix seems to be more practical.
But, sometimes it is not easy to construct one. Moreover,
the splitting sequence has in many cases a nice structure and
from its structure the general structure of the lattice can be
found. This is the case in the next two sections. In Section III
we present two constructions of tilings based on generalized
splitting. Even though the second one generalizes the first one,
the mathematical structure of the first one has its own beauty
and hence both constructions are given. The construction ofthe
lattice, in R

n, given in Section IV, was derived based on the
structure of the lattices, inZn, obtained from the construction
of the splitting sequences in Section III.
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III. C ONSTRUCTIONS BASED ONGENERALIZED SPLITTING

In this section we will present a construction of a tiling
with n-dimensional chairs based on generalized splitting. The
n-dimensional chairs which are considered in this section are
discrete, i.e.L,K ∈ Z

n. We start with a construction in which
all the ℓi’s are equal toℓ, and all theki’s are equal toℓ − 1.
We generalize this construction to a case in which all theki’s,
with a possible exception of one, have multiplicative inverses
in the related Abelian group.

For the ringG = Zq, the ring of integers moduloq, let G∗

be the multiplicative group ofG formed from all the elements
of G which have multiplicative inverses inG.

Lemma 5:Let n ≥ 2, ℓ ≥ 2, be two integers and letG be
the ring of integers moduloℓn−(ℓ−1)n, i.e.Zℓn−(ℓ−1)n . Then,

(P1) ℓ− 1 andℓ are elements ofG∗.
(P2) α = ℓ(ℓ− 1)−1 is an element of ordern in G∗.
(P3) 1 + α+ α2 + · · ·+ αn−1 equals tozero in G.

Proof:

(P1) By definition,ℓn − (ℓ − 1)n is zero in G = Zℓn−(ℓ−1)n .
We also have thatℓn − (ℓ− 1)n =

∑n−1
i=0

(

n

i

)

(ℓ − 1)i

= 1 + (ℓ − 1)
∑n−1

i=1

(

n
i

)

(ℓ − 1)i−1. It follows that
(ℓ− 1)(−

∑n−1
i=1

(

n
i

)

(ℓ − 1)i−1) = 1 in G, and hence,
ℓ − 1 ∈ G∗. Sinceℓn − (ℓ − 1)n is zero in G, it follows
that ℓn = (ℓ − 1)n, and henceℓ ∈ G∗ if and only if
ℓ− 1 ∈ G∗.

(P2) Clearly,αn = ℓn((ℓ − 1)−1)n and sinceℓn = (ℓ − 1)n,
it follows that αn = (ℓ− 1)n(ℓ − 1)−n = 1. This also
implies that α has a multiplicative inverse and hence
α = ℓ(ℓ− 1)−1 ∈ G∗.
Now, note that for eachi, 1 ≤ i ≤ n − 1,
we have 0 < ℓi − (ℓ − 1)i < ℓn − (ℓ− 1)n. Therefore,
ℓi 6= (ℓ− 1)i in G and henceαi = ℓi((ℓ− 1)−1)i 6= 1.
Thus, the order ofα in G∗ is n.

(P3) Clearly,0 = αn − 1 = (α− 1)(1 + α+ α2 + ...+ αn−1).
By definition,α = ℓ(ℓ − 1)−1 and henceα(ℓ − 1) = ℓ,
αℓ−α = ℓ, α−αℓ−1 = 1, α−1 = αℓ−1, α−1 = (ℓ−1)−1.
Therefore,0 = (ℓ− 1)−1(1+α+α2 + ...+αn−1) which
implies that1 + α+ α2 + ...+ αn−1 = 0.

Theorem 6:Let n ≥ 2, ℓ ≥ 2, be two integers,
G = Zℓn−(ℓ−1)n , and α = ℓ(ℓ − 1)−1. Then SL,K ,
L = (ℓ, ℓ, . . . , ℓ), K = (ℓ − 1, ℓ− 1, . . . , ℓ − 1), splitsG with
the splitting sequenceβ = β1, β2, ..., βn defined by

βi = αi−1, 1 ≤ i ≤ n .

Proof: We will show by induction that every element in
G can be expressed in the formE · β, for someE ∈ SL,K .

The basis of induction is0 = 0 · β.
For the induction step we have to show that ifx ∈ G

can be presented asx = E · β for some E ∈ SL,K (i.e.
E = (ε1, ε2, ..., εn) ∈ Z

n, 0 ≤ εi ≤ ℓ − 1, 1 ≤ i ≤ n,
and for somej, εj = 0), then alsox + 1 can be presented
in the same way. In other words,x + 1 = Ẽ · β, where
Ẽ = (ε̃1, ε̃2, ..., ε̃n) ∈ SL,K .

If ε1 < ℓ− 1 and there existsj 6= 1 such thatεj = 0 then

x+ 1 = Ẽ · β,

where Ẽ = E + e1, 0 ≤ ε̃i ≤ ℓ − 1, ε̃j = 0 and the induction
step is proved.

If ε1 = 0 and there is noj 6= 1 such thatεj = 0 then by
Lemma 5(P3) we have that

∑n

i=1 βi = 0 and hence

x+ 1 = (E + e1 − 1) · β ,

i.e. Ẽ = E + e1 − 1 is the required element ofSL,K and the
induction step is proved.

Now, assume thatε1 = ℓ − 1. Let j, 2 ≤ j ≤ n be the
smallest index such thatεj = 0.

x+ 1 = ℓβ1 +

n
∑

i=2

εiβi.

Note that for eachi, 1 ≤ i ≤ n− 1,

ℓβi = ℓℓi−1((ℓ−1)−1)i−1 = (ℓ−1)ℓi((ℓ−1)−1)i = (ℓ−1)βi+1.

Therefore,

x+ 1 = (ℓ − 1 + ε2)β2 +

n
∑

i=3

εiβi.

If j = 2 then Ẽ = (0, ℓ− 1, ε3, . . . , εn) and the induction step
is proved. Ifε2 > 0, i.e. j > 2, then

x+ 1 = (ε2 − 1)β2 + ℓβ2 +

n
∑

i=3

εiβi

= (ε2 − 1)β2 + (ℓ − 1 + ε3)β3 +

n
∑

i=4

εiβi.

By iteratively continuing in the same manner we obtain

x+ 1 =

j−1
∑

i=2

(εi − 1)βi + (ℓ − 1 + εj)βj +

n
∑

i=j+1

εiβi

and sinceεj = 0 we have that

Ẽ = (0, ε2 − 1, . . . , εj−1 − 1, ℓ− 1, εj+1, . . . , εn)

and the induction step is proved.
Since |G| = |SL,K |, it follows that the set

{E · β : E ∈ SL,K} has|SL,K | elements.
Corollary 2: For each n ≥ 2 and ℓ ≥ 2 there ex-

ists a lattice tiling of Zn with SL,K , L = (ℓ, ℓ, . . . , ℓ),
K = (ℓ− 1, ℓ− 1, . . . , ℓ− 1).

The next theorem and its proof are generalizations of Theo-
rem 6 and its proof.

Theorem 7:Let L = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn) be
two vectors inZn such that0 < ki < ℓi for eachi, 1 ≤ i ≤ n.
Let τ =

∏n

i=1 ℓi, κ =
∏n

i=1 ki, G = Zτ−κ and assume that
for eachi, 2 ≤ i ≤ n, ki ∈ G∗. ThenSL,K splitsG with the
splitting sequenceβ = β1, β2, ..., βn defined by

β1 = 1
βi+1 = k−1

i+1ℓiβi 1 ≤ i ≤ n− 1 .

Proof: First we will show thatk1β1 = ℓnβn. Sinceτ − κ
equals zero inG, it follows that τ = κ in G and hencek1 =
ℓ1ℓ2 · · · ℓnk

−1
2 k−1

3 · · · k−1
n . Therefore,

ℓnβn = ℓnk
−1
n ℓn−1βn−1 = · · ·

= ℓnℓn−1 · · · ℓ1k
−1
n k−1

n−1 · · · k
−1
2 β1 = k1β1 .
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As an immediate consequence from definition we have that for
eachi, 1 ≤ i ≤ n− 1,

ℓiβi = ki+1βi+1 .

Next, we will show that

(L−K) · β = 0. (1)

(L−K) · β =

n
∑

i=1

(ℓi − ki)βi =

n
∑

i=1

(ℓiβi − kiβi)

= ℓnβn − knβn +
n−1
∑

i=1

(ki+1βi+1 − kiβi)

= ℓnβn − knβn + knβn − k1β1 = 0

Since|SL,K | = |G| it follows that to prove Theorem 7, it is
sufficient to show that each element inG can be expressed as
E ·β, for someE ∈ SL,K . The proof will be done by induction.

The basis of induction is0 = 0 · β.
In the induction step we will show that ifx ∈ G can be

presented asE ·β for someE ∈ SL,K then the same is true for
x+1. In other words,x+1 = Ẽ ·β, whereẼ = (ε̃1, ε̃2, ..., ε̃n) ∈
SL,K .

Assume
x = E · β,

whereE = (ε1, ε2, . . . , εn), 0 ≤ εi < ℓi for eachi, and there
exists aj such thatεj < ℓj − kj .

If ε1 < ℓ1 − k1 − 1 or if ε1 < ℓ1 − 1 and there existsj 6= 1
such thatεj < ℓj − kj , then sinceβ1 = 1 it follows that

x+ 1 = Ẽ · β,

where Ẽ = E + e1. Clearly, 0 ≤ ε̃i ≤ ℓi − 1; ε̃1 < ℓ1 − k1
if ε1 < ℓ1 − k1 − 1 and otherwisẽεj < ℓj − kj . Hence, the
induction step is proved.

If ε1 = ℓ1−k1−1 and there is noj 6= 1 such thatεj < ℓj−kj
then by (1) we have that(L −K) · β = 0 and hence

x+ 1 = (E + e1 − (L−K)) · β ,

i.e. Ẽ = E + e1 − L+K is the required element ofSL,K and
the induction step is proved.

Now, assume thatε1 = ℓ1−1. Let 2 ≤ j ≤ n be the smallest
index such thatεj < ℓj − kj .

x+ 1 = ℓ1β1 +

n
∑

i=2

εiβi = (k2 + ε2)β2 +

n
∑

i=3

εiβi.

If j = 2 then Ẽ = (0, k2 + ε2, ε3, . . . , εn) and the induction
step is proved. Ifε2 ≥ ℓ2 − k2 then

x+ 1 = ℓ2β2 + (ε2 − (ℓ2 − k2))β2 +

n
∑

i=3

εiβi

= (ε2 − (ℓ2 − k2))β2 + (k3 + ε3)β3 +

n
∑

i=4

εiβi.

By iteratively continuing in the same manner we obtain

x+ 1 =

j−1
∑

i=2

(εi − (ℓi − ki))βi + (kj + εj)βj +

n
∑

i=j+1

εiβi ,

and sinceεj < ℓj − kj we have that

Ẽ = (0, ε2−ℓ2+k2, . . . , εj−1−ℓj−1+kj−1, kj+εj, εj+1, . . . , εn)

is the element ofSL,K , and the induction step is proved.
Corollary 3: Let L = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn)

be two vectors inZn such that0 < ki < ℓi for each i,
1 ≤ i ≤ n. Let τ =

∏n

i=1 ℓi and assume thatgcd(ki, τ) = 1
for at leastn− 1 of the ki’s. Then there exists a lattice tiling
of Zn with SL,K .

IV. T ILING BASED ON A LATTICE

Next, we consider lattice tiling ofRn with SL,K ⊂ R
n,

whereL = (ℓ1, ℓ2, ..., ℓn), K = (k1, k2, ..., kn) ∈ R
n. We

want to remind again that Mihalis Kolountzakis and James
Schmerl pointed on [15], [20], [27], where such tiling can be
found. For completeness and since our proof is slightly different
we kept this part in the paper. For the proof of the next theorem
we need the following lemma.

Lemma 8:Let X = (x1, x2, . . . , xn) ∈ R
n. Then,

SL,K ∩ (X + SL,K) 6= ∅ if and only if |xi| < ℓi, for 1 ≤
i ≤ n, and there exist integersj andr, 1 ≤ j, r ≤ n, such that
xj < ℓj − kj and−(ℓr − kr) < xr.

Proof: Assume first thatSL,K∩(X+SL,K) 6= ∅, i.e. there
exists(a1, a2, ..., an) ∈ SL,K ∩ (X + SL,K). By the definition
of SL,K it follows that

0 ≤ ai < ℓi , for eachi, 1 ≤ i ≤ n , (2)

and there exists aj such that

aj < ℓj − kj . (3)

Similarly, for X + SL,K we have

xi ≤ ai < xi + ℓi , for eachi, 1 ≤ i ≤ n , (4)

and there exists anr such that

ar < xr + ℓr − kr . (5)

It follow from (2) and (4) that xi ≤ ai < ℓi and
−ℓi ≤ ai − ℓi < xi for eachi, 1 ≤ i ≤ n. Hence,|xi| < ℓi
for each i, 1 ≤ i ≤ n. It follow from (3) and (4) that
xj ≤ aj < ℓj − kj . It follows from (5) and (2) that
xr > ar − (ℓr − kr) ≥ −(ℓr − kr).

Now, letX = (x1, x2, . . . , xn) ∈ R
n such that|xi| < ℓi for

eachi, 1 ≤ i ≤ n, and there existj, r such thatxj < ℓj − kj
andxr > −(ℓr−kr). Consider the pointA = (a1, a2, ..., an) ∈
R

n, whereai = max{xi, 0}.
By definition, for eachi, 1 ≤ i ≤ n,

0 ≤ ai < ℓi

andaj < ℓj − kj . Hence,A ∈ SL,K .
Clearly, if xi < 0 thenai = 0 and if xi ≥ 0 thenai = xi.

In both cases, since0 < xi + ℓi, it follows that we have

xi ≤ ai < xi + ℓi .

We also have 0 < xr + ℓr − kr, and therefore
xr ≤ ar < xr + ℓr − kr. Hence,A ∈ X + SL,K .

Thus,A ∈ SL,K∩(X+SL,K), i.e.SL,K∩(X+SL,K) 6= ∅.

The next Theorem is a generalization of Corollary 3.
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Theorem 9:Let L = (ℓ1, ℓ2, ..., ℓn) ∈ R
n and K =

(k1, k2, ..., kn) ∈ R
n, 0 < ki < ℓi, for all 1 ≤ i ≤ n. Let

Λ be the lattice generated by the matrix

G
def
=



















ℓ1 −k2 0 0 . . . 0
0 ℓ2 −k3 0 . . . 0
...

...
. . .

. ..
. . .

...
0 . . . 0 ℓn−2 −kn−1 0
0 0 . . . 0 ℓn−1 −kn

−k1 0 . . . 0 0 ℓn



















.

ThenΛ is a lattice tiling ofRn with SL,K .
Proof: It is easy to verify thatV (Λ) = | detG| =

∏n

i=1 ℓi −
∏n

i=1 ki = |SL,K |. We will use Lemma 2 to show
thatΛ is a tiling of Rn with SL,K . For this, it is sufficient to
show thatΛ is a packing ofRn with SL,K .

Let X ∈ Λ, X 6= 0, and assume to the contrary that
SL,K ∩ (X + SL,K) 6= ∅. SinceX ∈ Λ it follows that there
exist integersλ0, λ1, λ2, ..., λn = λ0, not all zeros, such that
xi = λiℓi − λi−1ki, for everyi, 1 ≤ i ≤ n. By Lemma 8 we
have that for eachi, 1 ≤ i ≤ n,

−ℓi < λiℓi − λi−1ki < ℓi ,

i.e.
λi−1ki
ℓi

− 1 < λi <
λi−1ki
ℓi

+ 1 .

Sinceλi is an integer it follows thatλi =
⌊

λi−1ki

ℓi

⌋

or λi =
⌈

λi−1ki

ℓi

⌉

. For eachi, 0 ≤ i ≤ n− 1, if λi = ρ ≥ 0 then since
ki+1 < ℓi+1 we have that

0 ≤

⌊

ρki+1

ℓi+1

⌋

≤ λi+1 ≤

⌈

ρki+1

ℓi+1

⌉

≤ ρ .

Hence,

0 ≤ λi+1 ≤ λi . (6)

Similarly, if λi ≤ 0 we have that

λi ≤ λi+1 ≤ 0 .

If λ0 ≥ 0 then by (6) we have

λ0 = λn ≤ λn−1 ≤ · · · ≤ λ1 ≤ λ0 ,

and henceλi = ρ for eachi, 1 ≤ i ≤ n. Similarly, we have
λi = ρ for each i, 1 ≤ i ≤ n if λ0 ≤ 0. If ρ > 0 then
sinceρ is an integer we have thatxi = ρ(ℓi−ki) ≥ ℓi−ki, for
eachi, 1 ≤ i ≤ n. Hence, there is noj such thatxj < ℓj −kj ,
which contradicts Lemma 8. Similarly, ifρ < 0 then for eachi,
1 ≤ i ≤ n, xi = ρ(ℓi − ki) ≤ −(ℓi − ki), and hence there is
no r such thatxr > −(ℓj − kj), which contradicts Lemma 8.
Therefore,ρ = 0, i.e. for eachi, 0 ≤ i ≤ n, λi = 0, a
contradiction. Hence,Λ is a lattice packing ofRn with SL,K

Thus, by Lemma 2,Λ is a lattice tiling ofRn with SL,K .
Remark 2:Note, that the construction (Theorem 9) is based

on lattices covers all the parameters of integers which are not
covered in Section III.

V. A SYMMETRIC ERRORS WITHL IMITED -MAGNITUDE

The first application for a tiling ofZn with ann-dimensional
chair is in construction of codes of lengthn which correct
asymmetric errors with limited-magnitude.

Let Q = {0, 1, . . . , q − 1} be an alphabet withq letters.
For a wordX = (x1, x2, . . . , xn) ∈ Qn, the Hamming weight
of X , wH(X), is the number of nonzero entries inX , i.e.,
wH(X) = |{i : xi 6= 0}|.

A code C of length n over the alphabetQ is a subset
of Qn. A vector E = (ε1, ε2, . . . , εn) is a t-asymmetric-error
with limited-magnitudeℓ if wH(E) ≤ t and 0 ≤ εi ≤ ℓ
for each1 ≤ i ≤ n. The sphereS(n, t, ℓ) is the set of all
t-asymmetric-errors with limited-magnitudeℓ. A codeC ⊆ Qn

can correctt-asymmetric-errors with limited-magnitudeℓ if for
any two codewordsX1, X2, and any twot-asymmetric-errors
with limited-magnitudeℓ, E1, E2, such thatX1 + E1 ∈ Qn,
X2 + E2 ∈ Qn, we have thatX1 + E1 6= X2 + E2.

The size of the sphereS(n, t, ℓ) is easily computed.
Lemma 10:|S(n, t, ℓ)| =

∑t

i=0

(

n

i

)

ℓi.
Corollary 4: |S(n, n− 1, ℓ)| = (ℓ + 1)n − ℓn.
For simplicity it is more convenient to consider the codeC as

a subset ofZn
q , where all the additions are performed moduloq.

Such a codeC can be viewed also as a subset ofZ
n formed

by the set{X + qY : X ∈ C, Y ∈ Z
n}. This code is an

extension, from Z
n
q to Z

n, of the codeC. Note, in this code
there is a wrap around (of the alphabet) which does not exist
if the alphabet isQ, as in the previous code.

A linear codeC, over Zn
q , which correctst-asymmetric-

errors with limited-magnitudeℓ, viewed as a subset ofZn, is
equivalent to an integer lattice packing ofZn with the shape
S(n, t, ℓ). Therefore, we will call this lattice alattice code.

Let A(n, t, ℓ) denote the set of lattice codes inZn which
correctt-asymmetric-errors with limited-magnitudeℓ. A code
L ∈ A(n, t, ℓ) is calledperfect if it forms a lattice tiling with
the shapeS(n, t, ℓ). By Corollary 1 we have

Corollary 5: A perfect lattice codeL ∈ A(n, t, ℓ) exists if
and only if there exists an Abelian groupG of order|S(n, t, ℓ)|
such thatS(n, t, ℓ) splitsG.

A codeL ∈ A(n, t, ℓ) is formed as an extension of a code
over Zn

q . Assume we want to form a codeC ⊆ Σn, where

Σ
def
= {0, 1, . . . , σ− 1}, which correctst asymmetric errors with

limited-magnitudeℓ. Assume that a construction with a large
linear codeC ⊂ Σn does not exist. One can take a lattice code
L ∈ A(n, t, ℓ) over an alphabet withq lettersq > σ. Then a

code over the alphabetΣ is formed byC
def
=L ∩ Σn. Note that

the codeC is usually not linear. This is a simple construction
which always works. Of course, we expect that there will be
many alphabets in which better constructions can be found.

There exists a perfect lattice codeL ∈ A(n, t, ℓ) for various
parameters witht = 1 [13], [14]. Such codes also exist for
t = n and allℓ ≥ 1 and for the parameters of the Golay codes
and the binary repetition codes of odd length [17].

The existence of perfect codes which correct (n − 1)-
asymmetric-errors with limited magnitudeℓ was proved in [14].
The related sphereS(n, n − 1, ℓ) is an n-dimensional chair
SL,K , whereL = (ℓ+1, ℓ+1, . . . , ℓ+1) andK = (ℓ, ℓ, . . . , ℓ).
Sections III and IV provide constructions for such codes with
simpler description and simpler proofs that these codes aresuch
perfect codes.
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In fact, the constructions in these sections provide tilings
of many other related shapes. More than that, there might
be scenarios in which different flash cells can have different
limited magnitude. For example, if for some cells we want to
increase the number of charge levels. In this case we might
need a code which correct asymmetric errors with different
limited magnitudes for different cells. Assume that for thei-th
cell the limited magnitude isℓi. Our lattice tiling withSL,K ,
L = (ℓ1 + 1, ℓ2 + 1, . . . , ℓn + 1) ∈ Z

n, K = (ℓ1, ℓ2, . . . , ℓn),
produces the required perfect code for this scenario.

VI. N ONEXISTENCE OF SOMEPERFECTCODES

Next, we ask whether perfect codes, which correct asym-
metric errors with limited-magnitude, exist fort = n − 2.
Unfortunately, such codes cannot exist. The proof for this claim
is the goal of this section. Most of the proof is devoted to the
case in which the limited magnitudeℓ is equal to one. We
conclude the section with a proof forℓ > 1.

For a wordX = (x1, x2, . . . , xn) ∈ Z
n, we define

N+(X) = |{xi | xi > 0}|, N−(X) = |{xi | xi < 0}|.

We say that a codewordX ∈ L, L ∈ A(n, t, ℓ), coversa word
Y ∈ Z

n if there exists an elementE ∈ S(n, t, ℓ) such that
Y = X + E .

Lemma 11:Let L ∈ A(n, t, ℓ), and assume that there exists
X = (x1, x2, . . . , xn) ∈ L, X 6= 0, such that|xi| ≤ ℓ, for
everyi, 1 ≤ i ≤ n. Then,N+(X) ≥ t+ 1 or N−(X) ≥ t+ 1.

Proof: Let X = (x1, x2, . . . , xn) ∈ L, X 6= 0, such that
|xi| ≤ ℓ, for every i, 1 ≤ i ≤ n. Assume to the contrary
thatN+(X) ≤ t andN−(X) ≤ t. Let E+ = (ε+1 , ε

+
2 , . . . , ε

+
n )

where ε+i = max{xi, 0} and E− = (ε−1 , ε
−
2 , . . . , ε

−
n ) where

ε−i = max{−xi, 0}. Clearly, E+, E− ∈ S(n, t, ℓ) andX +
E− = E+.

Therefore,S(n, t, ℓ) ∩ (X + S(n, t, ℓ)) 6= ∅, which contra-
dicts the fact thatL ∈ A(n, t, ℓ). Thus,N+(X) ≥ t + 1 or
N−(X) ≥ t+ 1.

Lemma 12:Let L ∈ A(n, n − 2, ℓ) be a lattice code. The
word 1 ∈ Z

n, the all-one vector, can be covered only by a
codeword of the form1−λ · ei, for somei, 1 ≤ i ≤ n; where
λ is an integer,0 ≤ λ ≤ ℓ.

Proof: Assume thatX ∈ L is the codeword that covers1.
Then there existsE = (ε1, ε2, . . . , εn) ∈ S(n, n − 2, ℓ) such
thatX + E = 1, i.e. xi = 1− εi and therefore,1− ℓ ≤ xi ≤ 1
for eachi, 1 ≤ i ≤ n. SincewH(E) ≤ n − 2 it follows that
there are at least two entries which are equal toone in X . By
Lemma 11, it follows thatN+(X) ≥ n − 1. Hence, there are
at leastn− 1 entries ofX which are equal toone. Therefore,
X = 1 − λei for somei, 1 ≤ i ≤ n; whereλ is an integer,
0 ≤ λ ≤ ℓ.

Lemma 13:Let L ∈ A(n, n − 2, ℓ) be a lattice code. For
every j, 1 ≤ j ≤ n, the wordWj = 1 − ej can be covered
only by a codeword of the form1−λej , whereλ is an integer,
1 ≤ λ ≤ ℓ+ 1.

Proof: Assume thatX ∈ L is a codeword that covers
Wj . Then there existsE = (ε1, ε2, . . . , εn) ∈ S(n, n − 2, ℓ)
such thatX + E = Wj . Clearly,xj = −εj ≤ 0, and for each
i 6= j, xi = 1 − εi and therefore−ℓ ≤ xi ≤ 1 for eachi,
1 ≤ i ≤ n. SincewH(E) ≤ n − 2 it follows that there are at
mostn−2 negative coordinates inX . Therefore, by Lemma 11,

it follows thatN+(X) ≥ n− 1. Hence, there are at leastn− 1
coordinates ofX which are equal toone. Thus,X = 1− λej ,
where1 ≤ λ ≤ ℓ+ 1.

Lemma 14:If there exists a perfect lattice code
in A(n, n− 2, ℓ) then |S(n, n − 2, ℓ)| divides
(ℓ+ 1)n−2(ℓ+ 1 + λ(n− 2− ℓ)) for some integer λ,
0 ≤ λ ≤ ℓ.

Proof: Let L ∈ A(n, n−2, ℓ) be a perfect lattice code. By
Lemma 12 and w.l.o.g we can assume that1 is covered by the
codewordX = 1−λen, where0 ≤ λ ≤ ℓ. Combining this with
Lemma 13 we deduce that for alli, 1 ≤ i ≤ n − 1, the word
Wi = 1− ei is covered by the codewordYi = 1− (ℓ+ 1) · ei
(Yi cannot be equal1−αei, 1 ≤ α ≤ ℓ since it would cover1
which is already covered byX). We haven distinct codewords
in L, and sinceL is a lattice, the latticeL′ generated by the
set {X,Y1, Y2, . . . , Yn−1} is a sublattice ofL, and therefore
V (L) = |S(n, n − 2, ℓ)| dividesV (L′). Let G be the matrix
whose rows areX,Y1, Y2, . . . , Yn−1.

detG =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 1 1 . . . 1 1− λ
−ℓ 1 1 . . . 1 1
1 −ℓ 1 . . . 1 1

1 1 −ℓ
. . . 1 1

...
...

. . .
. . .

...
...

1 1 1 . . . −ℓ 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Subtracting the first row from every other row, we obtain the
determinant
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 1 1 . . . 1 1− λ
−(ℓ+ 1) 0 0 . . . 0 λ

0 −(ℓ+ 1) 0 . . . 0 λ

0 0 −(ℓ+ 1)
. . . 0 λ

...
...

. . .
. . .

...
...

0 0 0 . . . −(ℓ+ 1) λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Subtracting the first column from all the other columns, except
from the last one, we obtain the determinant
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 0 0 . . . 0 1− λ
−(ℓ+ 1) ℓ+ 1 ℓ+ 1 . . . ℓ+ 1 λ

0 −(ℓ+ 1) 0 . . . 0 λ

0 0 −(ℓ+ 1)
. . . 0 λ

...
...

. . .
. . .

...
...

0 0 0 . . . −(ℓ+ 1) λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Finally, replacing the second row by the sum of all the rows,
except for the first one, we obtain the determinant
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

1 0 0 . . . 0 1− λ
−(ℓ+ 1) 0 0 . . . 0 λ(n− 1)

0 −(ℓ+ 1) 0 . . . 0 λ

0 0 −(ℓ+ 1)
. . . 0 λ

...
...

. . .
. . .

...
...

0 0 0 . . . −(ℓ+ 1) λ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.

Now, it is easy to verify thatV (L′) = | det(G)| =
|λ(n− 1)(ℓ+ 1)n−2 + (1 − λ)(ℓ + 1)n−1| =
|(ℓ+ 1)n−2(ℓ + 1 + λ(n− 2− ℓ))|.
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Theorem 15:There are no perfect lattice codes in
A(n, n− 2, 1) for all n ≥ 4.

Proof: By Lemma 14, it is sufficient to show
that |S(n, n− 2, 1)| = 2n − n− 1 does not divide
2n−2(2 + λ(n− 3)), for λ = 0, 1.

If λ = 0 then we have to show that2n − n − 1 does not
divide 2n−1. It can be readily verified that2n − n− 1 > 2n−1

for all n > 3, which proves the claim.
If λ = 1 then we have to show that2n − n − 1 does

not divide 2n−2(n − 1). If 2r = gcd(2n − n − 1, 2n−2) then
0 ≤ r ≤ log2(n+ 1). Hence, we have to show that2n−r− n+1

2r

does not dividen − 1. We will show that for alln ≥ 7,
2n−r − n+1

2r > n− 1. It is easy to verify that

2n−r −
n+ 1

2r
≥ 2n−log

2
(n+1) − (n+ 1) =

2n

n+ 1
− n− 1 .

Therefore, it is sufficient to show that

2n

n+ 1
− n− 1 > n− 1 ,

or equivalently
2n > 2n(n+ 1).

This is simply proved by induction onn for all n ≥ 7.
To complete the proof we should only verify that forn = 4,

5, and 6, we have that2n−n−1 does not divide2n−2(n−1).

Theorem 16:There are no perfect lattice codes in
A(n, n− 2, ℓ) if n ≥ 4 andℓ ≥ 2.

Proof: Let n ≥ 4 and ℓ ≥ 2 and assume to the contrary,
that there exists a perfect lattice codeL ∈ A(n, n − 2, ℓ).
Without loss of generality, we can assume by Lemma 12 that
the word1 ∈ Z

n is covered by a codewordX = 1−λen, where
λ is an integer,0 ≤ λ ≤ ℓ. From the proof of Lemma 14 we
have that for alli, 1 ≤ i ≤ n − 1, the wordWi = 1 − ei

is covered by the codewordXi = 1 − (ℓ + 1) · ei. Therefore,
Y = (y1, y2, . . . , yn) = X1+X2 = 2·1−(ℓ+1)·e1−(ℓ+1)·e2
is a codeword Clearly,y1 = y2 = 2− (ℓ+1) = 1− ℓ and since
ℓ ≥ 2 it follows that for all i, 1 ≤ i ≤ n, |yi| ≤ ℓ. Moreover,
N−(X) = 2 ≤ n− 2 andN+(X) = n− 2, which contradicts
Lemma 11. Thus, ifn ≥ 4 andℓ ≥ 2, then there are no perfect
lattice codes inA(n, n− 2, ℓ).

Combining Theorems 15 and 16 we obtain the main result
of this section.

Corollary 6: There are no perfect lattice codes in
A(n, n− 2, ℓ) if n ≥ 4 for any limited magnitudeℓ ≥ 1.

The existence of perfect lattice codes inA(n, n − 1, ℓ) and
their nonexistence inA(n, n−2, ℓ) might give an evidence that
such perfect codes won’t exists inA(n, n− ǫ, ℓ) for ℓ ≥ 1 and
someǫ > 1. It would be interesting to prove such a claim for
n ≥ 4 and2 ≤ ǫ ≤ ⌊n

2 ⌋.

VII. A PPLICATION TO WRITE-ONCE MEMORIES

A second possible application for a tiling ofZn with an
n-dimensional chair is in constructions of multiple writingin
n cells write-once memories. Each cell hasq charge levels
{0, 1, . . . , q − 1}. A letter from an alphabet of sizeσ, Σ =
{0, 1 . . . , σ − 1}, is written into then cells as many times as
possible. In each round the charge level in each cell is greater
than or equal to the charge level in the previous round. It is

desired that the number of rounds for which we can guarantee
to write a new symbol fromΣ will be maximized.

An optimal solution for the problem can be described as
follows. LetA be anq × q × · · · × q n-dimensional array. Let
ψ : A → Σ be a coloring of the arrayA with the σ alphabet
letters. The rounds of writing and raising the charge levelsof
the n cells can be described in terms of the coloringψ of the
arrayA. If in the first round the symbols1 is written and the
charge level in celli is raised toc1i , 1 ≤ i ≤ n, then the color
in position (c11, c

1
2, . . . , c

1
n) is s1. Therefore, we have to find a

coloring functionψ such that the number of rounds in which
a new symbol can be written will be maximal.

Cassuto and Yaakobi [5] have found that using a coloringψ
based on a lattice tilingΛ with a two-dimensional chair pro-
vides the best known writing strategy when there are two cells.
A coloring ψ̃ of Zn based on a lattice tilingΛ with a shapeS
has |S| colors. The lattice have|S| cosets, and hence|S|
coset representatives,X0, X1, . . . , X|S|−1. The points inZn

of the cosetXi + Λ are colored with thei-th letter of Σ.
Now, the coloring of entry(x1, x2, . . . , xn) of A given byψ is
equal to the color of the point(x1, x2, . . . , xn) ∈ Z

n given
by the coloring ψ̃. The method given in [5] suggests that
a generalization using coloring based on tiling ofZ

n with
an n-dimensional chair will be a good strategy for WOM
codes withn cells [33]. The analysis with two cells, i.e. two-
dimensional tiling was discussed with more details in [5].
The analysis for then-dimensional case will be discussed in
research work which follows by the same authors and another
group as well [33].

VIII. C ONCLUSION

We have presented a few constructions for tilings with
n-dimensional chairs. The tilings are based either on lattices
or on generalized splitting. Both methods are equivalent ifour
space isZn. The generalized splitting is a simple generalization
for known concepts such as splitting andBh[ℓ] sequences. We
have shown that our tilings can be applied in the design of
codes which correct asymmetric errors with limited-magnitude.
We further mentioned a possible application in the design of
WOM codes for multiple writing. Finally, we proved that some
perfect codes for correction of asymmetric errors with limited-
magnitude cannot exist.
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[28] S. Stein and S. Szabó, Algebra and Tiling, The Mathematical Association

of America, 1994.
[29] R. R. Varshamov,, “On some specifics error-correcting linear codes”,Rep.

Acad. Sci. USSR, vol. 157. pp. 546–548, 1964.
[30] R. R. Varshamov,, “On the theory of asymmetric codes”,Rep. Acad. Sci.

USSR, vol. 164. pp. 757–760, 1965.
[31] L. Wang, M. Qin, E. Yaakobi, Y.-H. Kim, and P. H. Siegel, “WOM with

retained messages”, in Proc.IEEE Inter. Symp. on Inform. Theory,Boston,
pp. 1396–1400, 2012.

[32] J. K. Wolf, A. D. Wyner, J. Ziv, and J. Korner, “Coding forwrite-once
memory”, AT&T Bell Labs. tech. J., vol. 63, pp. 1089–1112, 1984.

[33] E. Yaakobi, personal communication, 2012.
[34] E. Yaakobi and A. Shpilka, “High sum-rate three-write and non-binary

WOM codes”, in Proc.IEEE Inter. Symp. on Inform. Theory,Boston, pp.
1391–1395, 2012.

[35] E. Yaakobi, P. H. Siegel, A. Vardy, and J. K. Wolf, “On codes that correct
asymmetric errors with graded magnitude distribution”, inProc. IEEE
Inter. Symp. on Inform. Theory,Saint Petersburg, pp. 1021–1025, 2011.

[36] E. Yaakobi, P. H. Siegel, A. Vardy, and J. K. Wolf, “Multiple error-
correcting WOM-codes”,IEEE Trans. Inform. Theory, vol IT-58, pp.
2220–2230, 2012.

[37] Z. Zemor and G. D. Cohen, “Error-correcting WOM-codes”, IEEE Trans.
Inform. Theory, vol IT-37, pp. 730–734, 1991.

Sarit Buzaglo was born in Israel in 1983. She received the
B.A. and M.Sc. degrees from the Technion - Israel Institute
of Technology, Haifa, Israel, in 2007 and 2010, respectively,
from the department of Mathematics. She is currently a Ph.D.
student in the Computer Science Department at the Technion.
Her research interests include algebraic error-correction coding,
coding theory, discrete geometry, and combinatorics.

Tuvi Etzion (M’89-SM’94-F’04) was born in Tel Aviv,
Israel, in 1956. He received the B.A., M.Sc., and D.Sc. degrees
from the Technion - Israel Institute of Technology, Haifa, Israel,
in 1980, 1982, and 1984, respectively.

From 1984 he held a position in the department of Computer
Science at the Technion, where he has a Professor position.
During the years 1986-1987 he was Visiting Research Professor
with the Department of Electrical Engineering - Systems at
the University of Southern California, Los Angeles. During
the summers of 1990 and 1991 he was visiting Bellcore in
Morristown, New Jersey. During the years 1994-1996 he was a
Visiting Research Fellow in the Computer Science Department
at Royal Holloway College, Egham, England. He also had
several visits to the Coordinated Science Laboratory at Univer-
sity of Illinois in Urbana-Champaign during the years 1995-
1998, two visits to HP Bristol during the summers of 1996,
2000, a few visits to the department of Electrical Engineering,
University of California at San Diego during the years 2000-
2012, and several visits to the Mathematics department at Royal
Holloway College, Egham, England, during the years 2007-
2009.

His research interests include applications of discrete mathe-
matics to problems in computer science and information theory,
coding theory, and combinatorial designs.

Dr Etzion was an Associate Editor for Coding Theory for
the IEEE Transactions on Information Theory from 2006 till
2009.


	I Introduction
	II Basic Concepts
	III Constructions based on Generalized Splitting
	IV Tiling based on a Lattice
	V Asymmetric Errors with Limited-magnitude
	VI Nonexistence of some Perfect Codes
	VII Application to Write-Once Memories
	VIII Conclusion
	References

