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Abstract—It has been recently shown by Lapidoth and Stein- classified into the following two groups with respect to the
berg that strictly causal state information can be beneficiain  availability of state information at the encodeii$:r(on-causal
multiple access channels (MACs). Specifically, it was prodethat  giate information, where the encoders know the entire state
the capacity region of a two-user MAC with independent stats, " ' .
each known strictly causally to one encoder, can be enlarged sequgnce before encoding for the Cgrrent blocki)(causal
by letting the encoders send compressed past state informian ~ State information, where at channel usehe encoders know
to the decoder. In this work, a generalization of the said all states up to and including at
strategy is proposed whereby the encoders compress also thast While referring to [2] for a thorough review on state-
transmitted codewords along with the past state sequencehe dependent channels, here we summarize existing results on
proposed scheme uses a combination of long-message encgdin . .
compression of the past state sequences and codewords witho state-dependent multiple access channels (MACS)' Wh"?h ar
binning, and joint decoding over all transmission blocks. e the focus of our work. Referende [3] derived single-letterar
proposed strategy has been recently shown by Lapidoth and and outer bounds on the capacity region for two-user MACs
Steirlwtberg tothStficgy .im%rave upoln the fOfi%inal (Imet'h (ia'pa(lj);l with causal common state information at the encoders. Ref-
results are then derived for a class of channels that include : i ;
two-user modulo-additive state-dependent MACs. Moreoverthe erence[[ﬁ] derived a genie-aided bound to assess the quaCIt
proposed scheme is extended to state-dependent MACs with anadvantage ‘?f non-causal state over causal stat_e infonmiatio
arbitrary number of users. Finally, output feedback is introduced MACs with independent state sequences available at the two
and an example is provided to illustrate the interplay betwen encoders. Referenckl[5] characterized the capacity regfion
feedback and availability of strictly causal state informaion in g cooperative MAC with state non-causally available at one
enlarging the capacity region. encoder, while referenckl[6] proposed several inner anerout

Index Terms—Multiple access channels, state-dependent chan-bounds for a MAC with states non-causally known to some
nels, strictly causal state information, long-message ending, encoders. A lattice coding strategy was proposed for a MAC
quantize-forward, output feedback. with non-causal state information inl[7] arid [8].

The works summarized above demonstrate the advantages
I. INTRODUCTION of causal and non-causal state information at the encoders

State-dependent channels model relevant phenomenaf0ih MACs. Instead, in references![9] and [10] Lapidoth and
wireless communication links, such as fading and interfeee  Steinberg discovered that, even witnictly causalstate infor-
The standard model prescribes the existence of a state @tion at the encoders, an improvement in the capacity megio
quences” = (s1, 52, ..., sn), With s; denoting the state valueis possible. By strictly causal state information, it is miea
affecting the channel at time instantwith i = 1,2,...,n. that at channel usg the encoders know a state sequence up
Understanding the merit of state information, i.e., infarm to, butexcludingchannel use. This result stands in contrast
tion about the sequence’, for reliable communication is to the well-known fact that strictly causal state inforroati
a key problem of both theoretical and practical interest. gaNnotimprove the capacity of point-to-point channel$ait
the existing literature, state-dependent channels aralynaiindependent and identically distritbuted (i.i.d.) statesence.

More specifically, in[[9], a common state sequence is assumed
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A. Contributions with input alphabetg X, ..., X)), output alphabefy and

In this paper, we propose a generalization of the strategySFte alphabetsSy, . .., Sar). The state sequences are assumed
[10] whereby the encoders compress also the past trandmif@ be i.i.d. and are mutually independent, iff,_, P(sy) =
codewords along with the past state sequences. We first fodlis—; [[;=, P(sx,i). The state-dependent channel is memory-
on the two-user MAC with independent states each strictigss in the sense that at any discrete timel, ..., n, we can
causally known to one encoder. The proposed schemeW§te:
based on long-message encoding [11], compression of the pas Ply; |x7, 2 g sie,yih)
state sequences and past codewords without binning, amtd joi YilT1 B0 51 -0 M0 Y
decoding over all transmission blocks [12]. We also repart o = Plyilwis - anisuis o 500) @)
an example, put forth by Lapidoth and Steinberglinl [13], igach state realization is available to its correspondirupeer
which the proposed scheme is shown to strictly improve up@ia strictly causalmanner as defined in Sectiin I. Transmitter

the original strategy of [10]. _ k’s signalz} is subject to an average input cost constraint:
We then generalize the capacity result for Gaussian channel N

of [10] for the case of a single state sequence to a larger EZE[Ck(Xk N <Th k=1 M 3)

class of channels that includes two-user modulo-additates n =T T

dependent MACs. The proposed scheme is then extended = ) ) ) )
to the state-dependent MAC with an arbitrary number dfnereck : X — R* is a single-letter input cost function for
users. Finally, we introduce output feedback and show \)'i@nsmltterk and the expectation is tak_en with respe_ct to all
a specific example that feedback allows user cooperation fBF Messages and states. We now define the following code.
the transmission of state information to the receiver, deesi D€finition 1: Le}g wy, uniformly distributed over the set
standard cooperation on the transmission of messages [k = [}1% D 2r k}]%’ be the message sent by transmitter
and that this increases the capacity region. koA (20,2 0, T, Ty) code for the MAC
The remainder of the paper is organized as follows: \with strictly cal_JsaI and independent state |nform§tlonhmt
SectionT), we describe the general model considered in tff8C0ders consists of sequences of encoder mappings:
work and summarize some of the existing results [in| [10].fk71_: Wi xSV Xy, i=1,...n, k=1,..., M, (4)
Sections[Ill and_IV focus on the two-user state-dependent
MAC. Sectior[¥ provides a generalization to arbitrary numb&ach of which maps messagg to a channel input such that
of users with independent states. Section VI discusses the cost constrainf]3) is satisfied, and a decoder mapping
model vyith output feedback. Sectibn VI cor_u_:lude_s the paper g: V' WL X . X War, )
Notation: Throughout the paper, probability distributions
are denoted byP with the subscript indicating the randomwhich produces the estimate of messages, ..., was).
variables involved, e.g.Px(z) is the probability ofX = x, The average probability of erroPr (£), is defined by:
and Py |x (y|x) is the conditional probability of” = y given Pr (E) =
X = z. When the meaning is clear from the context, for ; . .
convenience, we will useé’(z) or Px to representPy (). : - 2 2 b g(y™) # (wi,. .., war)
Also zj, denotes vectoffzy1,...,zr;]. E[X] denotes the H Z Z ' [(wy,...,wpr) sent ’
expectation of random variabl&. R denotes the set of *=! wi=h o war=l 6
non-negative real vectors indimensions. For an integer, ©)
the notation[1 : L] denotes the set of integefd,..., L}; Given a cost tuplel’ = (T'y,...,T'5), a rate tuple
for a positive real numbet, the notation[1 : 2'| denotes (Rq1,...,Rp) is said to bel-achievable if there exists a se-
the set of integers(1,...,[2!]}, where [.] is the ceiling quence of code&2"?: ... 2"Fv n Ty, ... . Ty) as defined
function. In addition,\/(0, 0?) denotes a zero-mean Gaussiaabove such that the probability of error satisfleg £) — 0
distribution with variances?. Function C(z) is defined as asn — oco. The capacity regiod (T) is the closure of all the

C(z) = %logg(l + ). I'-achievable rate tuples.
We first restrict our attention to a two-user MAC with two
II. SYSTEM MODEL AND PRELIMINARIES independent states, and then generalize to an arbitdanser

In this section, we describe our channel model, formulal[\éAC with M independent states in Section V.
the problem and revisit some related results derived inipusv

work [10]. B. Preliminaries
For comparison, we summarize a key result[ofi [10].
A. System Model Theorem 1[10]): Let T' = (I'1,T'3) be given. LetPs,

be the set of all random variablég;, 5, S1, S2, X1, X2,Y)

We investigate arlM/ -user discrete memoryless MAC chan oun e A )
iWhose joint distribution is factorized as

nel with M mutually independent states, which is depicted

Fig.[d and denoted by the tuple Py, s, Py, s, Ps, Ps, Px, Px, Py s, s, %, X5 - (7)

( XX X Xy, St X X S Y, > (1) For the two-user MAC with strictly causal state information
P(s1)...P(sp), P(y |z, o, Tar, 81,5 80) aT-achievable rate region, denoted®s,; (I'1,I'2), is given
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Fig. 1. TheM-user state-dependent MAC with/ mutually independent states, each of which is availabldstearresponding encoder in a strictly causal
manner.

by the projection in thé€ R,, R2) plane of the set of rate-cost(R;, R2,I'1,I'2) belonging to the convex hull of the tuples
tuples (R, R2,T'1,T'2) belonging to the convex hull of the (Ry, Ry, T}, T) satisfying

. A o
collection of all the tuplesR;, R, I}, I'}) satisfying 0< Ry < I(X1,Vi:Y | X, Vo) — I(Vi: S1|X1),  (10a)
0< Ry < I(X0;Y [Xo, V1, Vo) = I(Vis S1[Y, V2),  (Ba)  0< Ry <I(Xg,Vo; Y |Xy, Vi) —I(Vo;52]X2),  (10D)

OSRQ SI(X27Y|X17‘/13‘/2)_I(‘/2782 |Y7V1)7 (8b) R1+R2<I(X17X25V17‘/2;Y) (lOC)
Ry + Ry < I(X1, Xo; Y [V1, V) — I(Vi,Va; 51,52 |Y), —I(V1;511X1) = 1(V2; 821 X2)

8c)  and E[en(Xy)] <T%, k=1,2, (10d)
and Elex(Xi)] < T3, k=1,2, (8d)  for some random variabled7, Vs, Sy, S, X1, X2,Y) € PZ,.

. Proof: The theorem follows as a special case of file

for some random variables, V2, S, 52, X1, X3, Y) € Pic. er result of Theoref 5 fak/ = 2. We refer the reader to
Remark 1:The basic idea of the achievable scheme pendix(B for a proof of Theoreil 5 -

The(_)remlf:llhls o let the tranfsmltters gonvfey a comphresseaqemark 2:In the proposed strategy, the transmitters convey

version of the state, namek for S; an ,V2 Or_SQ'. to the .codewordsV; and V,, which compress both the past state

receiver. The receiver can then- use this partial 'nformat'%equences and the past transmitted codewords. This difiere

about the state to improve decoding. As an example, if the st ith respect to Theoreil 1 is reflected in the different factor

models fading c_hannels, state information enables phrti zations [T) and[{9). Specifically, in the latter, the testrmuhels
coherent decoding. The proof of the theorem, though n d six.. k= 1,2, is made to depend also on the previously

aVﬁllabIe r']n o:etall In[lI[()j]_, |s_l;her3 |nd|catezq to be basontransmitted symbols{,. We also note that, unlikeé [10], our
scheme that leverages distributed Wyner-Ziv compresH h[scheme uses long-message encoding, quantization without

and block Markov encoding(J binning and joint decoding over all blocks of transmission,

similar to [12] (see alsd [11])J

1. ANEWACHIEVABLE RATE REGION While the joint distribution factorizatioh{9) is more geak
_ _ than the original[{[7) used in [10], the two regiohs (8) dnd) (10
In this section, for the two-user MACM = 2), We gre not immediately comparable given the different mutual

propose a new achievable scheme. The scheme is baseqnfitmation expressions. The next theorem shows that in fac
the idea of letting the encoders compress also the past inf4g proposed achievable region always includes the otigina
codewords along with the past states. We first show that therneorem 3:The achievable rate region of Theorem 2

new achievable region includes the original one. Then, Wgcludes the achievable rate region of Theor€in 1, i.e.,
report on the example put forth in [13] that demonstrates thR 2 (11, T2) 2 Rip1 (I, T).

the inclusion can be strict. . Proof: Given any cost-constraint paifl’;,Ty), set-
Theorem 2:Let T’ = (I',T2) be given. LetP;, be the ting Pyisix, = Puys, and Pyg,x, = Pys, in
set of all random variable§/, V2, 51, 52, X1, X»,Y) whose R, ,(I';,T;), we obtain the following,
joint distribution is factorized as 1) For the sum-rate bound
Py,\s,,x, Pvy)ss, x5 Ps, Ps, Px, Px, Py|s, s0,x,,x. - (9) Ry + Ry

For the two-user MAC with strictly causal state informatian <I(X0, X3V V1, Vo) + 1(VA, Vo3 Y)
I'-achievable rate region, denotedig,» (I'1, T'2), is given by = I(V1; 811 X1) = I(V2; S2X2) (11a)
the projection in(R;, R2) plane of the set of rate-cost tuples =I1(X1,X;Y V1, Vo) + H(V1 |S1)
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+ H(V2|S2) — H(V4,V2|Y) (11b) V. CAPACITY RESULT

= I(X1, Xo; Y V1, Vo) + H(V1|S1,52,Y) In this section, we generalize the capacity result derived i
+ H(V3|S, 51, Vi,Y) — HVi, V3 [Y) (11c) [10] for Gaussian channels with a single state sequence to a

larger class of channels.
= 10X, X3V [V, V2) = 1(V1, Vo S, 52 V), (11d) gonmder a class of discrete memoryless two-user determin-
istic MACs denoted byDj,;4¢, in which the outpufY” is a
where [11L) follows from the Markov chaif¥;, V2) «+»  deterministic function of inputs(;, X, and the channel state
(51,52) « Y and from the fact thatV;,S5,) are S as

independent of%, S»). Note the last equation is exactly

the same sum-rate bound®y,,; (I', I'2) given by [8t). Y = [(X1, X2, 5), (15)
2) For the individual rate bound oR;, we can write and where the channel stat strictly causally known to
Ri < I(X1:Y | Xa, Vi, V) encoderl, can be calculated as a deterministic function of

the inputsX;, X, and the outpul” as
+I(Vi;Y | X2, Vo) — I(V1; 81| X1) (12a)

= I(X1;Y | X2, Vi, V3) S =g(X1, X2,Y). (16)

+HW|S1)—H(V|Y, X5, Va2) (12b) Then the capacity region for the class of chanr@lg.c
>I(X1;Y | X2, Va, Va) is identified as follows.
o _ Theorem 4:Let T' = (I'1,'2) be given. For any MAC in
+H1[S1) - HW Y, V2) (120) the classD)s4¢ defined above, the capacity regi6(r’) is
=I(X1;Y | X2, V1, V2) given by:
+H(V1|81,Y,‘/2)—H(V1|KV2) (12d) (Rl,RQ)ER;_
=I(X1;Y |X2,V1,V2) — I(V1; 51 Y, V), (12€) er 2 Ry < H(Y |X2,Q) — H(S)

where [12k) follows from conditioning reduces entropy Ry < H(Y [X1,5,Q)

while (I2d) follows from the Markov chaii; <+ S; < Bi+ Ry <H(Y|Q) - H(S5)
Y. The last equation is exactly the same as the boutghere the union is taken over all product input distribusion
on Ry in Ri,1(T'1,T2) given by [84). Px, |0 Px,q Po satisfyingE[c (X))] < Ty, k= 1,2, andQ

3) A similar observation holds foR, by symmetry. is an auxiliary random variable with cardinality boupd| <

These three facts imply the relationshi;,2(T'1,T2) 2 5.

Rin1(T1,Ta). m Proof: See AppendiXA. ]

It was recently shown in[[13] that the proposed re- Remark 3:The achievability proof in AppendixJA is based
gion Rin2(T1,T2) strictly includes the original region on settingV; = S; = S in the achievable regiom?;,.
Rin1(T'1,T'2) for some channels. The following is the examplén Theorem[®2, which implies thelt; is independent ofX.
given in [13] that illustrates such inclusion. Hence, the achievable scheme proposedin [10] is also optima

Example 1 [13]): Consider a MAC with two binary inputs for the class of channels considered here.

Xy = Xy = {0,1}; stateS; = ) and stateS, = (7y,7T1) € Remark 4:The classDy; 4 includes the Gaussian model
{0,1}?, whereT, andT; are independent with entropies  considered in[10], which is defined &= X; + X, +S with

1 input power constraintg > IE[X,?_’Z.] < P, and stateS ~

5 (13) AN(0,02) known strictly causally to encoddr. The capacity

regionC*"/ for this model is given by:
and the outpul” = (Y3, Y2) € {0,1}? is given as

(17)

H(Ty) = H(Th) =

(Rl, RQ) (S R+ :
Y1 =X ©Tx,, (14a) csnf =) Ri<C% b) . (18)
Yo = Xo, (14b) Ri+ Ry < C(252)

where notation &” denotes the conventional modulo-sunThyjs region can be identified from Theoréin 4 by the standard
operation. The key point of this example is that the stagtension to continuous alphabets (see, €.gl, [16, Chajyter
sequence affects the received Signal in a way that depe@@@ by max|m|z|ng each bound via the maximum entropy
on the transmitted symboX,. Therefore, joint compressiontheorem[[17]. Note that when providing bashand X; to the
both the past state and the past codeword, or compressioniedfeiver, the channel from userto the receiver is noiseless
the past state in way that depends on the past codewordaig hence the individual bound d#, is redundant.]

expected to be beneﬁClaI To show this, fO”OWI@[13] ihca Remark 5:The ClaSSDMAC contains more channels a|ong
be seen that rate p4it, §) lies in the inner bounds dR:,.2 by  with the Gaussian model discussed in Renfidrk 4. In particular
settingVy =0, Va = sz in (10). However, withR; = 1, it consider a class of binary modulo-additive state-dependen
was demonstrated i [IL3] thd, is necessarilgeroin R;,1.  MAC channels, e.g.Y = X; @ Xo @ S, where S ~
This allows us to conclude, along with Theoréin 3, that thgernoulh(ps) with input cost constralnté Z E[X,] <
region R;,2 is strictly larger than the regiof;,, for this ;) andl LS L E[X24] < p2, 0 < p1,pa,ps < Note that
example. assumpuon[(]]G) automatically holds for this class of byar
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; ; ; ; ; (‘/la'"7VM3S17"'7SI\43X17"'7XI\4’Y) WhOSGjOintdiStri'
MAC without state information bution iS faCtOI’iZed as

0.18 : ~ = = = MAC with state information at encoder 1|4
M
H (PVk\Sk-,Xk PSkPXk)PY\Shm-,SM,Xhm-,XM : (21)
k=1
For the M-user MAC with strictly causal and indepen-

0.2

0.16

0.14

0.12f

o o} dent state information, al'-achievable rate region, de-
0ost noted asRM(I'y,...,Ty), is given by the projection in
006 the space(R;,...,Ry) of the set of rate-cost tuples

(R1,...,Rm,T1,...,Ty) belonging to the convex hull of

0.04

the tuples(Ry, ..., Ry, I, ..., T,) satisfying

OSZRk<

0.02

0 i i i i i i i i
0 0.02 0.04 0.06 0.08 0.1 012 014 016 0.18

R, keT
, I(X(S5),V(8); Y |X(5°), V(59))
Fig. 2. Capacity region for the binary modulo-additive stdependent MAC SCH[111-I]1\/[]- =S I(Vi;8|1X1) |
with input constraints considered in Reméikis & p2 = 1/3,ps = 1/4). —7—g'5 ' les
(22a)
deterministic channels. From TheorE 4, by direct evasuati vTClL: M, (220)
eterministic channels. From Theor , by direct ev i —_—
we obtain that the capacity region is: and Efeg(Xi)] < Ty, k=1,..., M, (22¢)
n for some random variables
(Rl, Rg) S R2 :
CS o R1 SHb(pl*ps)_Hb(ps) (19) (‘/1,...7VM,Sl,...7SA,1,X1,...7X]W,Y)GP:C.
bin —
Ry < Hy(p2) ! .
Proof: See AppendixB. ]
Ri + Ry < Hy(p1 * p2 * ps) — Hy(ps) PP
where p; * p, denotes the convolution operation of two VI. INTRODUCING OUTPUT FEEDBACK
Bernoulli distributions with parameters, and ps, i.e., p; * In this section, we briefly consider an extension of the model
p2 = pi(1 —p2) + p2(1 —p1), and Hy(p) = —plogyp — with independent states studied in Section Ill, where dutpu

(1 —p)log,(1 — p). It is known from [17] that, without state feedback is available to some encoder in addition to syrictl
information, the capacity region for this MAC channel is@jiv causal state information. It is well known that the use opatit

by: feedback can enlarge the capacity region in MACs by allowing
N cooperation in the transmission of the encoders’ messatje [1
(Ri, Ro) € Ry [18], [19]. Here, instead, we demonstrate that, with dirict
ne Ry < Hy(p1 +ps) — Hy(ps) . (20) causal state information, a different type of cooperatisn i
Ry < Hy(p2 * ps) — Hy(ps) enabled by feedback that concerns the transmission ofake st
Ri + Ry < Hy(py * p2 * ps) — Hy(ps) sequence.

To this end, we focus on the two-user state-dependent

Hence, we have the relationstd;, C C;,,,, which confirms : T : i :
Gaussian MAC shown in Fi] 3, for which the received signal

the benefit of strictly causal state information in enlaggine 2~
capacity region for this channel. For a numerical exampte, u® 9Iven by:

setp; = p; = 1/3 andp, = 1/4. The corresponding regions Y =X, +Xo+8 (23)
(I9) and [(ZD) are depicted and compared in Eig. 2. It is seen

that the presence of strictly causal state information ebéar with power constraints}; S E {X,fz} < P, fork=1,2,

1 improves the maximum rate of user [J and stateS ~ A (0,02). We assume that the state information
aboutsS is known strictly causally to the first transmitter and
a perfect output feedback link is available from the reaeive
to the second transmitter. More specifically, we have the
following encoder and decoder mappings.

In this section, we generalize the proposed achievableDefinition 2: Let wy, uniformly distributed over the set
scheme to an arbitrary numb@f of users with independent,, = [1 : 2"%], be the message sent by transmitter
states, as depicted in Figl 1 and described in Se€flon IIl. k&, & = 1,2. A (2nf1 27F2 »n P Py) code for the MAC

Let A denote any subset of the set of encodérs)M], i.e., with strictly causal state information at encodeand output
A C [1: M] andA¢ be the complement afl with respect to feedback to encodet consists of the sequences of encoder
the set1 : M]. DefineX(.A) to be the set of random variablegmappings:

X}, indexed byk € A and similarly forV(A). ) i1

Theorem 5:Let cost tuple ' = (I'y,...,Ty) be Juis Wax S. . - , (243)

given. Let P, be the set of all random variables foit Wax V'™ = X i=1,...,n, (24b)

V. GENERALIZATION TO M USERS WITHINDEPENDENT
STATES



IEEE TRANSACTIONS ON INFORMATION THEORY 6

Si—l
1.6
TX1 RX 14l
— Y 1.2
1 csf
TX2 < osl
0.6
Delay [—— osnt
04
CSS
Fig. 3. The state-dependent MAC with strictly causal statermation at 02r :
TX1 and output feedback at TX
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. . n 9
such that power- ClonStramtS’ I'%’Zizl E [Xfm} < B, for Fig. 4. Comparison of different capacity regions.
k = 1,2, are satisfied and a decoder mapping

g: V' = Wi x W, (25) VII. CONCLUSIONS

Achievability and capacity region are defined in the usual,wa _In th_|s work, we havg StUd'e.d the state—depender_]t MAC
see Sectiofi]l. with strictly causal state information at the encoderdpfoing

. the original work by Lapidoth and Steinberg in [9] and][10].

Theorem 6:The capacity region of the model in Figl. 3 ISyve have generalized the coding scheme proposedih [10]

given by: by allowing the encoders to compress jointly past states and
(R1,Ry) € R : codewords. The proposed scheme is shown to perform at least
(1-0%)P; as well as the original one, and it was demonstrated_in [13]
¢ = U R <C < o2 g . (26) that there are channels for which it outperforms the origina
0<p<1 Py Pot20v/Pis strategy of[[10]. Moreover, the capacity result for the Gaars
Fat o < O( o3 ) model of [10] for the special case of a single state sequence
Proof: See AppendikT. - has been generalized to a larger class of channels thateglu

two-user modulo-additive state-dependent MACs. Next, the
roposed scheme has been extended to an arbitrary number of
ers. We have also demonstrated with an example that output
feedback allows cooperation on the transmission of the stat
o { (Ri,Rs) €RY ) } sequence in the presence of strictly causal state infoomati

Remark 6:Without feedback, it is known from_[9] that,
if the state is known strictly causally to both encoders, t
capacity is given by:

(27) Finally, we remark that the evaluation of complete capacity
region for the state-dependent MACs with strictly causafest
information remains open and serves as an interestinggmobl
for future work.

Ri+ Ry, <C (P1+P2;22\/ﬁ
whereas if the state is known strictly causally only to erarod
1, the capacity regiod*"/ is given by [I8). We plot a instance
of these three capacity regions by setting= P, = 2 and
0?2 = 1 in Fig.[4. As we observe, we have the inclusion
relationshipsC*™/ < ¢/ < C**. As it will be seen in the , B
achievability proof in Appendi{IC, the gains obtained by Achievability: L
leveraging feedback can be ascribed to the fact that fedbac'Ve Provide the proof of achievability fo€ = ¢ for a
enables cooperation between the encoders in transmitting §ONstant valug and drop the conditioning of for simplicity.
state information to the decoder. As a further remark, aersi | "€ 'égion[(1l) then follows by using coded time-sharing.[16

a fourth setting in which no state information is present §/& SetVz = 5> = fandVy = S; = Sin the achievable region
encoderl but output feedback is available to encodewhile /<in2 @nd use the propertiels {15) add](16) that characterize the

the capacity region of the case is unknown in general, it ean §SS 0fDarac to obtain that a rate paiifii, R») is achievable

easily seen thaf, < C % holds for any coding scheme.'

APPENDIXA
PROOF OFTHEOREM[4]

This is because the capacsity of ugecannot be improved via Ry < I(X1,5;Y|X5)—1(S;5|X1) (28a)

feedback. Therefore, the capacity region in this case iistigtr = H(Y |Xy) — H(S), (28D)
. L . i

smaller than the capacity regiati/ for the case in which the Ry < I(Xs;Y | X1, 5) (28¢)

state is known at encodér This demonstrates the interplay
between the availability of strictly causal side infornoatiat = H(Y X1, 5), (28d)
encoderl and of output feedback at encodein increasing Ri+ Ry < I(X1,X5,5;Y)—1I(S;S|X1) (28e)

the capacity region] =H(Y)— H(S) (28f)
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andE[cy (Xk])] < T, k= 1,2, are satisfied. encoding and decoding operations, and probability of error
Converse analysis.
From Propositionl and?2 in [10], we have the bounds Codebook Generation

Let ¢ > ¢’ > 0. Fix some probability mass function (PMF)

By < I(X1;Y X2, Q) + e (29a) Py, such that the input cost constraiBifc; (Xy)] < T'y —
=H(Y |X2,Q) — H(S) +€n (29b) ¢ is satisfied, and the conditional PMH&, x, s, , for all

k =1,...,M. Define the marginal PMFPy, x, (vx |21 ) =

and
ZSkESk(PVk|Xk7§k (’U}C |$~k, Sk)PSk (Sk)), for k = 1, . M.
Ri+ Re <I(X1,X9;Y|Q) +¢€n (30a) Finally, fix rate Ry, ..., Ry (to be specified below).
=HY|Q)—H(S)+en (30b) 1) For each blocki € [1 : b], randomly and independently
. generate2"?x x 27fk id. sequences:) ; accord-
wheree, — 0 asn — oo, and we have defined) as ing to the PMFPX]?],(xZ,j) _ H?:lPXk (1,4.0), for

a uniformly distributed random variable in the dét : n)]
and independent of all other variables, and also the vasabl ] bR b s
X, = X1, X2 = Xo0, Y = Yy and S = Sg. Moreover, with wy € [1:2"%] andty,;—1 € [1:2"7]. As it
by providing perfect state information to the receiver, caa will be discussed below, indes,;—, is used to encode

prove the following bound by using standard arguments: a compressed version of past state and transmitted
codeword from a codebook of rafe,.

k=1,..., M. Index the sequences a§ , (wy, tx; 1),

Ry < I(X9;Y |X1,5,Q) +€en (31a) 2) For each blockj € [1:b] and for each codeword
=H(Y|X1,5Q)+en. (31b) TR (wk,tkyj,}), randomly and independently
— . .. generate 2" iid. sequences v}  according
From the definition of the code, it can be seen that the distri- ) nﬂ N
bution on (Q, S, X1, X»,Y) is of the form Py s x, x,,v = to the marginal PMF Pyo |xp, (V% ‘xk,j)
PqPx, 1Q PX2|Q PSPY|X1,X2,S- Notice that both[(29b) and H?:l Pv,c\x,C (vk,j7i |xk,j7i ), for & = 1,..., M
(3001) leverage propertj/ (IL6) and the fact thait independent Index the sequences as;; (t; wk,tk,j—1), with

of (@, X:,Xs). For the cost constraints, starting from the th € {1 : 2an}_
definition [3), we easily obtain thdt, > E[cx(X%)]- '

Finally, by the Fenchel-Eggleston-Caratheodory theorem

; L P

[16. nge 631], we estabhs_h th(.e cardinality bo.llj@@‘ > by . Far block;j = 1, codewordr} , (wy, 1) is transmitted by user
observing that the rate region in Theoréin 4 is characterlzg For blocki & [2 - bl. inst é der looks f ind
by the following five continuous functions over the conndcte’” or block; € [2: b], instead, enco 00Ks for an index
. - {1 j—1 such that
compact subset given by the product probability mass fun
tions on Xy x Xyt H(Y |X2,Q =q), H(Y [X1,5,Q =q), sy 1Oy (o1 [wes trj—2),
H(Y |Q = q), E[e1(X1)|Q = ¢, andE[e2(X2) |Q = g]. 2 (W thj2)

Encoding:
Let w be the message sent by ugsewherek = 1,..., M.

) S Tg(SkaXk).
(32)

If no such index is found, then an arbitrary indéx; 1 is
i - ~ selected from the sét : 2"%+]. If more than one such index is
Throughout the achievability proof, we use the definitiogyund, the first one in lexicographical order is selectedaly,

of typical sequences and typical sets as in reference [1fe codewords} . (wy, tyj—1) is transmitted by usek in the
The set of jointly e-typical sequences according to a jointith plock. ' ‘

probability distributionPx y is denoted byI*(XY'). When Decoding

the distribution with respect to which typical sequences ar afier 5 blocks of transmission, the decoder looks for a
defined is clear from the context, we will ug&" for short. nique message tupler = (W1, ..., n), Where i, €
Throughout, we use capital letters to denote random vasabl; . 2"0Rx]such that there exissometuple (t1 ;... ta ),

and the corresponding lowercase letters to denote realizeg, thi €[l anzk] and;j € [1: b], satisfying the condition
values. . ' o

APPENDIXB
PROOF OFTHEOREM[G

In the proposed scheme, transmission takes plat®liocks o} (1, t 1), T (War,tarj—1),
pf n channel uses each and the same message is transmittedT ; (t1,5 |01, t1,5-1), - -+, Vg (B [0ar, Ear -1 ), U
in all blocks (long-message transmission][11]). Lét; be eETHMXy...XuVi...VY)  (33)

the codeword sent by usérin each blockj € [1 : b]. This

codeword encodes both uskls messagew;, € [1 : 27*%x] for all blocksj € [1 : b].

and the index corresponding to a compressed versfon , Probability of Error Analysis :

of the state sequena¢ ;_, realized in the previougj — 1)th ~ We now bound the probability of errdtr (E) averaged over
block and of the COdeWOde_j,l transmitted in the previous all distribution of the codebooks defined above. Withouslos
block. After theb transmission blocks, based on the receiveef generality, given the symmetry of the codebook genenatio
signals(y?, ..., vy ), the decoder decodes the correct message assume the message tuple semis= (1,...,1) 21w
tuple w = (wy,...,wy) by joint typicality decoding over and we label the compression index chosen by enckder

all blocks. We now provide details on codebook generatioeach blockj ast;; = 1. In the following, we first define



IEEE TRANSACTIONS ON INFORMATION THEORY

the error events associated with the encoding and decoding

operations, and then bound the corresponding probabilitie
error.

(w,t;,t; 1) (39b)

SZPI’ é

Let £y = Ukle Ey. denote the event corresponding to

encoding errors, wherdZ, ;, represents the error event at

encoderk, for k = 1,...,M. An encoding error at en-
coderk occurs when in some block there is no codeword
Vit 1 (tk,j—1]1,1) satisfying the joint typicality rule[(32).
Therefore, the error everi ; can be written as the union

{ ( S?,,j—17vk7?j—1(tk,.j—1|1’1)’ ) ¢ n }

Xpo(1,1)
(34)

for all t ;1 € [1: 2an]

In order to define the decoding error events, we fir
define the eventf,, indexed by a message tuple =
(wy,...,wp) as given by [(36), where we have define
thattj = (t1,t2,5,...,tm;) andty ; GLL k=

, M. EventE,, occurs when the deco

b

Eo .k = U

J=1

Qan

er finds a messagge pair of vectorgw, t,_

(39¢)

<ZHPr

tb j=2

(w,t5,t5-1)),

where the union and sums ovér are taken over all vectors
t® as defined in[(35); an@(39c¢) holds due to the independence
of the codebooks generated for each block, the memoryless
property of the channel and the fact thia Pr (A4;) < 1.

Next, we provide an upper bound on the probability
Pr(A;(w,t;,t;-1)) for a given tuple(w, t;,t;_1). To facil-
itate the analy5|s we introduce some useful notation. i8pec
g@lly, for any given pair of vectoréw, t;_1) with j € [2:}],
we define the index sef;(w,t,_1), where we will drop the
aiependence on the arguments where necessary to simplify the
notation. This set contains all the indicedor which at least
one of the conditionsv;, # 1 andt, ;1 # 1 is satisfied for
1), 1€,

tuple w satisfying the decoding ruld_(B3). Based on the

decoding rule [(33), the decoding error event can thus be;(w,t;_1) ={ke€[l: M]:wy #1ort, ;1 #1}. (40)
expressed as the uniddf, U{Uy1,, Ew}- N
Overall, by considering both encodlng and decoding errofd addition, let Sf(w,t; ;) denote the complement of

and leveraging the union bound, the probability of error cat(W:t;j—1) with respect to the set[l

be upper bounded as

M
<> Pr(Eox)+Pr(Ef, NEf)+
k=1

Pr(E)

> Pr(Bw).

w#Ly
(36)

We now consider separately the terms in the sunh (36).
1) By the covering lemmal[]16],
Pr(Eo.x) — 0 as long as the inequality

Rk > T (Sk; Vi | X)) +6(¢")
holds for sufficiently large:, whered(¢’) — 0 ase’ — 0.

(37)

M], e,
S§(w,tj—1) = {k € [1: M]\S;j(w,t;—1)}. Furthermore, we
part|t|on the setS;(w,t;_1) into two subsets as follows:

{kES Wt7 1 tk,j;él},
{kGS WtJ 1) tk7j21}.

S(W tJ 17
S

J

(41a)

"(w,tj_1,t (41b)

By definition, we have that
US/I w t7 1, ) = SC(W tj_l).

Finally, for a generic se#d; C [1 : M], we define asX(A;)
to be the set of vanabIeXk 4 fork € A;, whereX,, ; is the

we have the limit

Wt7 17

2) By the conditional joint typicality lemma [16], we havesymbol transmitted by théth user in thejth block. We use

that Pr (E§, N E§) — 0 for sufficiently largen.

similar definition forV(A;).

3) To bound each term in the third summand[inl(36) , for Given the above notation and by the codebook construction,

convenience, for any givew # 1., t; =
and tj,1 (tlyjfl,...,tMyjfl),
Aj(W,tj,tjfl) as

(t1,55-- s tag)
we define the event

we use standard arguments on joint typicality| [16] to obtain

Pr(A; (w,tj,tj_1))

PSR (o)) ) (3 () ) v () )
AJ(W’tJ’tJ—l) = ( x(s; )x sc v(s )v(s ),Y)—é(d
X7 j(wrstaj-1)s - Xpp s (wars taj—1), (42a)
Vlilj((tlyj ||w1,t1_,j71),.).., S x(s; )VS )x S <) v(sy). Y|V(S/))
Vir,; (targ lwars tari—1), Y5" ( . / )
M,j j J J (38) 2 (s ) ) ( ( ])x(s ))75(6) (42b)
From [35), we have the following <9 (I(X(s )V (S; )X( 5):V(s))YIV(S))=0@)  (42¢)
b — 9= n(1(X(S;),V(8;):Y|V(8}).X(85).V(S)))-d(e) (42d)
Pr(E U4 6wt t0) (B9)  _n(r(xis Vi nvIX(s5)v(s5) 506, (42e)
ﬁ {< X7 (wrytaj-1), - 7X;\l,[7j(wM7tM,j—1)7 ) c T”}
Ew=1{ j=1 V(g lwstrj-1), - Vﬁj(th lwar, tarj-1), Y] “Jy, (35)

for some tb

(t1,....t0).
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whered(e) — 0 ase — 0; (@28) follows from standard steps Z Pr(Eyw)
involving mutual information;[{42c) holds becausgC S7 so w1y

that 7(V(S}); X(55), V(S)),Y) > I(V(8]):X(S))); (4Z9)

holds because of the fact that the tupgl¥(S;), V(S;)) is

independent of the tupléV (S7), X(S5), V(SY)); and finally

nbd e Be+n Zke[l:M] Ry
+0O-1)(M-1)

. —n(b—1) (I — (e
@28) is due to the fact that; [J S/ = S¢. It is noted that the < > 2 (b= ©) ). (as)
upper bound of[{42e) depends only on the s&téw,t;_1) TC[1:M]
and Sj(w, t;—1), and hence it is independent of for any Therefore, we conclude that the lint,, .,  Pr(Eyw) — 0
givenw andt;_;. holds as long as the condition:
Given this upper bound, we then proceed wfth {39¢) and .
obtain the following nbY Rp+n Y Rp+(b—1)(M-1)
keT ke[1: M)
Pr(Bw) <n(b—1)(Tmim —0(e), VT C[1: M],  (46)
b
< Z H Pr(4;(w,t;,t; 1)) (43a) is satisfied, or equivalently we have
th j=2 S Ry
b (b — 1) ke[1:M]
=3 S I Pr(Aswi s, t-0) @3) 2 B < T (i = 0(6) = =
R 7 (b—1) (M —1)
b B S el c-
< 373 L 20K VS (1) v (85))-500) w0 VTS M A7)
ty go—1 =2 Settingb — oo andn — oo, we then have the condition
(43c)
b Z Rk < Imin
_ Z H Z o—n(1(X(8),V(8;):Y[X(85),V(55) )—8(e)) keT
t, j=2t; 1 . I(X (S)aV(S);Yl:Z( (89, V(89))
(43d) - 581[11:1131]: - Z Rl
b1 TCS leS (483)
S 2nZk€[1:M] Rk Z Z 2771(1(5)75(6)) < X I(X (8) aV 8) 7Y|X (Sc) aV(Sc))
SC[1:M]: tj_1: - sénulﬁ] =2 I(VisSi1X0)
T(wW)CS Sj(witj_1)=S TCS leS
(43e) (48b)
b=1 for all 7 C [1: M]. This completes the proof of Theorém 5.
< 9" Zrean Ri DAL Rig—n(Iis)—6(e))
a SC[1:M]: APPENDIXC

Tw)CS PROOF OFTHEOREMIG
(43f) . .
) b1 Achievability :
< 9" Lkep:m Fik (2(1\4*1)2*n(1min*5(€))) , (430) The key idea of the achievable scheme is based on a vari-
_ _ ation of Schalkwijk-Kailath coding [14]/20]. User divides
= 2(n Drepan Bt (=DM =1)=n(b=1) (Tmin=5())) (43h) its power into two parts. Specifically, it consumes fraction

a (0 < a<1) of its power to send its message over n
gﬁ?ﬁzﬁz Lop:g)gsbgﬁrr?ﬂ%ee))%:;egﬂgzetr):i)igfil:; thcenannel uses using a codeword drawn from a codebook whose
J

ivenw andt; : @38) also follows from[{42e), where Weentries are generated in an i.i.d. fashion from a zero-mean
9 We gl ! Gaussian distribution with varianceP;. Moreover, it uses
have defined the index s@t(w) = {k € [1: M]: wy # 1} the remaining portiorfl — «) P; to transmit state information
andIs) = I(X(S),V(S);Y X (), V(5%)); @3 fol- o0 !

nF, _ via in cooperation with use?, as detailed below.
lows by #;;—1 € [1:2 (]ﬁ‘;g{rf}?yl € &; and [43) holds  cogehook GeneratiorRandomly generate”? i.i.d. se-
because there are at m subsets of{l : M] that quenceszf, with each component distributed as,; ~

contain any index sef (w) given, where we have defined the,, (0,aP,), fori =1 n. Index the sequences by, (w:)
, , =1,...,n. )
term with w; € [1:2"f1]. Partition the interval—1 : 1] into
. . 272 small intervals of equal length and map messages
Lnin = min | Lis) — S R (44) w, € [1:2"%2] to the middle points of these intervals. Index
T(w)Cs les

these middle points by (w-).
In this way, we obtain that Encoding
1) Initial channel usej = 0: User 1 keeps silent in this

channel use. To send messageto the receiver, usex
transmitso (ws);
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2) First channel usé,= 1: By feedback, use? learns state  Converse

sg after subtracting its own information. Since user  Providing messages; to encoderl, the channel becomes
knows sy as well, it cooperates with us@rto convey the MAC studied in[[211] where encodérknows bothw; and
information about state, to the receiver, superimposedw,, encoder2 knows ws and output feedback is available at
on its private message;. Specifically, useil transmits the encoders. In fact, the state sequence at encodethis
x1,1 = x1p1 (w1) + 71,18, Where the scalar; 1 is  genie-aided model can be seen as equivalent to feedback, sin
chosen so that; 150 ~ N(0, (1 — a)P;), while user2 via feedback, encoder effectively obtainss'~!. It is shown
transmitsza 1 = 72,150, where the scalat, ; is chosen in [21] that feedback does not increase capacity and thus the
so thatys,150 ~ N (0, P); capacity region is given by (26).

Channel uses > 2: At each following channel usé

user2 forms the minimum mean squared error (MMSE) ACKNOWLEDGMENT

estimateR[so |y; '] of so based on the observed output The authors would like to thank the Associate Editor and
symbolsy;~" at the beginning of channel use Let the anonymous reviewers for their comments, which have
si_1 = so — E[so [y;""]. Then user transmitsza; = improved the quality of the paper.

v2,:8;_, over the channel usg¢ where the scalaf ;

is selected so thats ;s;_; ~ N (0, P»). Given the fact
that userl knows sy, the outdated channel staté&!

3)
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