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#### Abstract

In this paper, we characterize the capacity of a new class of single-source multicast discrete memoryless relay networks having a tree topology in which the root node is the source and each parent node in the graph has at most one noisy child node and any number of noiseless child nodes. This class of multicast tree networks includes the class of diamond networks studied by Kang and Ulukus as a special case, where they showed that the capacity can be strictly lower than the cut-set bound. For achievablity, a novel coding scheme is constructed where each noisy relay employs a combination of decode-and-forward (DF) and compress-and-forward (CF) and each noiseless relay performs a random binning such that codebook constructions and relay operations are independent for each node and do not depend on the network topology. For converse, a new technique of iteratively manipulating inequalities exploiting the tree topology is used.


## Index Terms

Relay network, compress-and-forward, decode-and-forward, diamond network, multicast tree network

## I. Introduction

In this paper, we consider a single-source multicast discrete memoryless relay network in which the source wants to send the same message reliably to multiple destinations with the help of one or more relays. A model of relay networks was introduced by van der Meulen in [1], [2]. However,

[^0]the single-letter capacity characterization has been open even for three-node relay networks, i.e., relay networks having a source, a relay, and a destination. In their seminal paper [3], Cover and El Gamal developed two fundamental coding strategies for three-node relay networks. One of them is decode-and-forward (DF), where the relay decodes the message and forwards it to the destination, which was shown to be optimal for physically degraded channels [3]. DF was generalized for multiple relays in [4], [5]. In another strategy, compress-and-forward (CF), the relay compresses its received block and sends the compressed information to the destination. CF was shown to achieve the capacity for some classes of relay networks [6], [7]. Recently, CF was generalized to noisy network coding in [8] for multiple relays, which includes many previous results on relay networks [3], [9]-[11] as special cases. A potentially better strategy is to decode as much as possible and compress the residual information, i.e., a combination of DF and CF [3]. Indeed such a strategy was shown to be optimal by Kang and Ulukus for a certain class of diamond networks in [12], which consists of a source, a noisy relay, a noiseless relay that receives exactly what the source sends, and a destination that has orthogonal finite-capacity links from relays. For this class of diamond networks, it was shown that a combination of DF and CF at the noisy relay is optimal and the cut-set bound is in general loose [12].

In this paper, we show the optimality of a combination of DF and CF for a new class of single-source multicast relay networks with an arbitrary number of nodes, which includes the class of diamond networks in [12] as a special case. In this class, which we call multicast tree networks, a network has a tree topology in which the root node is the source and each parent node in the graph has at most one noisy child node and any number of noiseless child nodes. We note that the achievability and converse for diamond networks in [12] cannot be directly generalized to those for our multicast tree networks. First, the codebook constructions and relay operations of the coding scheme in [12] for diamond networks, which has a single destination, vary according to the link capacities from relays to the destination. This cannot be used for multicast tree networks since they have arbitrarily many destinations. Next, it would not be easy to generalize the converse proof technique in [12] for diamond networks, which have only four nodes in three levels, for our multicast tree networks, which have arbitrarily many nodes in arbitrarily high levels. Therefore, for these two reasons, we need new techniques. The key technical contributions in the achievability and converse in this paper are as follows:

- Achievability: For the generalization to multicast tree networks, we construct a robust coding
scheme where codebook constructions and relay operations are independent for each node and do not depend on the network topology. Such a robustness of the coding scheme makes the generalization from a single destination to multiple destinations possible.
- Converse: To get a very simple min-cut expression, we use a novel technique of iteratively manipulating inequalities, i.e., we recursively reduce a number of inequalities into one using the tree topology.

The organization of this paper is as follows. The model of a class of multicast tree networks is presented in Section III In Section III] we present lower and upper bounds on the capacity of the class of multicast tree networks and show a condition for these two bounds to coincide. In Section IV, we derive the lower bound by presenting a coding scheme where each noisy relay employs a combination of DF and CF and each noiseless relay performs a random binning. In Section (T) the upper bound is shown using a recursion exploiting the tree topology. In Section VI, we present an equivalent capacity expression for diamond networks that shows that without loss of optimality we can construct the coding scheme such that what is compressed after decoding at a noisy relay is a noisy observation of almost uncoded information. The conclusion of this paper is given in Section VII.

The following notations will be used in the paper. For two integers $i$ and $j,[i: j]$ denotes the set $\{i, i+1, \ldots, j\}, x_{i}^{j}$ denotes a row vector $\left(x_{i}, x_{i+1}, \ldots, x_{j}\right)$, and $x^{j}$ denotes $x_{1}^{j}$. $x_{S}$ for a set $S$ denotes a row vector $\left(x_{i}: i \in S\right)$. According to the context, $k$ sometimes denotes the single-element set $\{k\}$ for notational convenience.

In this paper, we follow the notion of $\epsilon$-robustly typical sequence introduced in [13]. Let $N_{x^{n}}(x)$ denote the number of occurrences of $x \in \mathcal{X}$ in the sequence $x^{n}$. Then, $x^{n}$ is said to be $\epsilon$-robustly typical (or just typical) for $\epsilon>0$ if for every $x \in \mathcal{X}$,

$$
\left|\frac{N_{x^{n}}(x)}{n}-p(x)\right| \leq \epsilon p(x) .
$$

The set of all $\epsilon$-robustly typical $x^{n}$ is denoted as $T_{\epsilon}(X)$, which is shortly denoted as $T_{\epsilon}$. Similarly, let $N_{x^{n}, y^{n}}(x, y)$ denote the number of occurrences of $(x, y) \in \mathcal{X} \times \mathcal{Y}$ in the sequence $\left(x^{n}, y^{n}\right)$. The sequence $\left(x^{n}, y^{n}\right)$ is said to be $\epsilon$-robustly typical (or just typical) if

$$
\left|\frac{N_{x^{n}, y^{n}}(x, y)}{n}-p(x, y)\right| \leq \epsilon p(x, y)
$$

for every $(x, y) \in \mathcal{X} \times \mathcal{Y}$. The set of all $\epsilon$-robustly typical $\left(x^{n}, y^{n}\right)$ is denoted by $T_{\epsilon}(X, Y)$ or $T_{\epsilon}$ in short.

## II. Model

A single-source multicast discrete memoryless relay network of $N$ nodes

$$
\left(\mathcal{X}_{1} \times \ldots \times \mathcal{X}_{N}, p\left(y_{1}, \ldots, y_{N} \mid x_{1}, \ldots, x_{N}\right), \mathcal{Y}_{1} \times \ldots \times \mathcal{Y}_{N}\right)
$$

consists of alphabets $\mathcal{X}_{k}, \mathcal{Y}_{k}$ for $k \in[1: N]$ and a collection of conditional probability mass functions $p\left(y_{1}, \ldots, y_{N} \mid x_{1}, \ldots, x_{N}\right)$ where $x_{k} \in \mathcal{X}_{k}$ and $y_{k} \in \mathcal{Y}_{k}$ for $k \in[1: N]$. Let $K$ denote the number of destinations. Let 1 and $D_{d}$ denote the source and the set of nodes that forms the $d$-th destination, respectively, and let $\mathcal{Y}_{1}=\mathcal{X}_{D_{d}}=\emptyset$ for $d \in[1: K]$. We note that $D_{d}$ for $d \in[1: K]$ are not necessarily disjoint. Let $D \triangleq \bigcup_{d \in[1: K]} D_{d}$.

A $\left(2^{n R}, n\right)$ code for a single-source multicast discrete memoryless relay network of $N$ nodes consists of a message set $\mathcal{W}_{1}=\left[1: 2^{n R}\right]$, a source encoder that assigns a codeword $x_{1}^{n}\left(w_{1}\right)$ to each message $w_{1} \in \mathcal{W}_{1}$, a set of relay encoders, where encoder $k \in[2: N] \backslash D$ assigns a symbol $x_{k, i}\left(y_{k}^{i-1}\right)$ to every received sequence $y_{k}^{i-1}$ for $i \in[1: n]$, and a set of decoders, where decoder $k \in[1: K]$ assigns an estimate $\hat{w}_{1, k}$ to each received sequence $y_{D_{k}}^{n}$. The message $W_{1}$ is chosen uniformly from the set $\mathcal{W}_{1}$. The average probability of error for a $\left(2^{n R}, n\right)$ code is given as

$$
P_{e}^{(n)} \triangleq \mathrm{P}\left\{\hat{W}_{1, d} \neq W_{1} \text { for some } d \in[1: K]\right\}
$$

A rate $R$ is said to be achievable if there exists a sequence of $\left(2^{n R}, n\right)$ codes such that $P_{e}^{(n)} \rightarrow 0$ as $n \rightarrow \infty$. The capacity is the supremum of all achievable rates.

A single-source multicast discrete memoryless relay network is called a multicast tree network if the probability distribution has the form of

$$
p\left(y_{1}, \ldots, y_{N} \mid x_{1}, \ldots, x_{N}\right)=\prod_{k \in[1: N]} p\left(y_{k} \mid x_{p_{k}}\right)
$$

where $p_{k}$ is called the parent node of node $k$ and $k$ is called a child node of node $p_{k}$. A child node is considered to be one level lower than its parent node. A node without a parent node is called the root node and a node that has no child node is called a leaf node. Let $L_{k}$ for $k \in[1: N]$ denote the set of leaf nodes that branches out from node $k$. For tree $T$, let $T_{k}$ for $k \in[1: N]$ denote the subtree of $T$ that consists of node $k$ and all of its descendants in $T$.

In this paper, our goal is to present lower and upper bounds on the capacity of a class of multicast tree networks and to find some tightness conditions of those two bounds. In this class of multicast tree networks, the source node is the root node, $D_{d} \subseteq L_{1}$ for $d \in[1: K]$, and each


Fig. 1. An example of our multicast tree networks. The solid and dashed lines represent noiseless and noisy links, respectively. In this example, the parent node of node 3 is node 1 and the child nodes of node 3 are nodes 7 and 8 . Node 1 is the root node and nodes $5,9,10,11,12,13$, and 14 are the leaf nodes. A destination is a subset of leaf nodes. For instance, destination 1 is the set of nodes $5,11,12$, and 13 , destination 2 is the set of nodes 9,12 , and 14 , and destination 3 is node 10 . $L_{2}$ is the set of nodes $5,9,10$, and $11 . T_{3}$ is the subtree that consists of nodes $3,7,8,12,13$, and 14 .
parent node has at most one noisy child node and any number of noiseless child nodes, i.e., $y_{k}=x_{p_{k}}$ if $k$ is a noiseless child node of node $p_{k}$. Without loss of generality, we assume that $D=L_{1}$. Let $G_{d} \triangleq\left\{k \mid L_{k} \cap D_{d} \neq \emptyset\right\}$ for $d \in[1: K]$. Let $n_{k}$ and $M_{k}$ for $k \in[1: N]$ denote the noisy child node and the set of noiseless child nodes of node $k$, respectively. Let $Z_{k}$ for $k \in[1: N]$ denote the set of child nodes of node $k$, i.e., $Z_{k}=n_{k} \cup M_{k}$. From now on, we only consider this class of multicast tree networks. See Fig. 1 .

A practical example of our multicast tree networks is depicted in Fig. 2, which represents a sensor network where a sensor node wants to send a message to the gateway nodes at the boundary connected with infinite-capacity wired links. In this example, each relay node has outgoing links to its neighbor relays such that one of the links is arbitrarily noisy and the others are noiseless. Motivation for assuming noiseless links comes from a practical scenario where a transmitter is using a fixed modulation scheme tuned for the worst link and thus the transmission from the transmitter to the other receivers with better channel qualities looks almost noiseless.

## III. Main Results for Multicast Tree Networks

Let us present lower and upper bounds on the capacity of multicast tree networks.


Fig. 2. A sensor network in which a sensor node wants to send a message to gateway nodes at the boundary connected with infinite-capacity wired links. The solid and dashed lines represent noiseless and noisy links, respectively, and thick lines at the boundary represent infinite-capacity wired links.

Theorem 1: The capacity $C$ of multicast tree networks is lower- and upper-bounded as

$$
\begin{align*}
& C \geq \max _{\prod_{k \in[1: N]} p\left(u_{k}, x_{k}\right) p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)} \min _{d \in[1: K]} \min _{S_{d}} \sum_{k \in A_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right) \\
& \quad+\sum_{k \in B_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-\sum_{k \in C_{S_{d}, d}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)  \tag{1}\\
& C \leq \max _{\prod_{k \in[1: N]} p\left(u_{k}, x_{k}\right)} \min _{d \in[1: K]} \max _{\Pi_{k \in[1: N]} p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)} \min _{S_{d}} \sum_{k \in{A S_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right)} \begin{array}{l}
\quad+\sum_{k \in B_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-\sum_{k \in C_{S_{d}, d}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)
\end{array}
\end{align*}
$$

over all cuts $S_{d} \subset G_{d}$ such that $1 \in S_{d}, D_{d} \subseteq S_{d}^{c}, M_{k} \cap G_{d} \subset S_{d}$ if $n_{k} \in S_{d}$, and $p_{k} \in S_{d}$ if $k \in S_{d}$ with cardinalities of alphabets such that

$$
\begin{align*}
\left|\mathcal{U}_{k}\right| & \leq\left|\mathcal{X}_{k}\right|+4  \tag{3a}\\
\left|\hat{\mathcal{Y}}_{n_{k}}\right| & \leq\left|\mathcal{U}_{k}\right|\left|\mathcal{Y}_{n_{k}}\right|+2 \leq\left|\mathcal{X}_{k}\right|\left|\mathcal{Y}_{n_{k}}\right|+4\left|\mathcal{Y}_{n_{k}}\right|+2 \tag{3b}
\end{align*}
$$

for $k \in[1: N]$. Here, $A_{S_{d}, d}, B_{S_{d}, d}$, and $C_{S_{d}, d}$ for $d \in[1: K]$ denote the following disjoint

TABLE I
Classification of $k \in S_{d}$ INTO $A_{S_{d}, d}, B_{S_{d}, d}$, AND $C_{S_{d}, d}$

| $M_{k} \cap G_{d} \cap n_{k} \cap G_{d}$ |  | $n_{k} \cap G_{d} \neq \emptyset$ |  | $n_{k} \cap G_{d}=\emptyset$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{k} \cap G_{d} \subset S_{d}$ | $n_{k} \cap G_{d} \subseteq S_{d}^{c}$ |  |
| $M_{k} \cap G_{d} \neq \emptyset$ | $M_{k} \cap G_{d} \subset S_{d}$ | $k \in C_{S_{d}, d}$ | $k \in B_{S_{d}, d}$ | $k \in C_{S_{d}, d}$ |
|  | $M_{k} \cap G_{d} \subseteq S_{d}^{c}$ | - | $k \in A_{S_{d}, d}$ | $k \in A_{S_{d}, d}$ |
| $M_{k} \cap G_{d}=\emptyset$ |  | $k \in C_{S_{d}, d}$ | $k \in B_{S_{d}, d}$ | - |

" - " indicates that corresponding cases do not happen for a cut $S_{d}$ of interest.
subsets of $S_{d}$.

$$
\begin{aligned}
& A_{S_{d}, d} \triangleq\left\{k \mid k \in S_{d}, Z_{k} \subseteq S_{d}^{c}, M_{k} \cap G_{d} \neq \emptyset\right\} \\
& B_{S_{d}, d} \triangleq\left\{k \mid k \in S_{d}, n_{k} \in S_{d}^{c}, M_{k} \cap G_{d} \subset S_{d}, n_{k} \cap G_{d} \neq \emptyset\right\} \\
& C_{S_{d}, d} \triangleq\left\{k \mid k \in S_{d}, Z_{k} \cap G_{d} \subset S_{d}\right\}
\end{aligned}
$$

See Table I.
Remark 1: In Theorem 11, a cut $S_{d}$ of interest for destination $d \in[1: K]$ satisfies that $p_{k} \in S_{d}$ if $k \in S_{d}$ and $M_{k} \cap G_{d} \subset S_{d}$ if $n_{k} \in S_{d}$ in addition to that $1 \in S_{d}$ and $D_{d} \subseteq S_{d}^{c}$. This additional condition signifies that node $p_{k}$ can decode whatever node $k$ can and a node in $M_{k}$ can decode whatever node $n_{k}$ can.

We can see that the lower and upper bounds in Theorem 1 meet when the maximizing distribution of $\prod_{k \in[1: N]} p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)$ is independent of destinations. The following corollary presents a class of such multicast tree networks. Let $a_{d}$ for $d \in[1: K]$ denote the node at the lowest level in the set $\left\{k \mid D_{d} \subseteq L_{k}\right\}$. The proof is in Appendix A.

Corollary 1: If $L_{a_{i}} \cap D_{j}=\emptyset$ for all $i, j \in[1: K]$ such that $i \neq j$, the lower and upper bounds in Theorem 1 coincide.

Corollary 11 says that the lower and upper bounds meet when each set of nodes forming a destination is included in a disjoint subtree. For example, the lower and upper bounds for the multicast tree network represented in Fig. 11 meet when destination 1 is the set of nodes 5, 9, 10 , and 11 , destination 2 is the set of nodes 12 and 13 , destination 3 is node 14 .

For the single destination case, the lower and upper bounds in Theorem 1 coincide trivially. In this case, the following corollary gives a simpler capacity expression.

Corollary 2: For tree networks with a single destination, the capacity is given as

$$
\begin{equation*}
\max \min _{S} I\left(U_{S} ; Y_{S^{c}} \backslash X_{S}\right)+I\left(X_{S} ; \hat{Y}_{S^{c}} \mid U_{S}\right)-I\left(Y_{S} ; \hat{Y}_{S} \mid U_{S}, X_{S}\right) \tag{4}
\end{equation*}
$$

where the minimization is over all cuts $S \subset[1: N]$ such that $1 \in S, D \subseteq S^{c}, M_{k} \subset S$ if $n_{k} \in S$, and $p_{k} \in S$ if $k \in S$, and the maximization is over the joint distribution of

$$
\begin{equation*}
\prod_{k \in[1: N]} p\left(u_{k}, x_{k}\right) p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right) \tag{5}
\end{equation*}
$$

with cardinalities of alphabets satisfying (3) for $k \in[1: N]$. In (4), $\hat{Y}_{j}=X_{k}$ for $k \in[1: N]$ and $j \in M_{k}$ and $Y_{S^{c}} \backslash X_{S}$ denotes the set

$$
\left\{Y_{j} \mid j \in S^{c}, j \notin M_{k} \text { for all } k \in S\right\}
$$

Proof: For a cut $S$ of interest, we have

$$
\begin{aligned}
I\left(U_{S} ; Y_{S^{c}} \backslash X_{S}\right) & =\sum_{k \in A_{S, 1} \cup B_{S, 1}} I\left(U_{k} ; Y_{n_{k}}\right) \\
I\left(X_{S} ; \hat{Y}_{S^{c}} \mid U_{S}\right) & =\sum_{k \in A_{S, 1}} I\left(X_{k} ; X_{k}, \hat{Y}_{n_{k}} \mid U_{k}\right)+\sum_{k \in B_{S, 1}} I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right) \\
& =\sum_{k \in A_{S, 1}} H\left(X_{k} \mid U_{k}\right)+\sum_{k \in B_{S, 1}} I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right) \\
I\left(Y_{S} ; \hat{Y}_{S} \mid U_{S}, X_{S}\right) & =\sum_{k \in C_{S, 1}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)
\end{aligned}
$$

from the joint distribution (5), which concludes the proof.
Here $U$ corresponds to the part of a message intended to be decoded by a noisy relay and $\hat{Y}$ corresponds the compressed version of a received block.

In contrast, only CF is performed at relays in noisy network coding [8], whose achievable rate for general single-source single-destination discrete memoryless relay networks is given as

$$
\begin{equation*}
\max \min _{S} I\left(X_{S} ; \hat{Y}_{S^{c}}, Y_{D} \mid X_{S^{c}}, Q\right)-I\left(Y_{S} ; \hat{Y}_{S} \mid X^{N}, \hat{Y}_{S^{c}}, Y_{D}, Q\right) \tag{6}
\end{equation*}
$$

where the minimization is over all cuts $S \subset[1: N]$ such that $1 \in S$ and $D \subseteq S^{c}$ and the maximization is over the joint distribution of

$$
p(q) \prod_{k \in[1: N]} p\left(x_{k} \mid q\right) p\left(\hat{y}_{k} \mid x_{k}, y_{k}, q\right)
$$

Note that (4) and (6) are somewhat similar especially the parts involving $\hat{Y}$ 's but (4) includes $U$ 's due to DF.

## IV. Achievability

Fix a joint distribution of (5). Fix $\epsilon^{\prime \prime}>\epsilon^{\prime}>0$ and fix $r_{k, a} \geq 0, r_{k, b} \geq 0$, and $r_{n_{k}, v} \geq 0$ for $k \in[1: N] \backslash D$.

1) Codebook generation: For $k \in[2: N]$, the index set $\mathcal{W}_{k}$ of node $k$ is defined as

$$
\mathcal{W}_{k} \triangleq \begin{cases}{\left[1: 2^{n r_{p_{k}, a}}\right] \times\left[1: 2^{n r_{k, v}}\right]} & \text { for } k=n_{p_{k}} \\ {\left[1: 2^{n r_{p_{k}, a}}\right] \times\left[1: 2^{n r_{p_{k}, b}}\right]} & \text { for } k \in M_{p_{k}}\end{cases}
$$

For $k \in[1: N] \backslash D$, generate the codebooks following the steps below.

- Consider a random mapping $\gamma_{k}$ from $\mathcal{W}_{k}$ to $\left[1: 2^{n r_{k, a}}\right] \times\left[1: 2^{n r_{k, b}}\right]$ such that each $w_{k} \in \mathcal{W}_{k}$ is mapped to $\gamma_{k}\left(w_{k}\right)=\left(\alpha_{k}\left(w_{k}\right), \beta_{k}\left(w_{k}\right)\right)$, where $\alpha_{k}\left(w_{k}\right)$ and $\beta_{k}\left(w_{k}\right)$ are uniformly and independently chosen from $\left[1: 2^{n r_{k, a}}\right]$ and $\left[1: 2^{n r_{k, b}}\right]$, respectively.
- Generate $2^{n r_{k, a}}$ independent codewords $u_{k}^{n}\left(\alpha_{k}\right)$ for $\alpha_{k} \in\left[1: 2^{n r_{k, a}}\right]$, of length $n$, according to $\prod_{i=1}^{n} p\left(u_{k, i}\right)$.
- For each $\alpha_{k} \in\left[1: 2^{n r_{k, a}}\right]$, generate $2^{n r_{k, b}}$ conditionally independent codewords $x_{k}^{n}\left(\beta_{k} \mid \alpha_{k}\right)$ for $\beta_{k} \in\left[1: 2^{n r_{k, b}}\right]$, of length $n$, according to $\prod_{i=1}^{n} p\left(x_{k, i} \mid u_{k, i}\left(\alpha_{k}\right)\right)$.
- For each $\alpha_{k} \in\left[1: 2^{n r_{k, a}}\right]$, generate $2^{n r_{n_{k}, v}}$ conditionally independent codewords $\hat{y}_{n_{k}}^{n}\left(v_{n_{k}} \mid \alpha_{k}\right)$ for $v_{n_{k}} \in\left[1: 2^{n r_{n_{k}, v}}\right]$, of length $n$, according to $\prod_{i=1}^{n} p\left(\hat{y}_{n_{k}, i} \mid u_{k, i}\left(\alpha_{k}\right)\right)$.
- Let $x_{k}^{n}\left(w_{k}\right)$ denote $x_{k}^{n}\left(\beta_{k} \mid \alpha_{k}\right)$, where $\left(\alpha_{k}, \beta_{k}\right)=\gamma_{k}\left(w_{k}\right)$ for $w_{k} \in \mathcal{W}_{k}$.

The codebooks are revealed to all parties.
2) Encoding at the source: For a message $w_{1} \in \mathcal{W}_{1}$, the source sends $x_{1}^{n}\left(w_{1}\right)$.
3) Processing at node $k \in[2: N]$ such that $k=n_{p_{k}}$ : Node $k$ operates following the steps below.

- Find a unique $\tilde{\alpha}_{p_{k}}$ such that

$$
\left(u_{p_{k}}^{n}\left(\tilde{\alpha}_{p_{k}}\right), y_{k}^{n}\right) \in T_{\epsilon^{\prime}} .
$$

If there is no such $\tilde{\alpha}_{p_{k}}$, randomly pick $\tilde{\alpha}_{p_{k}} \in\left[1: 2^{n r_{p_{k}, a}}\right]$.

- Seek for a $\tilde{v}_{k}$ such that

$$
\left(u_{p_{k}}^{n}\left(\tilde{\alpha}_{p_{k}}\right), y_{k}^{n}, \hat{y}_{k}^{n}\left(\tilde{v}_{k} \mid \tilde{\alpha}_{p_{k}}\right)\right) \in T_{\epsilon^{\prime}} .
$$

If there are more than one such indices, randomly choose one among them. If there is no such $\tilde{v}_{k}$, randomly pick $\tilde{v}_{k} \in\left[1: 2^{n r_{k, v}}\right]$.

- Let $\tilde{w}_{k}=\left(\tilde{\alpha}_{p_{k}}, \tilde{v}_{k}\right)$.
- If $Z_{k} \neq \emptyset$, node $k$ sends $x_{k}^{n}\left(\tilde{w}_{k}\right)$.

4) Processing at node $k \in[2: N]$ such that $k \in M_{p_{k}}$ : Node $k$ operates following the steps below.

- Find a unique $\left(\tilde{\alpha}_{p_{k}}, \tilde{\beta}_{p_{k}}\right)$ such that

$$
x_{p_{k}}^{n}\left(\tilde{\beta}_{p_{k}} \mid \tilde{\alpha}_{p_{k}}\right)=y_{k}^{n}
$$

If there is no such $\left(\tilde{\alpha}_{p_{k}}, \tilde{\beta}_{p_{k}}\right)$, randomly pick $\left(\tilde{\alpha}_{p_{k}}, \tilde{\beta}_{p_{k}}\right) \in\left[1: 2^{n r_{p_{k}, a}}\right] \times\left[1: 2^{n r_{p_{k}, b}}\right]$.

- Let $\tilde{w}_{k}=\left(\tilde{\alpha}_{p_{k}}, \tilde{\beta}_{p_{k}}\right)$.
- If $Z_{k} \neq \emptyset$, node $k$ sends $x_{k}^{n}\left(\tilde{w}_{k}\right)$.

5) Decoding at the destinations: The $d$-th destination for $d \in[1: K]$ decodes the message following the steps below.

- Construct a subset $F_{k, d}$ of $\mathcal{W}_{k}$ for every $k \in[1: N]$ in the following way. For $k \in D_{d}$, let $F_{k, d} \triangleq\left\{\tilde{w}_{k}\right\}$. For $k \notin G_{d}$, let $F_{k, d} \triangleq \mathcal{W}_{k}$. For all the other $k$ 's, i.e., $k \in G_{d} \backslash D_{d}, F_{k, d}$ 's are constructed recursively as

$$
\begin{aligned}
& F_{k, d}=\left\{w_{k} \mid\left(u_{k}^{n}\left(\alpha_{k}\left(w_{k}\right)\right), x_{k}^{n}\left(\beta_{k}\left(w_{k}\right) \mid \alpha_{k}\left(w_{k}\right)\right), \hat{y}_{n_{k}}^{n}\left(v_{n_{k}} \mid \alpha_{k}\left(w_{k}\right)\right)\right) \in T_{\epsilon^{\prime \prime}}\right. \\
& \left.\left(\alpha_{k}\left(w_{k}\right), v_{n_{k}}\right) \in F_{n_{k}, d},\left(\alpha_{k}\left(w_{k}\right), \beta_{k}\left(w_{k}\right)\right) \in F_{j, d} \text { for all } j \in M_{k} \text { for some } v_{n_{k}} \in\left[1: 2^{n r_{n_{k}}, v}\right]\right\} .
\end{aligned}
$$

- Find a unique $\hat{w}_{1, d} \in F_{1, d}$. If there is no such $\hat{w}_{1, d}$, randomly pick $\hat{w}_{1, d} \in \mathcal{W}_{1}$. The destination declares that $\hat{w}_{1, d}$ was sent.

6) Analysis of the probability of error: We analyze the probability of error for message $W_{1}$ averaged over the codebook ensemble. Let $\tilde{W}_{k}$ denote the chosen index at node $k$ for $k \in[2: N]$ and let $\tilde{V}_{n_{k}}$ denote the chosen covering index at node $n_{k}$ for $k \in[1: N] \backslash D$. Let us first introduce the notion of a supporting rate.

Definition 1: For our coding scheme, $T_{k}$ for $k \in[1: N]$ is said to support a rate $r_{k}$ or have a supporting rate $r_{k}$ for destination $d \in[1: K]$ if, for any $\epsilon>0$,

$$
\begin{aligned}
& \mu_{k, d}^{(n)} \triangleq \mathrm{P}\left(\tilde{W}_{k} \notin F_{k, d}\right)<\epsilon \\
& \nu_{k, d}^{(n)} \triangleq \mathrm{P}\left(\tilde{w}_{k}^{\prime} \in F_{k, d}\right)<2^{-n\left(r_{k}-\epsilon\right)}
\end{aligned}
$$

for $\tilde{w}_{k}^{\prime} \neq \tilde{W}_{k}$ for sufficiently small $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$ and sufficiently large $n 1^{1}$ Note that the supremum of the supporting rate of $T_{k}$ for destination $d \in[1: K]$ becomes infinity and zero when $k \in D_{d}$ and $k \notin G_{d}$, respectively.

The following lemma shows that $R<r_{1}$ is achievable if $T=T_{1}$ supports a rate $r_{1}$ for all destinations.

Lemma 1: If $T=T_{1}$ supports a rate $r_{1}$ for all destinations, $R<r_{1}$ is achievable.
Proof: Fix $\epsilon>0$. If $T$ supports a rate $r_{1}$ for all destinations, the average probability of error using our coding scheme is upper-bounded as

$$
\begin{align*}
P_{e}^{(n)} & =\mathrm{P}\left\{\hat{W}_{1, d} \neq W_{1} \text { for some } d \in[1: K]\right\} \\
& \leq \sum_{d \in[1: K]} \mathrm{P}\left\{\hat{W}_{1, d} \neq W_{1}\right\} \\
& <\sum_{d \in[1: K]}\left(\mu_{1, d}^{(n)}+2^{n R_{\nu}(n)}\right) \\
& <K\left(\epsilon+2^{-n\left(r_{1}-\epsilon-R\right)}\right) \tag{7}
\end{align*}
$$

for sufficiently large $n$. Note that (7) is upper-bounded by $(K+1) \epsilon$ for sufficiently large $n$ if $R<r_{1}-\epsilon$. Thus, $R<r_{1}$ is achievable.

Now, let us derive a sufficient condition for a supporting rate $r_{1}$ of $T$ for all destinations using the following lemma. The proof is at the end of this section.

Lemma 2: Consider $d \in[1: K]$ and $k \in G_{d} \backslash D_{d}$. If $T_{j}$ for $j \in Z_{k}$ supports a rate $r_{j}$ for destination $d, T_{k}$ supports a rate $r_{k}$ for destination $d$ such that

$$
\begin{align*}
& r_{k} \leq I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right)  \tag{8a}\\
& r_{k} \leq \sum_{j \in M_{k} \cap G_{d}} r_{j}+I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)  \tag{8b}\\
& r_{k} \leq \sum_{j \in Z_{k} \cap G_{d}} r_{j}-I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right) . \tag{8c}
\end{align*}
$$

To get a bound on the supporting rate $r_{1}$ of $T$ for destination $d \in[1: K]$ using Lemma 2, we apply the Fourier-Motzkin elimination to the set of inequalities (8) for all $k \in G_{d} \backslash D_{d}$ by removing all the other $r_{k}$ 's, i.e., $k \in G_{d} \backslash D_{d} \backslash\{1\}^{2}$ The resultant inequalities of $r_{1}$ can be

[^1]written as the min-cut form
\[

$$
\begin{array}{r}
r_{1} \leq \min _{S_{d}} \sum_{k \in A_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right)+\sum_{k \in B_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right) \\
\\
-\sum_{k \in C_{S_{d}, d}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)
\end{array}
$$
\]

where the minimization is over all cuts $S_{d}$ considered in Theorem 11 Here, each cut $S_{d}$ corresponds to the set of inequalities that results in an inequality of $r_{1}$ in the Fourier-Motzkin elimination, i.e., the set of inequalities consists of (8a) for $k \in A_{S_{d}, d}$, for for $k \in B_{S_{d}, d}$, and (8c) for $k \in C_{S_{d}, d}$.

For all destinations, we obtain the following sufficient condition for a supporting rate $r_{1}$.

$$
\begin{align*}
r_{1} \leq \min _{d \in[1: K]} \min _{S_{d}} \sum_{k \in A_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right)+ & \sum_{k \in B_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right) \\
& -\sum_{k \in C_{S_{d}, d}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right) \tag{9}
\end{align*}
$$

From Lemma 11 all rates less than the right-hand side of (9) are achievable. By considering all joint distributions of (5), the lower bound in Theorem 1 is proved.

Proof of Lemma 2. Fix $d \in[1: K]$ and $k \in G_{d} \backslash D_{d}$. Fix any $\epsilon>0$. Without loss of generality, assume that $\tilde{W}_{k}=(1,1)$ and $\gamma_{k}(1,1)=(1,1)$. First, $\mu_{k, d}^{(n)}$ is upper-bounded as

$$
\begin{align*}
& \mu_{k, d}^{(n)} \leq \mathrm{P}\left(E_{1} \cup E_{2} \cup \bigcup_{j \in M_{k}} E_{3 j}\right) \\
& \leq \\
& \leq \mathrm{P}\left(\tilde{E}_{1} \cup \tilde{E}_{2} \cup \tilde{E}_{3} \cup \tilde{E}_{4} \cup E_{1} \cup E_{2} \cup \bigcup_{j \in M_{k}} E_{3 j}\right) \\
& \leq \mathrm{P}\left(\tilde{E}_{1}\right)+\mathrm{P}\left(\tilde{E}_{2}\right)+\mathrm{P}\left(\tilde{E}_{3}\right)+\mathrm{P}\left(\tilde{E}_{4}\right)  \tag{10}\\
& \\
& \quad+\mathrm{P}\left(E_{1} \cap \tilde{E}_{1}^{c}\right)+\mathrm{P}\left(E_{2} \mid \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c}\right)+\sum_{j \in M_{k}} \mathrm{P}\left(E_{3 j} \mid \tilde{E}_{4}^{c}\right)
\end{align*}
$$

where the events are defined as

$$
\begin{aligned}
E_{1} & =\left\{\left(U_{k}^{n}(1), X_{k}^{n}(1 \mid 1), \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \notin T_{\epsilon^{\prime \prime}}\right\} \\
E_{2} & =\left\{\left(1, \tilde{V}_{n_{k}}\right) \notin F_{n_{k}, d}\right\} \\
E_{3 j} & =\left\{(1,1) \notin F_{j, d}\right\} \text { for } j \in M_{k} \\
\tilde{E}_{1} & =\left\{\left(U_{k}^{n}(1), Y_{n_{k}}^{n}, \hat{Y}_{n_{k}}^{n}\left(v_{n_{k}} \mid 1\right)\right) \notin T_{\epsilon^{\prime}} \text { for all } v_{n_{k}} \in\left[1: 2^{n r_{n_{k}}, v}\right]\right\} \\
\tilde{E}_{2} & =\left\{\left(U_{k}^{n}(1), Y_{n_{k}}^{n}\right) \notin T_{\epsilon^{\prime}}\right\} \\
\tilde{E}_{3} & =\left\{\left(U_{k}^{n}\left(\alpha_{k}\right), Y_{n_{k}}^{n}\right) \in T_{\epsilon^{\prime}} \text { for some } \alpha_{k} \neq 1\right\} \\
\tilde{E}_{4} & =\left\{X_{k}^{n}\left(\beta_{k} \mid \alpha_{k}\right)=X_{k}^{n}(1 \mid 1) \text { for some }\left(\alpha_{k}, \beta_{k}\right) \neq(1,1)\right\} .
\end{aligned}
$$

Note that $\tilde{E}_{1}^{c}$ implies that $\left(U_{k}^{n}(1), Y_{n_{k}}^{n}, \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \in T_{\epsilon^{\prime}}, \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c}$ implies that $\tilde{W}_{n_{k}}=\left(1, \tilde{V}_{n_{k}}\right)$, and $\tilde{E}_{4}^{c}$ implies that $\tilde{W}_{j}=(1,1)$ for all $j \in M_{k}$. Let us upper bound each term in the right-hand side of (10).

- If $r_{n_{k}, v}>I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}\right)+\delta\left(\epsilon^{\prime}\right) 3^{3}$ we have $\mathrm{P}\left(\tilde{E}_{1}\right)<\epsilon$ for sufficiently large $n$ from the covering lemma [14].
- By the law of large numbers, we have $\mathrm{P}\left(\tilde{E}_{2}\right)<\epsilon$ for sufficiently large $n$.
- If $r_{k, a}<I\left(U_{k} ; Y_{n_{k}}\right)-\delta\left(\epsilon^{\prime}\right)$, we have $\mathrm{P}\left(\tilde{E}_{3}\right)<\epsilon$ for sufficiently large $n$ from the packing lemma [14].
- If $r_{k, a}+r_{k, b}<H\left(X_{k}\right)-\delta\left(\epsilon^{\prime}\right)$ and $r_{k, b}<H\left(X_{k} \mid U_{k}\right)-\delta\left(\epsilon^{\prime}\right)$, we have $\mathrm{P}\left(\tilde{E}_{4}\right)<\epsilon$ for sufficiently large $n$.
- We have

$$
\begin{aligned}
& \mathrm{P}\left(E_{1} \cap \tilde{E}_{1}^{c}\right) \\
& =\mathrm{P}\left\{\left(U_{k}^{n}(1), X_{k}^{n}(1 \mid 1), \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \notin T_{\epsilon^{\prime \prime}},\left(U_{k}^{n}(1), Y_{n_{k}}^{n}, \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \in T_{\epsilon^{\prime}}\right\} \\
& \leq \sum_{\left(u_{k}^{n}, y_{n_{k}}^{n}, \hat{y}_{n_{k}}^{n}\right) \in T_{\epsilon^{\prime}}} p\left(u_{k}^{n}, y_{n_{k}}^{n}, \hat{y}_{n_{k}}^{n}\right) P\left\{\left(u_{k}^{n}(1), X_{k}^{n}(1 \mid 1), \hat{y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \notin T_{\epsilon^{\prime \prime}} \mid u_{k}^{n}, y_{n_{k}}^{n}, \hat{y}_{n_{k}}^{n}\right\} \\
& \stackrel{(a)}{\leq} \epsilon
\end{aligned}
$$

for sufficiently large $n$, where $(a)$ is from the conditional typicality lemma [14].

[^2]- We have $\mathrm{P}\left(E_{2} \mid \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c}\right)=\mu_{n_{k}, d}^{(n)}<\epsilon$ for sufficiently large $n$.
- We have $\sum_{j \in M_{k}} \mathrm{P}\left(E_{3 j} \mid \tilde{E}_{4}^{c}\right)=\sum_{j \in M_{k}} \mu_{j, d}^{(n)}<\epsilon$ for sufficiently large $n$.

Let us choose $r_{k, a}, r_{k, b}$ and $r_{n_{k}, v}$ as

$$
\begin{aligned}
r_{k, a} & =I\left(U_{k} ; Y_{n_{k}}\right)-2 \delta\left(\epsilon^{\prime}\right) \\
r_{k, b} & =H\left(X_{k} \mid U_{k}\right)-2 \delta\left(\epsilon^{\prime}\right) \\
r_{n_{k}, v} & =I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}\right)+2 \delta\left(\epsilon^{\prime}\right)
\end{aligned}
$$

For the above choice of $r_{k, a}, r_{k, b}$, and $r_{n_{k}, v}$, we have $\mu_{k, d}^{(n)}<7 \epsilon$ for sufficiently large $n$.
Now, consider $\tilde{w}_{k}^{\prime} \neq(1,1) . \nu_{k, d}^{(n)}$ is upper-bounded as

$$
\begin{align*}
\nu_{k, d}^{(n)} & =\mathrm{P}\left(\tilde{w}_{k}^{\prime} \in F_{k, d}\right) \\
& \leq \mathrm{P}\left(E_{4} \cup E_{5} \cup E_{6}\right) \\
& \leq \mathrm{P}\left(\tilde{E}_{2} \cup \tilde{E}_{3} \cup \tilde{E}_{4} \cup E_{4} \cup E_{5} \cup E_{6}\right) \\
& \leq \mathrm{P}\left(\tilde{E}_{2}\right)+\mathrm{P}\left(\tilde{E}_{3}\right)+\mathrm{P}\left(\tilde{E}_{4}\right)+\mathrm{P}\left(E_{4}\right)+\mathrm{P}\left(E_{5} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right)+\mathrm{P}\left(E_{6} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right) \\
& <3 \epsilon+\mathrm{P}\left(E_{4}\right)+\mathrm{P}\left(E_{5} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right)+\mathrm{P}\left(E_{6} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right) \tag{11}
\end{align*}
$$

for sufficiently large $n$, where the events are given as

$$
\begin{aligned}
& E_{4}=\left\{\gamma_{k}\left(\tilde{w}_{k}^{\prime}\right)=(1,1)\right\} \\
& E_{5}=\left\{\gamma_{k}\left(\tilde{w}_{k}^{\prime}\right)=\left(1, \beta_{k}\right),\left(U_{k}^{n}(1), X_{k}^{n}\left(\beta_{k} \mid 1\right), \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \in T_{\epsilon^{\prime \prime}},\left(1, \tilde{V}_{n_{k}}\right) \in F_{n_{k}, d},\right. \\
& \left.\qquad\left(1, \beta_{k}\right) \in F_{j, d} \text { for all } j \in M_{k} \text { for some } \beta_{k} \neq 1\right\} \\
& E_{6}=\left\{\gamma_{k}\left(\tilde{w}_{k}^{\prime}\right)=\left(\alpha_{k}, \beta_{k}\right),\left(U_{k}^{n}\left(\alpha_{k}\right), X_{k}^{n}\left(\beta_{k} \mid \alpha_{k}\right), \hat{Y}_{n_{k}}^{n}\left(v_{n_{k}} \mid \alpha_{k}\right)\right) \in T_{\epsilon^{\prime \prime}},\left(\alpha_{k}, v_{n_{k}}\right) \in F_{n_{k}, d},\right. \\
& \\
& \left.\qquad\left(\alpha_{k}, \beta_{k}\right) \in F_{j, d} \text { for all } j \in M_{k} \text { for some }\left(\alpha_{k}, \beta_{k}\right) \neq(1,1) \text { and }\left(\alpha_{k}, v_{n_{k}}\right) \neq\left(1, \tilde{V}_{n_{k}}\right)\right\} .
\end{aligned}
$$

Let us upper bound each term in the right-hand side of (11).

- $\mathrm{P}\left(E_{4}\right)$ is given as

$$
\mathrm{P}\left(E_{4}\right)=2^{-n r_{k, a}} 2^{-n r_{k, b}}=2^{-n\left(I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right)-4 \delta\left(\epsilon^{\prime}\right)\right)} .
$$

- We have

$$
\begin{aligned}
& \mathrm{P}\left(E_{5} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right) \\
& \leq \sum_{\beta_{k} \neq 1} \mathrm{P}\left(\gamma_{k}\left(\tilde{w}_{k}^{\prime}\right)=\left(1, \beta_{k}\right)\right) \mathrm{P}\left(\left(U_{k}^{n}(1), X_{k}^{n}\left(\beta_{k} \mid 1\right), \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \in T_{\epsilon^{\prime \prime}}\right) \prod_{j \in M_{k}} \nu_{j, d}^{(n)} \\
& \stackrel{(a)}{<} 2^{n r_{k, b}} 2^{-n\left(r_{k, a}+r_{k, b}\right)} 2^{-n\left(I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-\delta\left(\epsilon^{\prime \prime}\right)\right)} 2^{-n\left(\sum_{j \in M_{k}} r_{j}-\epsilon\right)} \\
& =2^{-n\left(\sum_{j \in M_{k}} r_{j}+I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-2 \delta\left(\epsilon^{\prime}\right)-\delta\left(\epsilon^{\prime \prime}\right)-\epsilon\right)}
\end{aligned}
$$

for sufficiently large $n$, where $(a)$ is because

$$
\mathrm{P}\left(\left(U_{k}^{n}(1), X_{k}^{n}\left(\beta_{k} \mid 1\right), \hat{Y}_{n_{k}}^{n}\left(\tilde{V}_{n_{k}} \mid 1\right)\right) \in T_{\epsilon^{\prime \prime}}\right)<2^{-n\left(I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-\delta\left(\epsilon^{\prime \prime}\right)\right)}
$$

for $\beta_{k} \neq 1$ from the joint typicality lemma [14].

- We get

$$
\begin{aligned}
& \mathrm{P}\left(E_{6} \cap \tilde{E}_{2}^{c} \cap \tilde{E}_{3}^{c} \cap \tilde{E}_{4}^{c}\right) \\
& \leq \sum_{\substack{\alpha_{k}, \beta_{k}, v_{n_{k}} \\
\left(\alpha_{k}, \beta_{k}\right) \neq(1,1) \\
\left(\alpha_{k}, v_{n_{k}}\right) \neq\left(1, \tilde{V}_{n_{k}}\right)}} \mathrm{P}\left(\gamma_{k}\left(\tilde{w}_{k}^{\prime}\right)=\left(\alpha_{k}, \beta_{k}\right)\right) \mathrm{P}\left(\left(U_{k}^{n}\left(\alpha_{k}\right), X_{k}^{n}\left(\beta_{k} \mid \alpha_{k}\right), \hat{Y}_{n_{k}}^{n}\left(v_{n_{k}} \mid \alpha_{k}\right)\right) \in T_{\epsilon^{\prime \prime}}\right) \prod_{j \in Z_{k}} \nu_{j, d}^{(n)} \\
& \stackrel{(a)}{<} 2^{n\left(r_{k, a}+r_{k, b}+r_{\left.n_{k}, v\right)}\right.} 2^{-n\left(r_{k, a}+r_{k, b}\right)} 2^{-n\left(I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right)-\delta\left(\epsilon^{\prime \prime}\right)\right)} 2^{-n\left(\sum_{j \in Z_{k}} r_{j}-\epsilon\right)} \\
& =2^{-n\left(\sum_{j \in Z_{k}} r_{j}-I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)-2 \delta\left(\epsilon^{\prime}\right)-\delta\left(\epsilon^{\prime \prime}\right)-\epsilon\right)}
\end{aligned}
$$

for sufficiently large $n$, where $(a)$ is from the joint typicality lemma [14].
Note that $r_{j}=0$ for $j \notin G_{d}$. Thus, we have

$$
\begin{aligned}
& \nu_{k, d}^{(n)} \\
& <2^{-n\left(\min \left\{I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right), \sum_{j \in M_{k} \cap G_{d}} r_{j}+I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right), \sum_{j \in Z_{k} \cap G_{d}} r_{j}-I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)\right\}-2 \epsilon\right)}
\end{aligned}
$$

for sufficiently small $\epsilon^{\prime}$ and $\epsilon^{\prime \prime}$ and sufficiently large $n$.

## V. Upper Bound

Fix $d \in[1: K]$. Let $U_{k, i} \triangleq\left(X_{k, i+1}^{n}, Y_{n_{k}}^{i-1}\right)$ and $\hat{Y}_{n_{k}, i} \triangleq Y_{L_{n_{k}} \cap D_{d}}^{n}$ for $k \in[1: N]$ and $i \in[1: n]$. Note that

$$
p\left(u_{k, i}, x_{k, i}, y_{n_{k}, i}, \hat{y}_{n_{k}, i}\right)=p\left(u_{k, i}, x_{k, i}\right) p\left(y_{n_{k}, i} \mid x_{k, i}\right) p\left(\hat{y}_{n_{k}, i} \mid u_{k, i}, y_{n_{k}, i}\right)
$$

for $k \in[1: N]$ and $i \in[1: n]$. Consider a cut $S_{d}$ considered in Theorem 1 .
Let us first present two lemmas and a corollary.
Lemma 3: For $k \in[1: N]$, the following inequalities and equality hold.

$$
\begin{align*}
\sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right)-H\left(X_{k}^{n}\right) & \geq 0  \tag{12a}\\
\sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+I\left(X_{k, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}\right)-I\left(X_{k}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right) & \geq 0  \tag{12b}\\
-\sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right)+I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) & =0 \tag{12c}
\end{align*}
$$

Lemma 4: The following inequalities hold.

$$
\begin{align*}
I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)-H\left(X_{k}^{n}\right) \leq 0 & \text { for } k \in[1: N]  \tag{13a}\\
I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)-I\left(X_{k}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \leq \sum_{j \in M_{k} \cap G_{d}} I\left(X_{j}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) & \text { for } k \in B_{S_{d}, d}  \tag{13b}\\
I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)+I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) \leq \sum_{j \in Z_{k} \cap G_{d}} I\left(X_{j}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) & \text { for } k \in C_{S_{d}, d} \tag{13c}
\end{align*}
$$

The proofs of Lemmas 3 and 4 are in Appendices B and C, respectively. From Lemmas 3 and (4) we have the following corollary.

Corollary 3: We have

$$
\begin{aligned}
I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right) \leq & \sum_{k \in A_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right) \\
& +\sum_{k \in B_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+I\left(X_{k, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}\right)-\sum_{k \in C_{S_{d}, d}} \sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right)
\end{aligned}
$$

Proof: We have

$$
\begin{aligned}
& I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right) \leq I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right)+\sum_{k \in S_{d}} \psi(k)+\sum_{k \in A_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right) \\
+ & \sum_{k \in B_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+I\left(X_{k, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}\right)-\sum_{k \in C_{S_{d}, d}} \sum_{i=1}^{n} I\left(Y_{n_{k}, i}, \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right)
\end{aligned}
$$

from Lemma 3, where $\psi(k)$ for $k \in S_{d}$ is defined as

$$
\psi(k) \triangleq \begin{cases}-H\left(X_{k}^{n}\right) & \text { if } k \in A_{S_{d}, d} \\ -I\left(X_{k}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right) & \text { if } k \in B_{S_{d}, d} \\ I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) & \text { if } k \in C_{S_{d}, d}\end{cases}
$$

Now, it remains to show

$$
\begin{equation*}
I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right)+\sum_{k \in S_{d}} \psi(k) \leq 0 . \tag{14}
\end{equation*}
$$

From Lemma 4, we have

$$
\begin{equation*}
I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)+\psi(k) \leq \sum_{j \in Z_{k} \cap S_{d}} I\left(X_{j}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) \tag{15}
\end{equation*}
$$

for $k \in S_{d}$. Using the inequality (15) recursively for all $k \in S_{d}$ starting from $k=1$, the inequality (14) is proved from the fact that node $k$ at the boundary of $S_{d}$ is included in $A_{S_{d}, d}$ and $Z_{k} \cap S_{d}=\emptyset$ for $k \in A_{S_{d}, d}$.

Now, we are ready to prove the upper bound in Theorem In the following, $\epsilon_{n}$ tends to zero as $n$ tends to infinity. We have

$$
\begin{aligned}
n R & =H\left(X_{1}^{n}\right) \\
& =I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right)+H\left(X_{1}^{n} \mid Y_{D_{d}}^{n}\right) \\
& \stackrel{(a)}{\leq} I\left(X_{1}^{n} ; Y_{D_{d}}^{n}\right)+n \epsilon_{n} \\
& \stackrel{(b)}{\leq} n \epsilon_{n}+\sum_{k \in A_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right) \\
& +\sum_{k \in B_{S_{d}, d}} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+I\left(X_{k, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}\right) \\
& -\sum_{k \in C_{S_{d}, d}} \sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right)
\end{aligned}
$$

where $(a)$ is due to Fano's inequaility and $(b)$ is from Corollary 3
Let $Q$ denote a time-sharing random variable uniformly distributed over $[1: n]$ that is independent of all the other variables. Define random variables $\left(U_{k}^{\prime}, X_{k}, Y_{n_{k}}, \hat{Y}_{n_{k}}^{\prime}\right)$ for $k \in[1: N]$ such that

$$
\begin{aligned}
& p\left(U_{k}^{\prime}=u_{k}, X_{k}=x_{k}, Y_{n_{k}}=y_{n_{k}}, \hat{Y}_{n_{k}}^{\prime}=\hat{y}_{n_{k}} \mid Q=i\right) \\
& =p\left(U_{k, i}=u_{k}, X_{k, i}=x_{k}, Y_{n_{k}, i}=y_{n_{k}}, \hat{Y}_{n_{k}, i}=\hat{y}_{n_{k}}\right)
\end{aligned}
$$

for $i \in[1: n]$. Let $U_{k} \triangleq\left(U_{k}^{\prime}, Q\right)$ and $\hat{Y}_{n_{k}} \triangleq\left(\hat{Y}_{n_{k}}^{\prime}, Q\right)$ for $k \in[1: N]$. Then, we have

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right) & =I\left(U_{k}^{\prime} ; Y_{n_{k}} \mid Q\right)+H\left(X_{k} \mid U_{k}^{\prime}, Q\right) \\
& \leq I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right) \\
\frac{1}{n} \sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+I\left(X_{k, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}\right) & =I\left(U_{k}^{\prime} ; Y_{n_{k}} \mid Q\right)+I\left(X_{k} ; \hat{Y}_{n_{k}}^{\prime} \mid U_{k}^{\prime}, Q\right) \\
& \leq I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right) & =I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}}^{\prime} \mid U_{k}^{\prime}, X_{k}, Q\right) \\
& =I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right)
\end{aligned}
$$

Hence, we get

$$
\begin{array}{r}
R-\epsilon_{n} \leq \sum_{k \in A_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+H\left(X_{k} \mid U_{k}\right) \\
+\sum_{k \in B_{S_{d}, d}} I\left(U_{k} ; Y_{n_{k}}\right)+I\left(X_{k} ; \hat{Y}_{n_{k}} \mid U_{k}\right) \\
-\sum_{k \in C_{S_{d}, d}} I\left(Y_{n_{k}} ; \hat{Y}_{n_{k}} \mid U_{k}, X_{k}\right) . \tag{16}
\end{array}
$$

Note that only the marginal distributions $p\left(u_{k}, x_{k}, y_{n_{k}}, \hat{y}_{n_{k}}\right)$ 's for $k \in[1: N]$ are needed to evaluate the right-hand side of (16). Thus, we do not lose generality when we only consider the joint distribution of (55). Since the definition of $\hat{Y}_{n_{k}}$ for $k \in[1: N]$ depends on $D_{d}$ 's for $d \in[1: K]$, the minimization over $d \in[1: K]$ has to be outside the maximization over $\prod_{k \in[1: N]} p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)$, which results in the upper bound (2). The cardinality bound (3) for $\mathcal{U}_{k}$ and $\hat{\mathcal{Y}}_{n_{k}}$ for $k \in[1: N]$ can be obtained in a similar way as in [15].

## VI. Diamond Networks

In this section, we present an alternative capacity expression for a simple tree network with a single destination, called a diamond network, in which the root node has one noisy child node and one noiseless child node, each node at the second level has a single noiseless child node,
and nodes at the third level form the destination. In the following, nodes 1,2 , and 3 are the source, noisy relay, and noiseless relay, respectively.

The capacity of diamond networks was first characterized by Kang and Ulukus [12].
Theorem 2 (Kang and Ulukus [[12]): The capacity of diamond networks is given as

$$
\begin{aligned}
& \max _{p\left(u_{1}, x_{1}\right) p\left(\hat{y}_{2} \mid y_{2}, u_{1}\right):} \min \left\{I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right), r_{2}+r_{3}-I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right)\right\} \\
& r_{2} \geq I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right) \\
& r_{3} \geq H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right)
\end{aligned}
$$

with cardinalities of alphabets bounded by

$$
\begin{align*}
& \left|\mathcal{U}_{1}\right| \leq\left|\mathcal{X}_{1}\right|+4  \tag{18a}\\
& \left|\hat{\mathcal{Y}}_{2}\right| \leq\left|\mathcal{U}_{1}\right|\left|\mathcal{Y}_{2}\right|+2 \leq\left|\mathcal{X}_{1}\right|\left|\mathcal{Y}_{2}\right|+4\left|\mathcal{Y}_{2}\right|+2 \tag{18b}
\end{align*}
$$

Now, the following theorem shows an alternative capacity expression for diamond networks, whose proof is in Appendix D .

Theorem 3 (Alternative expression): The capacity of diamond networks is given as

$$
\begin{equation*}
\max _{\substack{p\left(u_{1}, x_{1}\right) p\left(\hat{y}_{2} \mid y_{2}, u_{1}\right): \\ r_{3} \geq H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right) \\ r_{2}+r_{3} \geq I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right)+I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right)}} I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right) \tag{19}
\end{equation*}
$$

with cardinalities of alphabets bounded by (18).
Theorem 3 shows that we do not lose optimality when the codebook construction of the combination of DF and CF is restricted to the superposition of $2^{n\left(I\left(U_{1} ; Y_{2}\right)-\epsilon\right)}$ 'cloud centers' $U_{1}^{n}$, i.e., the part of the message decoded by the noisy relay, and $2^{n\left(H\left(X_{1} \mid U_{1}\right)-\epsilon\right)}$ 'satellites' $X_{1}^{n}$ for each $U_{1}^{n}$, i.e., the remaining part of the message. This means that the optimality of the combination of DF and CF at the noisy relay in diamond networks intuitively makes sense since the relay compresses a noisy observation of almost uncoded information that has no structure. Otherwise, the optimality of compression after decoding at the noisy relay, which ignores the codebook structure at the source, would have been counterintuitive.

On the other hand, Theorem 1 gives the following min-cut capacity expression for diamond networks with cardinalities of alphabets bounded by (18).

$$
\begin{align*}
& \max _{p\left(u_{1}, x_{1}\right) p\left(\hat{y}_{2} \mid y_{2}, u_{1}\right)} \min \left\{I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right), r_{3}+I\left(U_{1} ; Y_{2}\right)+I\left(X_{1} ; \hat{Y}_{2} \mid U_{1}\right)\right. \\
&\left.r_{2}+r_{3}-I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right)\right\} \tag{20}
\end{align*}
$$

We note that the relationship between the two capacity characterizations (19) and (20) is similar to that between the two equivalent achievable rate characterizations of CF for 3-node relay networks in [3] and [16], which are given by (21) and (22), respectively. Here, node indices follow the convention that nodes 1,2 , and 3 are the source, relay, and destination, respectively.

$$
\begin{equation*}
\max _{\substack{p\left(x_{1}\right) p\left(x_{2}\right) p\left(\hat{y}_{2} \mid y_{2}, x_{2}\right): \\ I\left(X_{2} ; Y_{3}\right) \geq I\left(Y_{2} ; Y_{2} \mid X_{2}, Y_{3}\right)}} I\left(X_{1} ; \hat{Y}_{2}, Y_{3} \mid X_{2}\right), \max _{p\left(x_{1}\right) p\left(x_{2}\right) p\left(\hat{y}_{2} \mid y_{2}, x_{2}\right)} \min \left\{I\left(X_{1} ; \hat{Y}_{2}, Y_{3} \mid X_{2}\right), I\left(X_{1}, X_{2} ; Y_{3}\right)-I\left(Y_{2} ; \hat{Y}_{2} \mid X_{1}, X_{2}, Y_{3}\right)\right\} \tag{21}
\end{equation*}
$$

## VII. Conclusion

We characterized the capacity of a class of multicast tree networks having an arbitrary number of nodes, which includes the class of diamond networks studied in [12] as a special case. For achievability, we constructed a robust coding scheme that uses a combination of DF and CF in every noisy relay and a random binning in every noiseless relay in a way that the codebook constructions and relay operations are independent for each node. For converse, we used a novel technique of iteratively manipulating inequalities exploiting the tree topology. For diamond networks, we showed that the optimality of the combination of DF and CF at the noisy relay is intuitively convincing by proving that it does not lose optimality to restrict the coding scheme such that what is compressed after decoding at the noisy relay is a noisy observation of almost uncoded information.

## Appendix A <br> Proof of Corollary 1

Let $C_{p_{k} k} \triangleq \max _{p\left(x_{\left.p_{k}\right)}\right.} I\left(X_{p_{k}} ; Y_{k}\right)$ for $k \in[2: N]$ denote the point-to-point capacity between nodes $p_{k}$ and $k$ and let $C(k, d)$ for $d \in[1: K]$ and $k$ such that $L_{k} \supseteq D_{d}$ denote the capacity of tree network $T_{k}$ with a source $k$ and a single destination $D_{d}$. For a lower bound on the right-hand side of (11), let us choose the joint distribution $\prod_{k \in[1: N]} p\left(u_{k}, x_{k}\right) p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)$ as follows:

- For $k$ such that $k \in T_{a_{d}}$ for some $d \in[1: K]$, choose $p\left(u_{k}, x_{k}\right) p\left(\hat{y}_{n_{k}} \mid u_{k}, y_{n_{k}}\right)$ that achieves $C\left(a_{d}, d\right)$.
- For $k$ such that $k \notin T_{a_{d}}$ for all $d \in[1: K]$ and $n_{k} \neq \emptyset$, choose $p\left(x_{k}\right)$ that achieves $C_{k n_{k}}$ and let $U_{k}=X_{k}$ and $\hat{Y}_{n_{k}}=\emptyset$.
- For $k$ such that $k \notin T_{a_{d}}$ for all $d \in[1: K]$ and $n_{k}=\emptyset$, let $X_{k}$ uniformly distributed over $\mathcal{X}_{k}$ and let $U_{k}=\hat{Y}_{n_{k}}=\emptyset$.

For the above choice of distribution, we obtain the following lower bound.

$$
\begin{aligned}
C & \geq \min \left\{\min _{k \notin \cup_{d \in[1: K]} T_{a_{d}}} \min _{j \in Z_{k}} C_{k j}, \min _{d \in[1: K]} C\left(a_{d}, d\right)\right\} \\
& =\min \left\{\min _{d \in[1: K]} \min _{k \in G_{d} \cap T_{a_{d}}^{c}} \min _{j \in Z_{k} \cap G_{d}} C_{k j}, \min _{d \in[1: K]} C\left(a_{d}, d\right)\right\} \\
& =\min _{d \in[1: K]} \min \left\{\min _{k \in G_{d} \cap T_{a_{d}}^{c}} \min _{j \in Z_{k} \cap G_{d}} C_{k j}, C\left(a_{d}, d\right)\right\} \\
& =\min _{d \in[1: K]} C(1, d) .
\end{aligned}
$$

Now, note that the right-hand side of (2) is clearly upper-bounded by $\min _{d \in[1: K]} C(1, d)$. Hence, the lower and upper bounds in Theorem 11 coincide.

## Appendix B

Proof of Lemma 3
Consider $k \in[1: N]$. We have

$$
\begin{aligned}
& H\left(X_{k}^{n}\right) \\
& =\sum_{i=1}^{n} H\left(X_{k, i} \mid X_{k, i+1}^{n}\right) \\
& \leq \sum_{i=1}^{n} I\left(Y_{n_{k}}^{i-1} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid X_{k, i+1}^{n}\right) \\
& =\sum_{i=1}^{n} I\left(X_{k, i+1}^{n}, Y_{n_{k}}^{i-1} ; Y_{n_{k}, i}\right)-I\left(X_{k, i+1}^{n} ; Y_{n_{k}, i} \mid Y_{n_{k}}^{i-1}\right)+H\left(X_{k, i} \mid X_{k, i+1}^{n}, Y_{n_{k}}^{i-1}\right)+I\left(X_{k, i} ; Y_{n_{k}}^{i-1} \mid X_{k, i+1}^{n}\right) \\
& \stackrel{(a)}{=} \sum_{i=1}^{n} I\left(X_{k, i+1}^{n}, Y_{n_{k}}^{i-1} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid X_{k, i+1}^{n}, Y_{n_{k}}^{i-1}\right) \\
& =\sum_{i=1}^{n} I\left(U_{k, i} ; Y_{n_{k}, i}\right)+H\left(X_{k, i} \mid U_{k, i}\right)
\end{aligned}
$$

where $(a)$ is from Csiszár sum identity [17], which proves (12a).

We have

$$
\begin{align*}
H\left(X_{k}^{n} \mid Y_{L_{n_{k}} \cap D_{d}}^{n}\right) & =\sum_{i=1}^{n} H\left(X_{k, i} \mid X_{k, i+1}^{n}, Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \\
& \geq \sum_{i=1}^{n} H\left(X_{k, i} \mid X_{k, i+1}^{n}, Y_{n_{k}}^{i-1}, Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \\
& =\sum_{i=1}^{n} H\left(X_{k, i} \mid U_{k, i}, \hat{Y}_{n_{k}, i}\right) . \tag{23}
\end{align*}
$$

Note that combining (23) with (12a) proves (12b).
We have

$$
\begin{aligned}
I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) & =\sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}, Y_{n_{k}}^{i-1}\right) \\
& \stackrel{(a)}{=} \sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k, i}^{n}, Y_{n_{k}}^{i-1}\right) \\
& =\sum_{i=1}^{n} I\left(Y_{n_{k}, i} ; \hat{Y}_{n_{k}, i} \mid U_{k, i}, X_{k, i}\right)
\end{aligned}
$$

where $(a)$ is from the following Markov chains:

$$
\begin{aligned}
& X_{k}^{i-1} \leftrightarrow\left(X_{k, i}^{n}, Y_{n_{k}}^{i-1}\right) \leftrightarrow Y_{L_{n_{k}} \cap D_{d}}^{n} \\
& X_{k}^{i-1} \leftrightarrow\left(X_{k, i}^{n}, Y_{n_{k}}^{i}\right) \leftrightarrow Y_{L_{n_{k}} \cap D_{d}}^{n},
\end{aligned}
$$

which proves 12 c ).

## Appendix C

## Proof of Lemma 4

For $k \in[1: N]$, the inequality (13a) holds trivially.

For $k \in B_{S_{d}, d}$, we have

$$
\begin{aligned}
I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)-I\left(X_{k}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right) & =I\left(X_{k}^{n} ; Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n} \mid Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \\
& \stackrel{(a)}{\leq} I\left(X_{k}^{n} ; Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n}\right) \\
& =I\left(X_{k}^{n} ; Y_{\cup_{j \in M_{k}}^{n}\left(L_{j} \cap D_{d}\right)}\right) \\
& \stackrel{(b)}{\leq} \sum_{j \in M_{k}} I\left(X_{k}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) \\
& \stackrel{(c)}{=} \sum_{j \in M_{k} \cap G_{d}} I\left(X_{k}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) \\
& \stackrel{(d)}{\leq} \sum_{j \in M_{k} \cap G_{d}} I\left(X_{j}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right)
\end{aligned}
$$

where (a) is from the Markov chain

$$
\begin{equation*}
Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n} \leftrightarrow X_{k}^{n} \leftrightarrow Y_{L_{n_{k}} \cap D_{d}}^{n} \tag{24}
\end{equation*}
$$

(b) is from the Markov chain

$$
\begin{equation*}
Y_{\bigcup_{m \in M_{k}, m<j} L_{m} \cap D_{d}}^{n} \leftrightarrow X_{k}^{n} \leftrightarrow Y_{L_{j} \cap D_{d}}^{n} \tag{25}
\end{equation*}
$$

for $j \in M_{k},(c)$ is because $L_{j} \cap D_{d}=\emptyset$ for $j \notin G_{d}$, and (d) is from the following Markov chain

$$
\begin{equation*}
X_{k}^{n} \leftrightarrow X_{j}^{n} \leftrightarrow Y_{L_{j} \cap D_{d}}^{n} \tag{26}
\end{equation*}
$$

for $j \in M_{k} \cap G_{d}$. Note that (26) holds since $j \in M_{k} \cap G_{d}$ is not a leaf node from the definition of $B_{S_{d}, d}$. Thus, (13b) is proved.

For $k \in C_{S_{d}, d}$, we get

$$
\begin{aligned}
& I\left(X_{k}^{n} ; Y_{L_{k} \cap D_{d}}^{n}\right)+I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) \\
& =I\left(X_{k}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+I\left(X_{k}^{n} ; Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n} \mid Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n} \mid X_{k}^{n}\right) \\
& =I\left(X_{k}^{n}, Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+I\left(X_{k}^{n} ; Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n} \mid Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \\
& \stackrel{(a)}{=} I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+I\left(X_{k}^{n} ; Y_{L_{k} \cap L_{n_{k}}^{c} \cap D_{d}}^{n} \mid Y_{L_{n_{k}} \cap D_{d}}^{n}\right) \\
& \stackrel{(b)}{\leq} I\left(Y_{n_{k}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+\sum_{j \in M_{k}} I\left(X_{k}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) \\
& \stackrel{(c)}{\leq} I\left(Y_{n_{k} \cap G_{d}}^{n} ; Y_{L_{n_{k}} \cap D_{d}}^{n}\right)+\sum_{j \in M_{k} \cap G_{d}} I\left(X_{k}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right) \\
& \stackrel{(d)}{\leq} \sum_{j \in Z_{k} \cap G_{d}} I\left(X_{j}^{n} ; Y_{L_{j} \cap D_{d}}^{n}\right)
\end{aligned}
$$

where $(a)$ is from the Markov chain

$$
X_{k}^{n} \leftrightarrow Y_{n_{k}}^{n} \leftrightarrow Y_{L_{n_{k}} \cap D_{d}}^{n},
$$

(b) is from the Markov chains (24) and (25), (c) is because $L_{j} \cap D_{d}=\emptyset$ for $j \notin G_{d}$, and (d) is from the Markov chains (26) and

$$
\begin{equation*}
Y_{n_{k} \cap G_{d}}^{n} \leftrightarrow X_{n_{k} \cap G_{d}}^{n} \leftrightarrow Y_{L_{n_{k}} \cap D_{d}}^{n} . \tag{27}
\end{equation*}
$$

Note that (26) and (27) hold since $n_{k} \cap G_{d}$ and $j \in M_{k} \cap G_{d}$ are not leaf nodes from the definition of $C_{S_{d}, d}$. Thus, (13c) is proved.

## Appendix D

## Proof of Theorem 3

Let us note that the constraint on $r_{2}$ in (17) can be easily verified to be redundant. Fix $r_{2}$ and $r_{3}$. Let $R_{1}$ and $R_{2}$ denote (17) without the constraint on $r_{2}$ and (19), respectively. It is trivial to show $R_{2} \leq R_{1}$. To show $R_{1} \leq R_{2}$, it is enough to show that for all $p\left(u_{1}, x_{1}\right) p\left(\hat{y_{2}} \mid u_{1}, y_{2}\right)$ such that $R<I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right)$ and $r_{3} \geq H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right)$, where $R \triangleq r_{2}+r_{3}-I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right)$,
there exists $p\left(u_{1}^{*}, x_{1}^{*}\right) p\left({\hat{y_{2}}}^{*} \mid u_{1}^{*}, y_{2}\right)$ that satisfies

$$
\begin{align*}
& R=I\left(U_{1}^{*} ; Y_{2}\right)+H\left(X_{1}^{*} \mid U_{1}^{*}\right)  \tag{28a}\\
& R \leq r_{2}+r_{3}-I\left(Y_{2} ; \hat{Y}_{2}^{*} \mid U_{1}^{*}, X_{1}^{*}\right)  \tag{28b}\\
& r_{3} \geq H\left(X_{1}^{*} \mid U_{1}^{*}, \hat{Y}_{2}^{*}\right) \tag{28c}
\end{align*}
$$

Now, consider a joint distribution of $p\left(u_{1}, x_{1}\right) p\left(\hat{y_{2}} \mid u_{1}, y_{2}\right)$ such that $R<I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right)$ and $r_{3} \geq H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right)$. Let $B$ denote a Bernoulli random variable with parameter $\lambda \in[0,1]$. Let $\left(U_{1}^{\prime \prime}, X_{1}^{\prime \prime}, \hat{Y}_{2}^{\prime \prime}\right)$ and $\left(U_{1}^{\prime \prime \prime}, X_{1}^{\prime \prime \prime}, \hat{Y}_{2}^{\prime \prime \prime}\right)$ denote the triplets of random variables given as

$$
\left(U_{1}^{\prime \prime}, X_{1}^{\prime \prime}, \hat{Y}_{2}^{\prime \prime}\right)=\left\{\begin{array}{ll}
\left(U_{1}, X_{1}, \hat{Y}_{2}\right) & \text { if } B=1 \\
\left(X_{1}, X_{1}, \emptyset\right) & \text { if } B=0
\end{array},\left(U_{1}^{\prime \prime \prime}, X_{1}^{\prime \prime \prime}, \hat{Y}_{2}^{\prime \prime \prime}\right)= \begin{cases}(\emptyset, \emptyset, \emptyset) & \text { if } B=1 \\
\left(X_{1}, X_{1}, \emptyset\right) & \text { if } B=0\end{cases}\right.
$$

We will show the existence of $p\left(u_{1}^{*}, x_{1}^{*}\right) p\left(\hat{y}_{2}{ }^{*} \mid u_{1}^{*}, y_{2}\right)$ that satisfies (28) separately for the cases of $R>I\left(X_{1} ; Y_{2}\right)$ and $R \leq I\left(X_{1} ; Y_{2}\right)$. First, consider the case of $R>I\left(X_{1} ; Y_{2}\right)$. Let $U_{1}^{*}=\left(U_{1}^{\prime \prime}, B\right)$, $X_{1}^{*}=X_{1}^{\prime \prime}$, and $\hat{Y}_{2}^{*}=\left(\hat{Y}_{2}^{\prime \prime}, B\right)$. Note that $I\left(U_{1}^{*} ; Y_{2}\right)+H\left(X_{1}^{*} \mid U_{1}^{*}\right)$ is a continuous function of $\lambda$ and becomes $I\left(U_{1} ; Y_{2}\right)+H\left(X_{1} \mid U_{1}\right)$ and $I\left(X_{1} ; Y_{2}\right)$ when $\lambda=1$ and $\lambda=0$, respectively. From the intermediate value theorem, there exists $\lambda \in[0,1]$ such that $R=I\left(U_{1}^{*} ; Y_{2}\right)+H\left(X_{1}^{*} \mid U_{1}^{*}\right)$. Furthermore, (28b) and (28c) are satisfied from

$$
\begin{aligned}
I\left(Y_{2} ; \hat{Y}_{2}^{*} \mid U_{1}^{*}, X_{1}^{*}\right) & =I\left(Y_{2} ; \hat{Y}_{2}^{\prime \prime} \mid U_{1}^{\prime \prime}, X_{1}^{\prime \prime}, B\right) \\
& =\lambda I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right) \\
& \leq I\left(Y_{2} ; \hat{Y}_{2} \mid U_{1}, X_{1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
H\left(X_{1}^{*} \mid U_{1}^{*}, \hat{Y}_{2}^{*}\right) & =H\left(X_{1}^{\prime \prime} \mid U_{1}^{\prime \prime}, \hat{Y}_{2}^{\prime \prime}, B\right) \\
& =\lambda H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right) \\
& \leq H\left(X_{1} \mid U_{1}, \hat{Y}_{2}\right)
\end{aligned}
$$

respectively.
Next, consider the case of $R \leq I\left(X_{1} ; Y_{2}\right)$. Let $U_{1}^{*}=\left(U_{1}^{\prime \prime \prime}, B\right), X_{1}^{*}=X_{1}^{\prime \prime \prime}$, and $\hat{Y}_{2}^{*}=\left(\hat{Y}_{2}^{\prime \prime \prime}, B\right)$. Note that $I\left(U_{1}^{*} ; Y_{2}\right)+H\left(X_{1}^{*} \mid U_{1}^{*}\right)$ is a continuous function of $\lambda$ and becomes 0 and $I\left(X_{1} ; Y_{2}\right)$
when $\lambda=1$ and $\lambda=0$, respectively. From the intermediate value theorem, there exists $\lambda \in[0,1]$ such that $R=I\left(U_{1}^{*} ; Y_{2}\right)+H\left(X_{1}^{*} \mid U_{1}^{*}\right)$. Furthermore, (28b) and (28c) are satisfied from

$$
I\left(Y_{2} ; \hat{Y}_{2}^{*} \mid U_{1}^{*}, X_{1}^{*}\right)=I\left(Y_{2} ; \hat{Y}_{2}^{\prime \prime \prime} \mid U_{1}^{\prime \prime \prime}, X_{1}^{\prime \prime \prime}, B\right)=0
$$

and

$$
H\left(X_{1}^{*} \mid U_{1}^{*}, \hat{Y}_{2}^{*}\right)=H\left(X_{1}^{\prime \prime \prime} \mid U_{1}^{\prime \prime \prime}, \hat{Y}_{2}^{\prime \prime \prime}, B\right)=0
$$

respectively.
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[^1]:    ${ }^{1} \mathrm{P}\left(\tilde{w}_{k}^{\prime} \in F_{k, d}\right)$ for all $\tilde{w}_{k}^{\prime} \neq \tilde{W}_{k}$ are the same due to the symmetry of the codebook generation.
    ${ }^{2}$ Note that $r_{k}$ for $k \in D_{d}$ is given by infinity.

[^2]:    ${ }^{3}$ Here and from now on, $\delta\left(\epsilon^{\prime}\right) \rightarrow 0$ as $\epsilon^{\prime} \rightarrow 0$.

