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Abstract

We study (constrained) least-squares regression as well as multiple response least-squares regression
and ask the question of whether a subset of the data, a coreset, suffices to compute a good approximate
solution to the regression. We give deterministic, low order polynomial-time algorithms to construct
such coresets with approximation guarantees, together with lower bounds indicating that there is not
much room for improvement upon our results.

1 Introduction

Linear regression is an important technique in data analysis [18]. Research in the area ranges from
numerical techniques [1] to robustness of the prediction error to noise (e.g., using feature selection [13]).
We ask whether it is possible to efficiently identify a small subset of the data that contains all the essential
information of a learning problem. Such a subset is called a “coreset”. We show that the answer is yes, for
linear regression. Such a coreset is analogous to the support vectors in support vector machines [9]. Such
coresets contain the meaningful or important points in the data and can be used to find good approximate
solutions to the full problem by solving a (much) smaller problem. When the constraints are complex (e.g.,
non-convex constraints), solving a much smaller regression problem could be a significant saving [12].

We present coreset constructions for constrained regression (both simple and multiple response), as well
as lower bounds for the size of coresets that achieve certain accuracy. In addition to potential computational
savings, a coreset identifies the important core of a machine learning problem and is of considerable interest
in applications with huge data where incremental approaches are necessary (for example chunking) and
applications where the data is distributed and bandwith is costly (hence communicating only the essential
data is imperative [15]).

Our first contribution is a deterministic, polynomial-time algorithm for constructing a coreset for
arbitrarily constrained linear regression. Let k be the “effective dimension” of the data (the rank of the
data matrix) and let € > 0 be the desired accuracy parameter. Our algorithm constructs a coreset of
size O (k‘ / 62), which achieves a (1 + €)-relative error performance guarantee. In other words, solving the
regression problem on the coreset results in a solution which fits all the data with an error which is at most
(1 + €) worse than the best possible fit to all the data. We extend our results to the setting of multiple
response regression using more sophisticated techniques. Our proofs are based on two sparsification tools
from linear algebra [2, 7], which may be of general interest to the machine learning community, and we
discuss these in some detail.
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1.1 Problem Setup

Assume the usual setting with n data points (z1,41), ..., (Zn,yn); 2z; € R? are feature vectors (which
could have been obtained by applying a non-linear feature transform to raw data) and y; € R are targets
(responses). The linear regression problem asks to determine a vector Xt € D C R? that minimizes

sz yz >

over x € D, where w; € R are positive weights. So, &(xept) < E(x), for all x € D. The domain D
represents the constraints on the solution, e.g., in non-negative least squares (NNLS) [16, 3|, D = Ri, the
nonnegative orthant. Our results hold for arbitrary D.

A coreset of size r < n is a subset of the data points, (z;,, i), -, (2i,,¥i,). The coreset regression
problem considers the squared error on the coreset with a (possibly) different set of weights s; > 0,

T

E(x) = Z sj(zizj - yij)2.

J=1

Suppose that & is minimized at X, € D C R?, s0 E(Xopt) < E(x), for all x € D. Such a coreset is of
interest if, for some set of weights s;, X, is nearly as good as x,,; for the original regression problem on
all the data. That is, for some small € > 0,

EXopt) < EXopt) < (14 €)E(Xopt)-

The algorithm which constructs the coreset should also provide the weights s;. For the remainder of the
paper, we switch to an equivalent matrix formulation of the problem. (See Appendix for linear algebra
background.)

1.1.1 Matrix Formulation

Let A € R"*? be the data matrix whose rows are the weighted data points w,z ; and let b € R™ be the
similarly weighted target vector, b; = \/w;y;, where for i = 1,...,n, b; denotes the zth element of b € R".
The effective dimension of the data can be measured by the rank of A; let k = rank(A). Our results hold
for arbitrary n > d, however, in most applications, n > d and rank(A) ~ d. We can rewrite the squared
error as £(x) = ||[Ax — b||3, so,
Xopt € argmin ||Ax — bl[3. (1)
xeD

A coreset of size 7 < n is a subset C € R™*? of the rows of A and the corresponding elements b, € R”
of b. Let D € R™*" be a positive diagonal matrix for the coreset regression (the weights s; of the coreset
regression will depend on D). The weighted squared error on the coreset is given by

£(x) = |D(Cx —b)|3,
so the coreset regression seeks X,,; defined by
Kopt € argmin |D (Cx — b,) |5
xeD
We say that such a coreset is an (1+ €)-coreset if the solution obtained by fitting the coreset data is almost
optimal for all the data. Formally,
[Axopt — b||2 < [|A%opt — sz (1 +6e)[[Axop — bH%



Type of Regression Approximation Ratio

Constrained single-response 1+ O(/k/r) [Eqn. (1), Thm. 1]
Multi-objective 1+ O(\/k/r) [Eqn. (3), Thm. 4]
Constrained multiple-response (Frobenius) 1+ O(\/kw/r) [Equs. (4), (5)]
Unconstrained multiple-response (Spectral) 2+ O0(y/w/r +w/r+/k/r) [Eqn. (6), Thm. 6]
Unconstrained multiple-response (Frobenius) 2+ O(\/k/r) [Eqn. (6), Thm. 7]
Unconstrained multiple-response (b-agnostic) O(n/r) [Eqn. (6), Thm. 12]

Table 1: Summary of our results for coreset construction in linear regression. In all cases, our algorithms
are deterministic and construct a coreset of size r. The approximation ratios are values  such that
|AX pt — BJ|/[|[AX,p: — BJ| < 8. In the first row in the table, Xy, Xopt, and B are vectors. NOTATION:
n is the number of data points of dimension d < n; k is the rank of the matrix whose rows correspond to
the n data points; r is the size of the coreset, k < r < n; w > 1 is the number of “response” vectors in
multiple-response regression (in the last four rows in the table X, Xopt, and B have w columns).

1.2 Owur contributions

In this section, we discuss our main results for various formulations of linear regression (also summarized
in Table 1). In the next section we present the relevant algorithms and proofs.

1.2.1 Constrained Linear Regression (Section 2)

Our main result for constrained simple regression is Theorem 1, which describes a deterministic polynomial
time algorithm that constructs a (1+e€)-coreset of size O (k: / 62). Prior to our work, the best result achieving
comparable relative error performance guarantees is Theorem 1 of [6] for constrained regression, and the
work of [11] for unconstrained regression. Both of these prior results construct coresets of size O (klog k/€)
and they are randomized, so, with some probability, the fit on all the data can be arbitrarily bad (despite
the coreset being a logarithmic factor larger). Our methods have comparable, low order polynomial
running times and provide deterministic guarantees. The results in [11] and [6] were achieved using the
matrix concentration results in [17]. However, these concentration bounds break unless the coreset size is
Q (klogk/€*).

We extend our results to multiple response regression, where the target is a matrix B € R™*“ with
w > 1. Each column of B is a seperate target (or response) that we wish to predict. We seek to minimize
|AX — BJ| over all X € D C R¥™“. Multiple response regression has numerous applications, but is perhaps
most common in multivariate time series analysis; see for example [14, 8]. To illustrate, consider prediction
of time series data: let Z € R(TD*d he g set of d time series, where each column is a time series with
n + 1 time steps; we wish to predict time step ¢ + 1 from time step ¢t. Let A contain the first n rows of
Z and let B contain the last n rows. Then, we seek X that minimizes [|[AX — B||, under some norm ¢,
which is exactly the multiple response regression problem. In our work, we consider the spectral (§ = 2)
and Frobenius (¢ = F) norms.



1.2.2 Multi-Objective Regression (Section 3.1)

An important variant of multiple response regression is the so-called multi-objective regression. Let
B = [by,...,b,] € R™¥

where we explicitly identify each column in B as a target response b; € R™ where j € {1,2,...,w}.
We seek to simultaneously fit multiple target vectors with the same x, i.e., to simultaneously minimize
|Ax — b; Hg This is common when the goal is to trade off different quality criteria simultaneously. Writing
X = [x,%,...,x] € R™¥ (w copies of x € D C R?), we consider minimizing [|[AX — B||p, which is
equivalent to multiple regression with a strong constraint on X. We present results for coreset constructions
for the Frobenius-norm multi-objective regression problem in Theorem 4, which describes a deterministic
algorithm to construct (1 + €)-coresets of size O (k/e?), where k = rank(A). Theorem 4 emerges by
applying Theorem 1 after converting the Frobenius-norm multi-objective regression problem to a simple
response regression problem.

1.2.3 Arbitrarily-Constrained Multiple-Response Regression (Section 3.2)

Using the same approach, converting the problem to a single response regression, we construct a (1 + ¢€)-
coreset for Frobenius-norm arbitrarily-constrained regression in Section 3.2. The coreset size in this case
is O (kw/€?).

1.2.4 Unconstrained Multiple-Response Regression (Section 4)

In Section 4, we consider coresets for unconstrained multiple-response regression for both the spectral and
Frobenius norms. The sizes of the coresets are smaller than the constrained case, and our main results are
presented in Theorems 6 and 7. Theorem 6 presents a (2 + ¢)-coreset of size O((k + w)/€?) for spectral
norm regression, while Theorem 7 presents a (2 + €)-coreset of size O(k/€?) for Frobenius norm regression.

1.2.5 Lower Bounds (Section 5)

Finally, in Section 5, we present lower bounds on coreset sizes. In the single response regression setting,
we note that our algorithms need to look at the target vector b. We show that this is unavoidable,
by arguing that no b-agnostic deterministic coreset construction algorithm can construct coresets which
are small (Theorem 13). We also present similar results for b-agnostic randomized coreset constructions
(Theorem 14).

Then, we present lower bounds on the size of coresets for spectral and Frobenius norm multiple response
regression that apply in the general, non b-agnostic, setting (Theorems 15 and 16).

2 Constrained Linear Regression

We define constrained linear regression as follows: given A € R"*? of rank k, b € R", and D C R%, we
seek X, € D for which |Ax,p; — b3 < |Ax—b||3, for all x € D (the domain D represents the constraints
on x and can be arbitrary). To construct a coreset C € R™*? (i.e., C consists of 7 rows of A) and b, € R"
(i.e., b. consists of  elements of b), we introduce sampling and rescaling matrices S and D respectively.
More specifically, we define the row-sampling matriz S € R™™ whose rows are basis vectors e;rl, e ,e};.
Our coreset C is now equal to C = SA; clearly, C is a matrix whose rows are the rows of A corresponding
to indices i1,...,4,.. Similarly, b, = Sb contains the corresponding elements of the target vector. Next,



let D € R"™*" be a positive diagonal rescaling matrix and define the D-weighted regression problem on the
coreset as follows:
Kopt € argmin |D (Cx — b,) ||3 = argmin |DS (Ax — b) ||3. (2)
xeD xeD

In the above, the operator DS first samples and then rescales rows of A and b. Theorem 1 is the main
result in this section and presents a deterministic algorithm to select a coreset by constructing D and S.

Input: A € R"*¢ of rank k, b € R®, and r > k + 1.
Output: sampling matrix S € R"*" and rescaling matrix D € R"™*",
1: Compute the SVD of Y = [A,b]. Let Y = UEXVT, where U € R™, & € R and
V € REFDXE with £ < k + 1 (the rank of Y).
2: Return [D, S| = SimpleSampling(U,r) (see Lemma 2)

Algorithm 1: Deterministic coreset construction for constrained linear regression.

Theorem 1. Given A € R"*¢ of rank k, b € R", and D C R?, Algorithm 1 constructs matrices S € R™*"
and D € R™" (for any r > k + 1) such that Xop: of Eqn. (2) satisfies

A%, — b E4+1+2/r(k+1
[ AXpt H§§T+ +1+ 7’(+):1_|_4 E+O<\/m>.
[AXppt — bl = r+k+1—2\/r(k+1) r

The running time of the proposed algorithm is T (U[A,b}) +0 (rnk‘2), where T' (U[A,b}) is the time needed
to compute the left singular vectors of the matriz [A,b] € R<(d+1)

For any 0 < € < 1, we can set 7 = k/e? to get an approximation ratio roughly equal to 144e. This result
considerably improves the result in [6], which needs r» = O(klog k/e?) to achieve the same approximation
ratio. Additionally, our bound is deterministic, whereas the bound in [6] fails with constant probability.
[6] also requires an SVD computation in the first step, so its running time is comparable to ours.

In order to prove the above theorem, we need a linear algebraic sparsification result from [2], specifically
Theorem 3.1 in [2], which we restate using our notation (we present the corresponding algorithm below).

Lemma 2 (Single-set Spectral Sparsification [2]). Given U € R™ ¢ satisfying UTU = 1, and v > £, we
can deterministically construct sampling and rescaling matrices S € R™™ and D € R"*" such that, for all

y € R¢:
2 2
(1= Ver) oyl < IDSUy|3 < (1+VE7r) |yl

The algorithm runs in O(rnt?) time and we denote it as [D,S] = SimpleSampling(U, r).

Proof. (of Theorem 1) Let Y = [A,b] € R™ (@1 and compute its SVD: Y = UEVT. Let £ be the
rank of Y (¢ < k + 1, since rank(A) = k) and note that U € R™*¢, 3 € R*¢, and V € REDXE Let
D, S] = SimpleSampling(U,r) and define y;,ys € R? as follows:

yi =2VT [X_O’f} , and yo =XVT [X_O’f] .

Note that Uy = Axqp—b, Uy = Axyp—b, DSUy; = DS (Ax,, — b), and DSUy, = DS (AXx,,: — b).
We will bound ||Uyz||2 in terms of |[Uyq||2:

2 (a) (b) (c) 2
(1= Ve/r) I0ys|3 < [DSUys |13 < IDSUy: 3 < (1+ Ve/r) [[0ya 3.

5



Input: U = [ug,uy,...,u,]T € R"*¢ with u; € R® and r > .
Output: Sampling matrix S € R™*" and rescaling matrix D € R"*".,

1: Initialize Ag = Oyxp, S = 0,55, and D = 0,.,..

Set constants 07, = 1 and oy = (1 +¢/r) (1 - \/E/r>_1.
for r=0tor—1do
Let Ly = 7 — Vil; Uy = 8y (7 + Vir).
Pick index i, € {1,2,...,n} and number ¢, > 0 (see Section 2.1 for the definition of U, L):

1
U(u’ifaéUuATaUT) S t_ S L(ui776L7AT7LT)'

Update A1 = A, + tTuiTu;E; and set S;y1,, =1, Drgy r41 = 1/V/1-.
7: end for

8: Multiply all the weights in D by \/r—l (1 — \/f/r>.
9: Return: S and D.

Algorithm 2: SimpleSampling (Lemma 2)

(a) and (c) follow from Lemma 2; (b) follows from the optimality of X, for the coreset regression in
Eqn. (2). Using ¢ < k+ 1 and manipulating the above expression concludes the proof of the theorem. The
running time of the algorithm is equal to the time needed to compute U and the time needed to run the
algorithm of Lemma 2 with £ < k + 1. [

2.1 Single-set Spectral Sparsification Algorithm (Lemma 2)

We now discuss in more detail the sparsification algorithm of Lemma 2. We present the corresponding
algorithm as Algorithm 6. Our notation deviates from the original in [2]; we employ our own presentation
of the corresponding algorithm in [7]. Algorithm 6 is a greedy technique that selects columns one at a
time. To describe the algorithm in more detail, it is convenient to view the input matrix as a set of n
column vectors,

UT = [ug,uy,...,u,),

with u; € RY (i = 1,...,n). Given ¢ and r > ¢, introduce the iterator 7 = 0,1,2,....,r — 1, and define the
parameter L, = 7 — v/rf. For a square symmetric matrix A € R¢ with eigenvalues i, ..., \s, vector
u € Rf and scalar L € R, define

¢(L7A) :Z)\il_L’

i=1
and let L(u,dr, A, L) be defined as
ul(A - 'I,)%u

@(L,, A) - ¢(L’ A)

L(u,6;,A,L) = —ul(A - T,

where
U'=L+6,=L+1.



Similarly, for a square symmetric matrix A € R with eigenvalues A1,...,\s, u € R, U € R, define:

and let U(u, dy, A, U) be defined as

T(A -U'T)%u B
U, by, A,v) = 2 AZUIT0ry
oA =S A ey AT

where

U=u+dy=U+(1+/r) (1_ g/r)

The running time of the algorithm is dominated by the search for an index i, satisfying
1
U(ui-;-?(SU? AT7 UT) S t_ S L(ui-ra 6L7 A—T7 LT)
T

(one can achieve that by exhaustive search). One needs ¢(L, A) and qub(L, A), and hence the eigenvalues
of A. This takes O(£3) time, once per iteration, for a total of O(r¢?). Then, for i = 1,...,n, we need to
compute the functions L and U for every u;. This takes O(nf?) per iteration, for a total of O(rn¢?). So,
the total running time of the algorithm is O(nr/¢?).

3 Constrained Multiple-Response Regression

Constrained multiple-response regression in the Frobenius norm can be reduced to simple regression. So,
we can apply the results of the previous section to this setting.

3.1 Multi-Objective Regression

Let A € R"*% and B € R™*“_ with w > 1. The objective of multi-objective regression is:

in||A[x,...,x] — B|3 3
min |Alx, ..., x] - Blly, (3)
where [x,...,x] € RI*“ contains w copies of x € D C R%. Let bug = %Blw (here 1, € R¥ is a vector of

all ones and thus by, € R™ is the average of the columns in B). Recall that A € R™¥4 B € R™*“  and
let X = [x,...,x] € R,

w
Lemma 3. For X = [x,...,x] € R*“ [[AX — B[} = w[|Ax — bayl3 + > [bavg — BO)||2.
=1

In the above, B() € R"™ denotes the i-th column of B as a column vector. Note that the second term in
Lemma 3 does not depend on x and thus the generalized multi-objective regression can be reduced to simple
regression on A and bgyg. Using Theorem 1, we can get a coreset: let X,p: minimize DS (Ax — bgyg) |2,

where S and D are obtained via Theorem 1 applied to A and bgyg. If Xop = [Xopts ..., Xope], then,
by Lemma 3, X,p; minimizes [[DS (AX — B) |[|p. Similarly, if x,p; minimizes [[Ax — baygll2 and Xop =
[Xopts - - - » Xopt), then Xy, minimizes ||AX — B||p. Theorem 4 states that X,,; approximates Xop;.



Theorem 4. Given A € R™ ¢ of rank k and B € R we can construct matrices S € R™" and D € R™"
(for any r > k +1) such that the matric Xop = [Xopt, - - - , Xopt| that minimizes |DS (AX — B) || over all
matrices X = [x,X,...,x] with x € D C R? satisfies:

|AX o~ Bl < (140 (VE/r)) | AXop — Bl

The run time of the proposed algorithm is T (U[A,bavg}) + 0 (nw + rnk:z), where T' (U[A,bavg}) 1s the time
needed to compute the left singular vectors of the matriz [A, bgy,) € R7*(d+1),

Proof. We first construct D and S via Theorem 1 applied to A and bg,g. The running time is O (nw)
(the time needed to compute bg,,) plus the running time of Theorem 1. The result is immediate from the
following derivation:

ind 2 (CL) ~ - i 2
|AXK o~ Blly 2 Wl AR — g ? + S IIbarg — B
1=1
(0) 2 - A2
< (140 (VE/7)) @l Axon = basgl? + 3 bag — BY)
i=1
<

(1 +0 (\/ k/T))z (w”A—XOpt — bavg”2 + Zw: Hbavg - B(Z)H2>
i=1
) (1 +0 <\/k‘/r))2 IAX,,; — B

(a) follows by Lemma 3; (b) follows because X, is the output of a coreset regression as in Theorem 1.

Finally, » > k + 1 implies that (1 +0 (W))z =140 <\/W> [

—
S

3.2 Arbitrarily-Constrained Multiple-Response Regression

Multi-objective regression is a special case of constrained multiple-response regression for which we can
efficiently obtain the coresets. In the general case, the problem still reduces to simple regression, but the
coresets are now larger. The objective of arbitrarily-constrained multiple-response regression is

in  |AX — Bl 4
e I (4)

Since R¥*“ is isomorphic to R%, we can view X € R¥¥ as a “stretched out” vector X e R corre-
sponding to the domain D is the domain D C R%, Similarly, we can stretch out B € R"*% to B e R™.
To complete the transformation to simple linear regression, we build a transformed block-diagonal data
matrix A from A, by repeating w copies of A along the diagonal:

A x @) B

. A . X (2 . B®
A= , € Rwxdw, X=| . | eR¥, B=| . | eR™.

A X&w) B&w)

Lemma 5. For all A, X and B of appropriate dimensions, |AX — B||2 = ||[AX — BJ3.

Theorem 1 gives us coresets for this equivalent regression. Note that rank(A) < w - rank(A). The coreset
will identify the important rows of A (the same row may get identified multiple times as different rows of



A), and the important elements of B, because the entries in B are elements of B, not rows of B. Let Xopt
be the solution constructed from the coreset, which minimizes ||[AX — B|| over X € D, and let X, € D
be the corresponding solution in the original domain D. If r is the size of the coreset and rank(A) = k,
then, by Theorem 1,

|AXop ~Bllp < (140 (vVkw/r) ) [AXoy — B?. (5)

So, for the approximation ratio to be 1+ O(¢), we set r = O (k‘w / 62). The running time would involve the
time needed to compute the SVD of [A, B].

Notice that the coresets are large and somewhat costly to compute and they only work for the Frobe-
nius norm. In the next section, using more sophisticated techniques, we will get smaller coresets for
unconstrained regression in both the Frobenius and spectral norms.

Input: A € R"*? of rank k, B € R™%, and r > k.
Output: sampling matrix S € R"*™ and rescaling matrix D € R"*".
1: Compute the SVD of A: A = UAZAVITM where Uy € R™F 354 € RF¥F and Vo € R¥¥F;
compute E = UAUXB - B.
2: return [S, D] = MultipleSpectralSampling(Ua,E, r) (see Lemma 10)

Algorithm 3: Deterministic coresets for multiple regression in spectral norm.

4 Unconstrained Multiple-Response Regression

Consider the following problem: given a matrix A € R™ ¢ with rank k and a matrix B € R™“ with
w > 1, we seek to identify the matrix X,,; € R¥“ that satisfies (¢ =2 and ¢ = F)

: 2
Xopt € arg_min |AX — Bll;. (6)

We can compute X,,; via the pseudoinverse of A, namely X,,; = A'B. If S and D are sampling and
rescaling matrices respectively, then the coreset regression problem is:

X,pt € arg _min DS (AX — B) |]5—arg mln HDSAX DSBH§ (7)
XeRdxw XeR

The solution of the coreset regression problem is Xopt = (DSA)Jr DSB. The main results in this section
are presented in Theorems 6 and 7.

Theorem 6 (Spectral norm). Given a matriz A € R™ % with rank k, a matriz B € R™%, and r > k,
Algorithm 3 deterministically constructs matrices S € R"™*™ and D € R"™*" such that the solution of the
problem of Eqn. (7) satisfies:

- 14+ /w/r
”AXOPt - B”% < ”AXOPt - B”% + ( > HAXOPt - BH%

=V

The running time of the proposed algorithm is T (Ua)+O (rn (k:2 + w2)), where T (Up) is the time needed
to compute the left singular vectors of A.



Since 7 > k, the approximation ratio is 2+O(y/w/r+w/r++/k/r). So, for ¢ > 0 and r = O((w+k)/€e?)
the approximation ratio is 2 4+ €. For r > w, the approximation is O(1), while for r < w, is asymptotic to
O (w/r). We will argue that this is nearly optimal by providing a matching lower bound in Theorem 15.

Theorem 7 (Frobenius norm). Given matriz A € R™*? of rank k, matric B € R™%, and r > k,
Algorithm 4 deterministically constructs a sampling matriz S € R"™*™ and a rescaling matriz D € R™"
such that the solution of the problem of Eqn. (7) satisfies:

S 1
”AXOPt - B”% < HAXOPt - BHI% + —QHAXOPt - B”%
<1 - \/k‘/r)

The running time of the proposed algorithm is T (Ua) + O (rnk‘2), where T (Ua) is the time needed to
compute the left singular vectors of A.

Input: A € R"*? of rank k, B € R"*¥, and r > k.
Output: sampling matrix S € R"*" and rescaling matrix D € R"™*",
1: Compute the SVD of A: A = UAZAVX, where Up € R™* 35 € R¥*F and Vo € Rk,
compute E = UAUXB - B.
2: return [S, D] = Multiple FrobeniusSampling(Ua, E,r) (see Lemma 11)

Algorithm 4: Deterministic coresets for multiple regression in Frobenius norm.

The approximation ratio in the above theorem is 2 + O(\/m) In Theorem 16, we will give a lower
bound for the approximation ratio which is 1 + Q(k/r). We conjecture that our lower bound can be
achieved (deterministically), perhaps by a more sophisticated algorithm or analysis.

Finally, we note that the B-agnostic randomized construction of [10] achieves a (1 + €) approximation
ratio using a significantly larger coreset, r = O(klogk/e?). Importantly, [10] does not need any access
to B in order to construct the coreset, whereas our approach constructs coresets by carefully choosing
important data points with respect to the particular target response matrix B. We will also discuss B-
agnostic algorithms in Section 4.2 (Theorem 12) and we will present matching lower bounds in Section 5.

4.1 Proofs of Theorems 6 and 7

We will make heavy use of facts from Section A in the Appendix. We start with a few simple lemmas.

Lemma 8. Let E = AX,,; — B € R"*“ be the regression residual. Then, rank(E) < min{w,n — k}.

Proof. Using our notation, AX,,; — B = — (In — UAUX) B = —Uj (Uj)T B. To conclude notice that
rank(XY) < min{rank(X),rank(Y)} for any matrices X and Y. |

We now present our main tool for obtaining approximation guarantees for coreset regression.

Lemma 9. Assume that the rank of the matric DSUA € R™* is equal to k (i.c., the matriz has full
rank). Then, for & = 2,F,

S 2
IAX opt — Bl < [|AXopt — BJZ + [|(DSUA)'DS (AX,e — B) [I2.

10



Proof. To simplify notation, let W = DS. Using the SVD of A, A = UAZAV};, we get:
S 2 2 2
IB— ARl = IB — UaSaAVE(WUASAVE)'WBJ = |B - Ua(WUA)'WBIL.

where the last equality follows from properties of the pseudo-inverse and the fact that WU, is a full-rank
matrix (see Lemma 18 in the Appendix). Using B = (UAUX + Uﬁ (Uj)T) B, we obtain

~ 2 T 2
B-AX,lf ~ [B-Ux(WUA)'W (UsUR + U} (UK)') B
§

T 2
— |B—Ua (WUA) WUAULB + Up (WU, ) WUR (Uﬁ) B,
= |UA(Uz)"B+Ua(WUL) WU (Ux)"BJ?
®)
< |[UA(UR)TB|Z + [Ua(WUA)'WUL (U3)"BJZ.

(a) follows from the assumption that the rank of WU, is equal to k and thus (WUA)T WU, = I, and
(b) follows by matrix-Pythagoras (Lemma 17). To conclude, we use spectral submultiplicativity on the

second term and the fact that Uy (Uj)T B = —-(AX,, — B). ]

This lemma provides a framework for coreset construction: all we need are sampling and rescaling matrices
S and D, such that rank(DSU) = k and

|(DSU4)' DS (AX,,; - B) |2

is small. The final ingredients for the proofs of Theorems 6 and 7 are two matrix sparsification results
that we present in the Appendix.

Lemma 10. Let Y € R™4 and ¥ € R™ % with respective ranks py, and py. Given r > py, there
exists a deterministic algorithm that runs in time Tsyp (Y)+Tsvp (¥) +O(rn(p% + p%)) and constructs
sampling and rescaling matrices S € R™*"™ D € R"™" satisfying:

1
rank (DSY) = rank (Y); || (DSY)'[ls < ————||Yf||5; [DS®]}; < (1+\/”7‘1’) ]2

1—+/py/r

If ¥ = 1, the running time of the algorithm reduces to Tsyp (Y) + O (rnp%(). We write [D,S] =
MultipleSpectralSampling (Y, W, r) to denote such a deterministic procedure.

Lemma 11. Let Y € R™4 and ¥ € R™ 2 with respective ranks py, and py. Given r > py, there
exists a deterministic algorithm that runs in time Tsy p(Y) + O(rnp3, + fan) and constructs sampling and
rescaling matrices S € R™™ D € R"™*" satisfying:

1

L—/py/r

If ¥ = 1, the running time of the algorithm reduces to Tsyp (Y) + O (rnp%(). We write [D,S] =
Multiple FrobeniusSampling (Y, W, r) to denote such a deterministic procedure.

rank (DSY) = rank (Y); || (DSY)' |, < 1YYl IDSEp < €]

11



Proof. (of Theorem 6) Theorem 6 follows from Lemmas 9 and 10. First, compute the SVD of A to obtain
Uja € R”Xk, and let E = AX,,; — B = UAUXB — B. Next, run the algorithm of Lemma 10 to obtain
[D, S] = MultipleSpectralSampling (Ua, E, r). This algorithm runs in time Tsyp (E)4+O (rn (k2 + p2E)),
where k is the rank of Ua and A. The total running time of the algorithm is T(Ua) + Tsvp (E) +
O (rn(k*+pg)) =T (Ua) + O (rn (K + w?)).

Lemma 10 guarantees that D and S satisfy the rank assumption of Lemma 9. To conclude the proof,
we bound the second term of Lemma 9, using the bounds of Lemma 10 and pg < min{w,n — k} < w:

I(DSUA)'DS (AX,, — B[ < |(DSUA)"|3IIDS (AX,, — B) I3

(1= VEF) " (14 VaTr) 14Xy, - BJS.

IN

Proof. (of Theorem 7) The proof is similar to the proof of Theorem 6, using Lemma 11 instead of Lemma 10.
Let [D,S] = MultipleFrobeniusSampling (Ua, E,r) We bound the second term of Lemma 9, using the
bounds of Lemma 11:

|(DSUA)'DS (AX, = B) [ < [ (DSUA)' [3|DS (AX, — B) |}
-2
< (1-VH/) AKXy - Bl

4.2 B-Agnostic Coreset Construction

All the coreset construction algorithms that we presented so far carefully construct the coreset using
knowledge of the response vector. If the algorithm does not need knowledge of B to construct the coreset,
and yet can provide an approximation guarantee for every B, then the algorithm is B-agnostic. A B-
agnostic coreset construction algorithm is appealing because the coreset, as specified by the sampling and
rescaling matrices S and D, can be computed off-line and applied to any B. We briefly digress to show
how our methods can be extended to develop B-agnostic coreset constructions.

Theorem 12 (B-agnostic Coresets). Given a matriz A € R™¢ with rank k, a matriz B € R™%, and
r >k, there exists an algorithm to deterministically construct a sampling matriz S and a rescaling matriz
D such that for any B € R™™%, the matriz Xy that solves the problem of Eqn. (7) satisfies:

1—/k
The running time of the proposed algorithm is T (Ua) + O (rnk‘2), where T (Ua) is the time needed to
compute the left singular vectors of A.

2
- 1++/n/r
|AX ot — BJIZ < [AXp — BJIZ + <7Z7’> |AX,,: — Bz

Proof. The proof is similar to the proof of Theorem 6, except we now construct the sampling and rescaling
matrices as [S, D] = MultipleSpectral Sampling (Ua,I,,r). To bound the second term in Lemma 9, we
use

| (DSUA)' DS (AX,: —B) | = ||(DSUA)'DSL, (AX,, — B) ||?
| (DSUA) [3IDST, 3]l (AX,p — B) |2,

and the bounds of Lemma 10. ]

IN

The above bound decreases with r and holds for any B, guaranteeing a constant-factor approximation
with a constant fraction of the data. The approximation ratio is O(n/r), which seems quite weak. In the
next section, we show that this result is indeed tight.
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Type of Regression Lower bound Known Approximation Ratio
Deterministic b-agnostic n/r [Thm. 13] O(n/r) [Thm. 12]
Randomized b-agnostic 1+9Q(1/r)  [Thm. 14] 1+ O(\/klogk/r) [Thm. 5 in [10]]
Multiple-regression (£ =2) | w/(r+1) [Thm. 15] | 24+0(\/w/r + w/r + \/k/r) [Thm. 6]
Multiple-regression (§ =F) | 1+ Q(k/r) [Thm. 16] 240 <\/k7/r> [Thm. 7]

Table 2: Lower bounds on the approximation ratio for different formulations of linear regression
and a coreset of size r. The randomized algorithm in the second row of the table delivers a con-
stant probability of success (all other algorithms are deterministic). The lower bounds are values
v such that ||AX,y — BJ||/|[AXy: —B| > 7. The approximation ratios are values 3 such that
|AX pt — BJ|/[|AX,p: — BJ| < 8. In the first two rows in the table, X, Xpr, and B are vectors. NOTA-
TION: n is the number of data points of dimension d < n; k is the rank of the matrix whose rows correspond
to the n data points; r is the size of the coreset, k < r < n; w > 1 is the number of “response” vectors in
multiple-response regression (in the last two rows in the table X, Xopt, and B have w columns).

5 Lower Bounds on Coreset Size

We have just seen a B-agnostic coreset construction algorithm with a rather weak worst case guarantee
of O(n/r) approximation error. We will now show that no deterministic B-agnostic coreset construction
algorithm can guarantee a better error (Theorem 13) by providing lower bounds on coreset size as a
function of approximation error. These results are also summarized in Table 2.

[10] provides another B-agnostic coreset construction algorithm with » = O(klog k/€?). For a fixed B,
the method in [10] delivers a probabilistic bound on the approximation error. However, there are target
matrices B for which the bound fails by an arbitrarily large amount. The probabilistic algorithms get away
with this by brushing all these (possibly large) errors into a low probability event, with respect to random
choices made in the algorithm. So, in some sense, these algorithms are not B-agnostic, in that they do
not construct a coreset which works well for all B with some (say) constant probability. Nevertheless, the
fact that they give a constant probability of success for a fixed but unknown B makes these algorithms
interesting and useful. We will give a lower bound on the approximation ratio of such algorithms as well,
for a given probability of success (Theorem 14). Finally, we will give lower bounds on the size of the
coreset for the general (non-agnostic) multiple regression setting (Theorems 15 and 16).

5.1 An Impossibility Result for B-Agnostic Coreset Construction

We first present the lower bound for simple regression. Recall that a coreset construction algorithm is
b-agnostic if it constructs a coreset without knowledge of b, and then provides an approximation guarantee
for every b. We show that no coreset can work for every b; therefore a b-agnostic coreset will be bad for
some vector b. In fact, there exists a matrix A such that every coreset has an associated “bad” b.

Rnxd

Theorem 13 (Deterministic b-Agnostic coresets). There exists a matriz A € such that for every

coreset C € R™4 of size v < n, there exists b € R™ (depending on C) for which

- n
||AX0pt - b”% > ;HAXO:nt - bH%
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Proof. Let A be any matrix with orthonormal columns whose first column is 1,/+/n, and consider any
coreset C of size r. Let b = 15/y/n —r, where 15 is the n-vector of 1’s except at the coreset locations.
So for the coreset regression, b, = 0, and so X,y = 04x1. Therefore,

”Aiom - b”% = Hb”% =1

Let Pa project onto the columns of A and P ) project onto the first column of A. The following
sequence establishes the result:

,
1AXop = bl3 = (T~ Pa)b|5 < [[(T~Pxm)bl3 = -
|

We now consider randomized algorithms that construct a coreset without looking at b (e.g. [10]). These
algorithms work for any fixed (but unknown) b, and deliver a probabilistic approximation guarantee for
any single fixed b; in some sense they are b-agnostic. By the previous discussion, the returned coreset
must fail for some b, i.e., the probabilistic guarantee does not hold for all b, and, when it fails, it could
do so with very bad error. We will now present a lower bound on the approximation accuracy of such
existing randomized algorithms for coreset construction, even for a single b.

First, we define randomized coreset construction algorithms. Let Cq, Co, ... ,C(:L) be the (Z) different

coresets of size r. A randomized algorithm assigns probabilities p1,po,...,p/n\ to each coreset, and selects

one according to these probabilities. The probabilities p; may depend on A. The algorithm is b-agnostic
if the probabilities p; do not depend on b. As usual, let 7 be the size of the coreset.

Theorem 14 (Probabilistic b-Agnostic Coresets). For any randomized b-agnostic coreset construction
algorithm, and any integer 0 < £ < n —r, there exists A € R" % and b € R™, such that, with probability

at least (";T) / (?), ;
[ AXopt — b3 > n—_EHAXO;nt — blf3.

Proof. Let A be any matrix with orthonormal columns whose first column is 1,,/4/n, as in the proof of
Theorem 13. Let T be a set of size £ < n — r. The neighborhood N(T) is the set of coresets (of size
r) that have non-empty intersection with T. Every coreset appears in (Z) — ("ZT) such neighborhoods
(the number of sets of size ¢ which intersect with a coreset of size r). Let C be the random coreset (of
size r) selected by the algorithm. Let Pr[C € N(T)| be the probability that the coreset selected by the

algorithm is in IV (T); then, Pr[C € N(T)] = > ¢, cn(t) Pr[Ci]. Therefore,
n—r
ZPrCeN =Y Y Ppr[c <£)_<£>’
T C,eN(T)

where the last equality follows because each coreset appears exactly (?) — (" T) times in the summation
and ), Pr[C;] = 1. Thus, there is at least one set T* for which

(%)
So, with probability at least ("7) / (7;), the selected coreset does not intersect with T*. Select b = 17+

(the unit vector which is 1/v/¢ at the indices corresponding to T*). Now, with probability at least
(";T) / (7[}), Xopt = 0, and the analysis in the proof of Theorem 13 shows that

- n
| AXopt — b|I3 > n—_EHAXOPt —bl3.
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By Stirling’s formula, after some algebra, the probability (",”) / (}) is asymptotic to e 2t/n  Setting

¢ = 0(n/r) gives a success probability that is a constant. Then, the approximation ratio cannot be better
than 1+ Q(1/r). With regard to high probability (approaching one) algorithms, consider ¢ = nlogn/2r
to conclude that if the success probability is at least 1 — 1/n, the approximation ratio is no better than
1 +log(n)/(2r —logn).

5.2 Lower Bounds for Non-Agnostic Multiple Regression

For both the spectral and the Frobenius norm, we now consider non-agnostic unconstrained multiple
regression, and give lower bounds for coresets of size r > d = rank(A) (for simplicity, we set rank(A) = d).
The results are presented in Theorems 15 and 16.

Theorem 15 (Spectral Norm). There exists A € R™*? with rank d and B € R™% such that for any r > d
and any sampling and rescaling matrices S € R™™ and D € R"™", the solution to the coreset regression
Xopt = (DSA)DSB € R&>¥ satisfies

- 2 w 9
HAXO;nt - BH2 2 m||AX0pt - BJz.
Proof. First, we need some results from [7]. Consider the matrix
H = [e; + ey, €1 +aes,...,e; +aey,] € RWX(@=1)

where e; € R are the standard basis vectors. Then, let B = HT € R@=D*“  Theorem 34 in [7] (with
a = 1) argues the following: given B and any sampling matrix S € R"*(“~1 and diagonal rescaling matrix
D € R™", with C = DSB (rescaled sampled coreset of B), and any k with 1 <k <w —1,

2 w 2
B —1Ilg (B2 = m”B — Bylfz-

In the above, Il , (B) € R@=DXw of rank k is the best rank-k approximation to B (in the spectral norm)

whose rows lie in the span of all the rows in C (the row-space of C), and, By, € R@W—Dx@ of rank k is the
best rank-k approximation to B (which could be computed via the truncated SVD of B).!
Since Il , (B) is the best rank-k approximation to B in the row-space of C, it follows that

IB — I, (B)]3 < |B — XC}3,

for any Xe R@~1D*" with rank at most k (because XC will have rank at most k and is in the row space
of C) Set X = UB,k(DSUB,k)T, where Up j, € R@=D*k hag k columns which are the top-k left singular
vectors of B. It is easy to verify that X has the correct dimensions and rank at most k. Since C = DSB,
we have that

B — Tl (B)|3 < |B — Up x(DSUg +) ' DSBI3.

We now construct the regression problem which exhibits the lower bound in the theorem. Let A =
Uy € R@=1xd (je. we choose k = d in the above discussion) and n = w — 1. B is as we described
above. Suppose a coreset construction algorithm gives sampling and rescaling matrices S and D, for a
coreset of size . So, the coreset regression is with A = DSA = C and B = DSB. The solution to the
coreset regression is

X, = C'DSB = (DSA)'DSB = (DSUg 4)'DSB,

! Actually, D is irrelevant here because the row-space of SB is the same as the row space of DSB.
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which means that

~ 2 w
|AX opt — Bll, = |Up 4(DSUg 4)'DSB — B3 > |[llg.a(B) — B3 > T plBa - BJj3.
To conclude the proof, observe that By = UB,dUE, B = AA'B = AXopi- [ |

Theorem 16 (Frobenius Norm). There exists A € R™*? of rank d and B € R™ % such that for any r > d
and any sampling and rescaling matrices S € R™ " and D € R"™ ", the solution to the coreset regression
Xopt = (DSA)DSB € R¥*¥ satisfies (for any a > 0)

n—d r+ a2

As a— 0 and n — oo the lower bound is 1+ d/r.

S n—r d
|AX e~ BJ2 > Q+ )MXW—B%

Proof. First, we need some results from [7]. For any integer v > 1 and any integer k > 1, Theorem 36 in
[7] exhibits a matrix B € RY*(+1F guch that for any sampling matrix S € R"*7* and diagonal rescaling
matrix D € R™" with C = DSB (rescaled sampled coreset of B), any a > 0, and any r > 1,

B~ Te,BIR ks (|
IB—Bgl2 ~yk—k r+a?)’

The matrix B is constructed as follows. Recall that + is any positive integer with v > 1. Let A have
dimensions (v + 1) x v and be constructed as follows.

A—e+ie e+ie e+&e}
- 1 \/E271 \/E37"'71 \/E’ya

where e; € R7"! are the standard basis vectors. Now construct H to be block diagonal, with %k copies of
A along its diagonal; so, the dimensions of H are (y + 1)k x vk. Then, B = H".
In the above, Il . (B) € RY#*(FDE of rank k is the best rank-k approximation to B (in the Frobenius

norm) whose rows lie in the span of all the rows in C (the row-space of é), and, By, € R¥>*(+Dk of rank
k is the best rank-k approximation to B (which could be computed via the truncated SVD of B). Since
g . (B) is the best rank-k approximation to B in the row-space of C, it follows that

1B —TIl¢ ,(B)F < |B —XC|,

for any Xé& RY*" with rank at most &k (because XC will have rank at most k and is in the row space
of C) Set X = UB7k(DSUB7k)T, where U, € Rk has k columns which are the top-k left singular
vectors of B. It is easy to verify that X has the correct dimensions and rank at most k. Since C= DSB,
we have that

IB — Tl ,(B)[|# < |B — Ug 1(DSUg +) ' DSB.

We now construct the regression problem which proves the lower bound in the theorem. Let A =
Upg € R (ie., we choose k = d in the above discussion), n = vd (i.e. n is a multiple of d in the
regression problem), and w = (v + 1)d. B is as we described above. Suppose a coreset construction
algorithm gives sampling and rescaling matrices S and D, for a coreset of size r > d. So, the coreset
regression is with C = DSA € R"™? and DSB € R™*“. The solution to the coreset regression is

Xt = C'DSB = (DSA)'DSB = (DSUg ) ' DSB,

which means that

S 2 + 2 g w—d—r d 9
l1AXope — Bllp = [[Up,a(DSUp,¢)' DSB ~ Bl 2 [[llc.a(B) = Bl[f =2 ————-— (1+ - T [Ba—Bll%-
To conclude the proof, observe that By = UB7dUE7dB — AA'B = AXpt and w =n +d. [ |
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6 Open problems

An important open problem arises in our work: can we determine the minimum size of a coreset that
provides a (1 + €) relative-error guarantee for simple linear regression? We conjecture that € (k/e) is a
lower bound, which will make our results almost tight. Certainly, coresets of size exactly k cannot be
guaranteed: consider two data points (1,1),(—1,1). The optimal regression is zero; however any coreset
of size one will give non-zero regression.
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A Linear Algebra Background
The Singular Value Decomposition (SVD) of a matrix A € R"*? of rank k is a decomposition
A =UpZAVi.

The singular values o1 > 09 > --- > o5 > 0 are contained in the diagonal matrix 3 € Rka; Ua €
R™* contains the left singular vectors of A; and V € R?*¥ contains the right singular vectors. The
Moore-Penrose pseudo-inverse of A is Af = VAERIUIK. Given an orthonormal matrix Us € R"*F,
the perpendicular matrix Uy € R™*(n=k) to Uy satisfies: (Ux)TU% =1, U UL = Ok (n—k), and
UAUITX + Uj(Uj)T = I,,. All the singular values of both Up and Uk are equal to one. Given Uy, Uj

can be computed in deterministic O (n (n— k)z) time via the QR factorization.

We remind the reader of the Frobenius and spectral matrix norms: |Al|z =3, ; A?j = Zle o? and

|A|3 = o%. We will sometimes use the notation ||All¢ to indicate that an expression holds for both

€ =2or ¢ =F. For any two matrices X and Y, ||X|2 < [|X||r < /rank(X)[|X]||2; IXY|r <
X8 Y []2; IXY|lp < || X]|l2|Y||r. These are stronger variants of the standard submultiplicativity

property || XYl < [|X]|l¢|Y]|e and we will refer to them as spectral submultiplicativity. It follows that, if
Q is orthonormal, then ||QX|l¢ < [ X|l¢ and [[YQT||¢ < ||[Y]|l¢. Finally, we will make frequent use of the
following two lemmas.

Lemma 17 (matrix-Pythagoras). Let X and Y be two n x d matrices. If XYT = 0,4, or XTY = 0444,
then
IX + Y12 < IXIZ + (Y2

Lemma 18 (Fact 6.4.12 in [4]). Let A € R™" B € R"™‘  and assume that rank(A) = rank(B) = n.
Then,
(AB)" = BTAT.

B Algorithms and Proofs of Lemmas 10 and 11

We now provide all the details of the proofs and the corresponding algorithms of Lemmas 10 and 11. Those
results, which have been described in detail in [5], are slight extensions of two algorithms presented in [7],
which themselves extend the original spectral sparsification result of Batson, Spielman, and Srivastava [2].
More specifically, Lemma 20 below - in some sense - generalizes Lemma 2; indeed, setting V = QT := U in
Lemma 20 gives Lemma 2. Lemma 19 below also describes a deterministic algorithm for sampling columns
from two matrices but the goal here is to optimize different spectral properties in the sampled matrices.

In this section of the Appendix, we will slightly abuse notation by denoting with S e R 4 sampling
matrix which samples columns - not rows - from matrices. We will later use S = ST to be consistent with
the notation used throughout the paper.

Lemma 19 (Lemma 13 in [7]). Let VT € R¥*" gnd B € RAX™ with VIV = I. Let v > k. Algorithm 5
runs in O(rk?n + f1n) time and deterministically constructs a sampling matriz S € R™" and a rescaling
matrix D € R™" such that,

or(VISD) > 1 — \/k/r; IBSD||r < ||B|lr.

We write [D, S] = DeterministicSamplingl (VT B,r) to denote this procedure.
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Input: VT = [v{,vs,...,v,] € RF*" B = [by,by,...,b,] € RA*" and r > k.
Output: Sampling matrix S € R™*" and rescaling matrix D € R"*",

Initialize Ag = Ogxp, S = 0%y, and D = 0,.,..
Set constants o = ||B|[2(1 — \/k/r)"; 6 = 1.
for r=0tor—1do
Let L, =7 — Vrk.
Pick index i, € {1,2,...,n} and number ¢, > 0 (see text for the definition of U, L):

1
U(b;,,0B) < o < L(vi,,0r,Ar,L;).

Update A1 = A, + tTV,-Tv;E; set giﬁﬂrl =1and Dyy1 41 = 1//%r.
7: end for
8: Multiply all the weights in D by

r=1 —\/k/r).

9: Return: S and D.

Algorithm 5: DeterministicSamplingl (Lemma 19)
Algorithm 5 is a greedy technique that selects columns one at a time. To describe the algorithm in
more detail, it is convenient to view the input matrices as two sets of n vectors,
VT = [V17V27 v 7Vn]7

and
B= [b17b27' e 7bn]

Given k and r > k, introduce the iterator 7 = 0,1,2,....,r — 1, and define the parameter
L =7—Vrk.

For a square symmetric matrix A € R¥** with eigenvalues \i,...,\s, v € RF and L € R, define

¢(L7A) :Z)\il—Lj

i=1
and let L(v,dr, A, L) be defined as

vIi(A - L) %v

¢(L/’ A) - ¢(L’ A)

where L' = L + 7, = L + 1. For a vector z and scalar § > 0, define the function

L(v,6,,A,L) = —vi(A - LT,

U(z,9) = %ZTZ.
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Input: VT = [v{,vo,...,v,] €ER**", Q = [q1,q2,...,qq) € R2*™ and r > k.
Output: Sampling matrix S € R™*" and rescaling matrix D € R"*".,

1: Initialize Ag = Ogxr, Bo = Opyxys = Opsy, and S = 0,5
-1
2: Set constants dq = (14 £3/7) (1 - \/k:/r> ; o = 1.
3: forr=0tor—1do
4:  Let L, =7 —Vrk; Uy = dq (T + \/627*)
5. Pick index i, € {1,2,...,n} and number ¢, > 0 (see text for the definition of U, L):

U(qi775Q7BT7Ur) S S L(Vi776L7AT7LT)'

1
tr
6: Update A;11 = A;+ tTV,-Tv;E; B 11=B,+ th,-Tq;PT, and

set Si-,,‘r-l—l = 17 DT+1,T+1 = 1/\/5
end for

: Multiply all the weights in D by \/r—l (1 — \/k:/r>.
9: Return: S and D.

=

o]

Algorithm 6: DeterministicSamplingll (Lemma 20)

At each iteration 7, the algorithm selects i, t, > 0 for which
U(b;, o) <t-' < L(vi,, 00, Ar,L;).

The running time of the algorithm is dominated by the search for an index i, satisfying
U(b;,,08) <t7' < L(vi, 07 A Ly)

(one can achieve that by exhaustive search). One needs ¢(L,A), and hence the eigenvalues of A. This
takes O(k®) time, once per iteration, for a total of O(rk?). Then, for i = 1,...,n, we need to compute
L for every v;. This takes O(nk?) per iteration, for a total of O(rnk?). To compute U, we need b} b;
for i = 1,...,n, which need to be computed only once for the whole algorithm and takes O(¢1n). So, the
total running time is O(nrk? + ¢1n).

Lemma 20 (Lemma 12 in [7]). Let VT € R Q € R?*" VIV =1, and QTQ = 1,. Let v > k.
Algorithm 6 runs in O(rk®*n + ré3n) time and deterministically constructs a sampling matriz S € R™¥"
and a rescaling matriz D € R™" such that,

ok(VTSD) > 1 — /i1 |QSDs < 1+ /.
If Q =1,,, it runs in O(rk?n); we write [D, S] = DeterministicSamplingII(VT,Q,r) for this procedure.

Algorithm 6 is similar to Algorithm 5; we only need to define the function U. For a square symmetric
matrix B € R%2*% with eigenvalues \1,..., )\, q € R, U € R, define: ¢(u,B) = 252:1 U_l)\i, and let
q' (B-v'l,) %q

U(q, dq,B,U) be defined as U(q7 iq,B,U) = B G B q(B — v'I;,)"lq, where U = U + dq =

-1
U+ (1+4y)/r) (1 — \/k:/r) . The running time of the algorithm is O(nrk? + nré3).
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B.1 Proof of Lemma 10
We first restate the lemma.

Lemma 21 (Restatement of Lemma 10). Let Y € R™% and ¥ € R with respective ranks py, and
pw. Given r > py, there erxists a deterministic algorithm that runs in time Tsyp (Y) + Tsyp (¥) +
O(Tn(p%( + p%I,)) and constructs sampling and rescaling matrices S € R™™ D € R"™" satisfying:

1 P
vank (DSY) = rank (Y) : | (DSY) o < — Y| |DS®¥[, < (1+\/—) 1%l
=V :

If ¥ = 1, the running time of the algorithm reduces to Tsyp (Y) + O (rnp%(). We write [D,S] =
MultipleSpectralSampling (Y, W, r) to denote such a deterministic procedure.

Proof. Let the SVD of Y € R is Y = Uy Xy V5, with Uy € R™PX By € RPYXPY Vy € RIXrx,
Let the SVD of ¥ € R is ¥ = Ug XNy Vg, with Ug € R™P¥ g € RP¥*P¥ and Vg € R2XP¥. Let

D, é] = DeterministicSamplingl (U, Ug, 7).

By Lemma 20,
Fmin(UYSD) > (1 /oy /r).
which implies

IULSD) e < (1~ Vov/r)

and )
rank(Uy,SD) = py.
Also,
|UESD> < (14 Vou/r)
because
Tmax(ULSD) < (1 + \/p\p/r>
Thus,

[(YTSD)|; I(VySyUySD)',

[(UYSD) (VyZvy) ||
(UL SD) |2 ]|(Vy Zy) |2

(1= Vo /r) " IVy Syl
(1= Vox/r) 1Y

(a) uses Lemma 18. To obtain the first inequality in the lemma we need to take S = ST and observe that
[(YTSD)||y = [(DSY)||2, and |[(Y")t||y = || YT||2. We now prove the second inequality in the lemma,

=

IN

IN

I¥*SD|> = [VeZgUgSD|: < [[VeZwl[2[UgSDIl2 = [ 72| UESD|l < [ €7 (1 + \/p\p/r) :

To obtain the second inequality in the lemma we need to take S = ST and use |[#TSD|; = |[DS¥||,, and
1@l = (1] u
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B.2 Proof of Lemma 11

We first restate the lemma.

Lemma 22 (Restatement of Lemma 11). Let Y € R™% and ¥ € R™ 2 with respective ranks py, and
pw. Given r > py, there exists a deterministic algorithm that runs in time Tsyp(Y) + O(rnp%( + lon)
and constructs sampling and rescaling matrices S € R™*", D € R"*" satisfying:

1

1—+/py/r

If ¥ = 1, the running time of the algorithm reduces to Tsyp (Y) + O (Tnp%{). We write [D,S] =
Multiple FrobeniusSampling (Y, W, r) to denote such a deterministic procedure.

rank (DSY) = rank (Y); | (DSY)' [} < [YTlo:  IDS¥|lr < [ ®].

Proof. Let the SVD of Y € R is Y = Uy Xy Vy, with Uy € R™/X 3y € RPYXPY Vy € ROXpx,
Let the SVD of ¥ € R™*%2 is ¥ = UgXg VY, with Ug € RVP¥ Bg € RP¥*P¥ and Vg € R2XP¥, Let

(D, S] = DeterministicSamplingl (U%, ®T 7).
By Lemma 19,
Umin(U%;SD) > <1 Y PY/T) )

which implies X
(U SD) [l < (1= Vv /r) ™",

and X
rank(UL,SD) = py.

Also, X
[®TSDlp < [€"|lr,

which by taking S = ST gives the second inequality in the lemma,

IDS¥lp < [[¥]g.

Now we prove the first inequality in the lemma,

[(UYSD) |2 (Vy Zy)l2
(1= vy /r) (VY Ey) 2.

(a) uses Lemma 18. To conclude, use [|[(YTSD)t||s = [[(DSY)T||2; |[(VyZv) ll2 = [[(YD)T|l2 = [[(Y)T|2.
|

1(YTSD)f |y = |(Vy Sy ULSD) |2 (ULSD) (Vy 2y ) ]2

IN A
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