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Abstract

Compressed sensing typically deals with the estimation of asystem input from its noise-corrupted linear mea-

surements, where the number of measurements is smaller thanthe number of input components. The performance

of the estimation process is usually quantified by some standard error metric such as squared error or support set

error. In this correspondence, we consider a noisy compressed sensing problem with any additive error metric. Under

the assumption that the relaxed belief propagation method matches Tanaka’s fixed point equation, we propose a

general algorithm that estimates the original signal by minimizing the additive error metric defined by the user. The

algorithm is a pointwise estimation process, and thus simple and fast. We verify that our algorithm is asymptotically

optimal, and we describe a general method to compute the fundamental information-theoretic performance limit for

any additive error metric. We provide several example metrics, and give the theoretical performance limits for these

cases. Experimental results show that our algorithm outperforms methods such as relaxed belief propagation (relaxed

BP) and compressive sampling matching pursuit (CoSaMP), and reaches the suggested theoretical limits for our

example metrics.

Index Terms

Belief propagation, compressed sensing, error metric, estimation theory.

I. I NTRODUCTION

A. Motivation

Compressed sensing [3–5] has received a great deal of attention in recent years, because it deals with signal

reconstruction problems with far fewer samples than required by the Nyquist rate, greatly reducing the sampling

rates required in signal processing applications, such as cameras, medical scanners, and high speed radar [6].
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Consider a linear system,

w = Φx, (1)

where the system inputx ∈ R
N is independent and identically distributed (i.i.d.), and the random linear mixing

matrix Φ ∈ R
M×N is sparse and known (typicallyM < N ). The vectorw ∈ R

M is called the measurement ofx,

and is passed through a bank of separable channels characterized by conditional distributions,

fY|W(y|w) =

M∏

i=1

fY |W (yi|wi), (2)

wherey is the channel output vector, and(·)i denotes theith element of a vector. Note that the channels are general

and are not restricted to Gaussian. We observe the channel output y, and want to estimate the original input signal

x from y andΦ. The remainder of this correspondence follows this system modeled by (1) and (2) (see Rangan [7]

for detailed assumptions about the system model).

The performance of the estimation process is often characterized by some error metric that quantifies the distance

between the estimated and the original signals. For a signalx and its estimatêx, both of lengthN , the error between

them is the summation over the component-wise errors,

D(x̂,x) =
N∑

j=1

d(x̂j , xj). (3)

For example, if the metric is absolute error, thend(x̂j , xj) = |x̂j − xj |; for squared error,d(x̂j , xj) = (x̂j − xj)
2.

Squared error is one of the most popular error metrics in various problems, due to many of its mathematical

advantages. For example, minimum mean squared error (MMSE)estimation provides both variance and bias

information about an estimator [8], and in the Gaussian caseit is linear and thus often easy to implement [9].

However, there are applications where MMSE estimation is inappropriate, for example because it is sensitive to

outliers [10, 11]. Therefore, alternative error metrics, such as mean absolute error (median), mean cubic error, or

Hamming distance, are used instead. Considering the significance of various types of error metrics other than

squared error, a general estimation algorithm that can minimize any desired error metric is of interest.

B. Related work

As mentioned above, squared error is most commonly used as the error metric in estimation problems given

by (1) and (2). Mean-squared optimal analysis and algorithms were introduced in [12–16] to estimate a signal from

measurements corrupted by Gaussian noise; in [7, 17, 18], further discussions were made about the circumstances

where the output channel is arbitrary, while, again, the MMSE estimator was put forth. Another line of work,

based on a greedy algorithm calledorthogonal matching pursuit, was presented in [19, 20] where the mean squared

error decreases over iterations. Absolute error is also under intense study in signal estimation. For example, an

efficient sparse recovery scheme that minimizes the absolute error was provided in [21, 22]; in [23], a fundamental

analysis was offered on the minimal number of measurements required while keeping the estimation error within
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a certain range, and absolute error was one of the metrics concerned. Support recovery error is another metric

of great importance, for example because it relates to properties of the measurement matrices [24]. The authors

of [24–26] discussed the support error rate when recoveringa sparse signal from its noisy measurements; support-

related performance metrics were applied in the derivations of theoretical limits on the sampling rate for signal

recovery [27, 28]. The readers may notice that previous workonly paid attention to limited types of error metrics.

What if absolute error, cubic error, or other non-standard metrics are required in a certain application?

C. Contributions

In this correspondence: (i) we suggest a pointwise Bayesian estimation algorithm thatminimizes an arbitrary

additive error metric; (ii ) we prove that the algorithm is optimal; (iii ) we study the fundamental information-theoretic

performance limit of an estimation for a given metric; (iv) we derive the performance limits for minimum mean

absolute error, minimum mean support error, and minimum mean weighted-support error estimators, and obtain

the receiver operating characteristic (ROC) of the modeledsystem by weighted-support error. This algorithm is

based on the assumption that the relaxed belief propagation(BP) method [7] converges to a set of degraded scalar

Gaussian channels [12, 14, 15, 17]. The relaxed BP method is well-known to be optimal for the squared error, while

we further show that the relaxed BP method can do more – because the sufficient statistics are given, other additive

error metric can also be minimized with one more simple and fast step. This is convenient for users who desire

to recover the original signal with a non-standard additiveerror metric. Simulation results show that our algorithm

outperforms algorithms such as relaxed BP [7], which is optimal for squared error, and compressive sampling

matching pursuit (CoSaMP) [20], a greedy reconstruction algorithm. Moreover, we compare our algorithm with the

suggested theoretical limits for minimum mean absolute error (MMAE), minimum mean support error (MMSuE),

and minimum mean weighted-support error (MMWSE), and illustrate that our algorithm is optimal.

The remainder of the correspondence is arranged as follows:we review relaxed BP in Section II, and then

describe our estimation algorithm and discuss its performance in Section III. Simulation results are given in Section

IV, while conclusions appear in Section V. Some mathematical details appear in appendices.

II. REVIEW OF RELAXED BELIEF PROPAGATION

Before describing the estimation algorithm, a review of therelaxed BP method [7, 13] is helpful.

Belief Propagation (BP) [29] is an iterative method used to compute the marginals of a Bayesian network.

Consider the bipartite graph, called aTanneror factor graph, shown in Figure 1, where circles represent random

variables (calledvariable nodes), and related variables are connected through functions (represented by squares,

calledfactor nodesor function nodes) that indicate their dependence. In standard BP, there are two types of messages

passed through the nodes: messages from variable nodes to factor nodes,mx→y, and messages from factor nodes

to variable nodes,my→x. If we denote the set of function nodes connected to the variable x by N(x), the set of
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Fig. 1: Tanner graph for relaxed belief propagation.

variable nodes connected to the functiony by N(y), and the factor function at nodey by Ψy, then the two types

of messages are defined as follows [29]:

mx→y =
∏

k∈N(x)\y

mk→x,

my→x =
∑

ℓ∈N(y)\x

Ψymℓ→y.

Inspired by the basic BP idea described above, the authors of[13, 17] developed iterative algorithms for estimation

problems in linear mixing systems. In the Tanner graph, an input vectorx = [x1, x2, ..., xN ] is associated with

the variable nodes (input nodes), and the output vectory = [y1, y2, ..., yM ] is associated with the function nodes

(output nodes). IfΦij 6= 0, then nodesxj andyi are connected to an edge(i, j), where the set of such edgesE is

defined asE = {(i, j) : Φij 6= 0}.

In standard BP methods [30–32], the distribution functionsof xj and wi as well as the channel distribution

function fY |W (yi|wi) were set to be the messages passed along the graph, but it is difficult to compute those

distributions, making the standard BP method computationally expensive. In [13], a simplified algorithm, called

relaxed belief propagation, was suggested. In this algorithm, means and variances replace the distribution functions

themselves and serve as the messages passed through nodes inthe Tanner graph, greatly reducing the computational

complexity. In [7, 17, 18, 33], this method was extended to a more general case where the channel is not necessarily

Gaussian.

In Rangan [7], the relaxed BP algorithm generates two sequences, qj(t) and µj(t), where t ∈ Z
+ denotes

the iteration number. Under the assumptions that the signaldimensionN → ∞, the iteration numbert → ∞,

and the ratioM/N is fixed, the sequencesqj(t) andµj(t) converge to sufficient statistics for the linear mixing

channel observationy (2). More specifically, in the large system limit, the conditional distributionf(xj |qj(t), µj(t))

converges to the conditional distributionf(xj |y), whereqj(t) can be regarded as a Gaussian-noise-corrupted version
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Fig. 2: The structure of the metric-optimal estimation algorithm.

of xj , andµj(t) is the noise variance,

qj(t) = xj + vj , (4)

wherevj ∼ N (0, µj(t)) for j = 1, 2, . . . , N . It has been shown [7] thatµj(t) converges to a fixed point that

satisfies Tanaka’s equation, which has been analyzed in detail (cf. [12, 14, 15, 18, 31, 34, 35]). We define the limits

of the two sequences,

lim
t→∞

qj(t) = qj ,

lim
t→∞

µj(t) = µ,

for j = 1, 2, . . . , N . Note that all the scalar Gaussian channels (4) have the samenoise varianceµ. We now simplify

equation (4) as follows,

qj = xj + vj , (5)

wherevj ∼ N (0, µ) for j = 1, 2, . . . , N .

III. E STIMATION ALGORITHM

A. Algorithm

The structure of our metric-optimal algorithm is illustrated in the dashed box in Figure 2. The inputs of the

algorithm are: (i) a distribution functionfX(x), the prior of the original inputx; (ii) a vectorq = (q1, q2, ..., qN ),

the outputs of the scalar Gaussian channels computed by relaxed BP [7]; (iii ) a scalarµ, the variance of the Gaussian

noise in (5); and (iv) an error metric functionD(x̂,x) specified by the user. The vectorq and the scalarµ are the

outputs of the relaxed BP method by Rangan [7], and in particular we generateq andµ using the software package

“GAMP” [36].

Because the scalar channels have additive Gaussian noise, and that the variances of the noise are allµ, we can

compute the conditional probability density functionfX|Q(x|q) from Bayes’ rule:

fX|Q(x|q) =
fQ|X(q|x)fX(x)

fQ(q)

=
fQ|X(q|x)fX(x)∫
fQ|X(q|x)fX(x)dx

, (6)
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where

fQ|X(q|x) =
1√

(2πµ)N
exp

(
−
‖q− x‖22

2µ

)
.

Given an error metricD(x̂,x), the optimal estimand̂xopt is generated by minimizing the conditional expectation

of the error metricE[D(x̂,x)|q], which is easy to compute usingfX|Q(x|q):

E[D(x̂,x)|q] =

∫
D(x̂,x)fX|Q(x|q)dx.

Then,

x̂opt = argmin
x̂

E[D(x̂,x)|q]

= argmin
x̂

∫
D(x̂,x)fX|Q(x|q)dx. (7)

The conditional probabilityfX|Q(x|q) is separable, because the parallel scalar Gaussian channels (5) are separable

andfX(x) is i.i.d. Moreover, the error metric functionD(x̂,x) (3) is also separable. Therefore, the problem reduces

to scalar estimation [9],

x̂opt,j = argmin
x̂j

E[d(x̂j , xj)|qj ]

= argmin
x̂j

∫
d(x̂j , xj)fxj |qj (xj |qj)dxj , (8)

for j = 1, 2, . . . , N . Equation (8) minimizes a single-variable function. In Section III-C, we show how to perform

this minimization in three example cases.

B. Theoretical results

Having discussed the algorithm, we now give a theoretical justification for its performance.

Claim 1: Given the system model described by(1), (2) and an error metricD(x̂,x) of the form defined by(3),

as the signal dimensionN → ∞ and the measurement ratioM/N is fixed, the optimal estimand of the input signal

is given by

x̂opt = argmin
x̂

E [D(x̂,x)|q] ,

where the vector entriesq = (q1, q2, . . . , qN ) are the outputs of the scalar Gaussian channels(5).

The rationale for Claim 1 is as follows. Because the probability density functionfXj |Y(xj |y) is statistically

equivalent tofXj |Qj
(xj |qj) in the large system limit, once we know the value ofµ, estimating eachxj from all

channel outputsy = (y1, y2, ..., yM ) is equivalent to estimatingxj from the corresponding scalar channel outputqj .

The relaxed BP method [7] calculates the sufficient statisticsqj andµ. Therefore, an estimator based on minimizing

the conditional expectation of the error metric,E (D(x̂,x)|q), gives an asymptotically optimal result.

Claim 1 states that, in the large system limit, the estimatorsatisfying (7) is optimal, because it minimizes the

conditional expectation of the error metric. The key point in the estimation problem is to obtain the posteriorfXj |Y.

Fortunately, the relaxed BP algorithm provides an asymptotically optimal method to decouple the mixing channels
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and thus an equivalent posteriorfXj |Qj
(xj |qj) can be computed easily, and our algorithm utilizes this convenient

feature.

Following Claim 1, we can compute the minimum expected errorachievable byanyestimation algorithm for any

additive error metricD(x̂opt,x). This minimum expected error is the fundamental information-theoretic performance

limit of interest in this problem; no estimation algorithm can out-perform this limit. At the same time, we will

see in Section III-C that, for three example error metrics, our BP-based algorithmmatchesthe performance of the

information-theoretic limit, and is thus optimal.

Claim 2: For a system modeled by(1), (2), as the signal dimensionN → ∞, the minimum mean user-defined

error (MMUE) is given by

MMUE(fX, µ) =

∫

R(Q)

(∫

R(X)

D(x̂opt,x)

(
1√

(2πµ)N
exp

(
−
‖q− x‖2

2µ

))
fX(x)dx

)
dq, (9)

where the optimal estimand̂xopt is determined by(7), R(·) represents the range of a variable, andµ is the variance

of the noise of the scalar Gaussian channel(5).

Equation (9) can be derived in the following steps.

MMUE(fX, µ) = E[D(x̂opt,x)]

=

∫

R(Q)

EQ

[
E[D(x̂opt,x)|q]

]
fQ(q)dq

=

∫

R(Q)

E[D(x̂opt,x)|q]fQ(q)dq

=

∫

R(Q)

(∫

R(X)

D(x̂opt,x)fX|Q(x|q)dx

)
fQ(q)dq

=

∫

R(Q)

(∫

R(X)

D(x̂opt,x)
fQ|X(q|x)fX(x)

fQ(q)
dx

)
fQ(q)dq

=

∫

R(Q)

(∫

R(X)

D(x̂opt,x)fQ|X(q|x)fX(x)dx

)
dq

=

∫

R(Q)

(∫

R(X)

D(x̂opt,x)
1√

(2πµ)N
exp

(
−
‖q− x‖2

2µ

)
fX(x)dx

)
dq.

Using both claims, we further analyze the estimation performance limits for three example error metrics in

Sections III-C.

C. Examples

1) Absolute error:Because the MMSE is the mean of the conditional distribution, the outliers in the set of data

may corrupt the estimation, and in this case the minimum meanabsolute error (MMAE) is a good alternative. For

absolute error,dAE(x̂j , xj) = |x̂j − xj |, and we have the following corollary describing the performance limit of

an MMAE estimator, where the proof is given in Appendix A.
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Corollary 1: For a system modeled by(1), (2), as the signal dimensionN → ∞, the minimum mean absolute

error (MMAE) estimator achieves

MMAE(fX, µ) = N

∫ +∞

−∞

(∫ x̂j,MMAE

−∞

(−xj)fXj |Qj
(xj |qj)dxj +

∫ +∞

x̂j,MMAE

xjfXj |Qj
(xj |qj)dxj

)
fQj

(qj)dqj , (10)

wherexj (respectively,qj) is the input (respectively, output) of the scalar Gaussianchannel(5), x̂j,MMAE satisfies
∫ +∞

x̂j,MMAE
fXj |Qj

(xj |qj)dxj =
1
2 , and fXj |Qj

(xj |qj) is a function offXj
following (6).

2) Support recovery error:In some applications in compressed sensing, correctly estimating the locations where

the data has non-zero values is almost as important as estimating the exact values of the data; it is a standard model

selection error criterion [24]. The process of estimating the non-zero locations is calledsupport recovery. Support

recovery error is defined as follows, and this metric function is discrete,

dsupport(x̂j , xj) = xor(x̂j , xj),

where

xor(x̂j , xj) =





0, if xj = 0 and x̂j = 0

0, if xj 6= 0 and x̂j 6= 0

1, if xj = 0 and x̂j 6= 0

1, if xj 6= 0 and x̂j = 0

.

Corollary 2: For a system modeled by(1), (2), wherefX is an i.i.d. sparse Gaussian prior such thatPr(Xj 6=

0) = p and Xj 6= 0 ∼ N (0, σ2), as the signal dimensionN → ∞, the minimum mean support error (MMSuE)

estimator achieves

MMSuE(fX, µ) = N · (1− p) · erfc

(√
τ

2µ

)
+N · p · erf

(√
τ

2(σ2 + µ)

)
, (11)

where

τ = 2 ·
σ2 + µ

σ2/µ
· ln

(
(1− p)

√
σ2/µ+ 1

p

)
.

Corollary 2 is proved in Appendix B.

3) Weighted-support error:In Section III-C2, we put equal weights on the error patterns(i) x̂j 6= 0 while xj = 0;

and (ii) x̂j = 0 while xj 6= 0. In this section, we further put unequal weights on these twoerror patterns, and the

receiver operating characteristic(ROC) curve [9] is obtained. We first definefalse positiveerror dFP as

dFP(x̂j , xj) = d(x̂j = 1, xj = 0) = 1,

and false negativeerror dFN as

dFN(x̂j , xj) = d(x̂j = 0, xj = 1) = 1.

Else the patterns coincide,

d(x̂j = 0, xj = 0) = d(x̂j = 1, xj = 1) = 0.

8



We then defineweighted-support erroras

dw support(x̂j , xj) = β · dFP(x̂j , xj) + (1 − β) · dFN(x̂j , xj), (12)

where0 ≤ β ≤ 1, and we setdw support(x̂j , xj) as the error metric that we want to minimize. The false positive rate

(or false alarm rate) is defined asPr(x̂j 6= 0|xj = 0), and the false negative rate (ormisdetection rate) is defined

asPr(x̂j = 0|xj 6= 0).

Corollary 3: For a system modeled by(1), (2), wherefX is an i.i.d. sparse Gaussian prior such thatPr(Xj 6=

0) = p andXj 6= 0 ∼ N (0, σ2), as the signal dimensionN → ∞,

1) the minimum mean weighted-support error (MMWSE) estimatorachieves

MMWSE(fX, µ) = Nβ(1− p) · erfc

(√
τ ′

2µ

)
+N(1− β)p · erf

(√
τ ′

2(σ2 + µ)

)
, (13)

where

τ ′ = 2 ·
σ2 + µ

σ2/µ
· ln

(
β(1 − p)

√
σ2/µ+ 1

(1− β)p

)
.

2) The false positive rate is

Pr(x̂j 6= 0|xj = 0) = erfc

(√
τ ′

2µ

)
, (14)

and the false negative rate is

Pr(x̂j = 0|xj 6= 0) = erf

(√
τ ′

2(σ2 + µ)

)
. (15)

The proof of Corollary 3 is provided in Appendix C.

It is shown in Corollary 3 thatPr(x̂j 6= 0|xj = 0) andPr(x̂j = 0|xj 6= 0) vary when the value ofβ varies.

Moreover, Comparing equation (13) to (11) in Corollary 2, the only difference is thatτ is replaced byτ ′, which is

the decision thresholdthat determines whether an estimand is zero or nonzero. Thatsaid, putting different weights

on false positive error and false negative error is analogous to tuning the decision threshold, and thus trading off

between the false alarm rate and the misdetection rate [9]. An ROC curve is shown in Section IV.

IV. N UMERICAL RESULTS

Some numerical results are shown in this section to illustrate the performance of our estimation algorithm

when minimizing a user-defined error metric. The Matlab implementation of our algorithm can be found at http:

//people.engr.ncsu.edu/dzbaron/software/arbmetric/.

We test our estimation algorithm on two linear systems modeled by (1) and (2): (i) Gaussian input and Gaussian

channel; (ii ) Weibull input and Poisson channel. In both cases, the input’s lengthN is 10,000, and its sparsity rate is

3%, meaning that the entries of the input vector are non-zero with probability3%, and zero otherwise. The matrix

Φ we use is Bernoulli(0.5) distributed, and is normalized to have unit-norm rows. In the first case, the non-zero

9



1000 2000 3000 4000 5000 6000 7000

10
2

Number of measurements M

E
rr

o
r

 

 

Relaxed BP
CoSaMP
Metric−optimal

(a) D(x̂,x) =
∑N

j=1
|x̂j − xj |

0.5.

1000 2000 3000 4000 5000 6000 7000

10
2

Number of measurements M

E
rr

o
r

 

 

Relaxed BP
CoSaMP
Metric−optimal

(b) D(x̂,x) =
∑N

j=1
|x̂j − xj |.

1000 2000 3000 4000 5000 6000 7000

10
1

10
2

Number of measurements M

E
rr

o
r

 

 

Relaxed BP
CoSaMP
Metric−optimal

(c) D(x̂,x) =
∑N

j=1
|x̂j − xj |

1.5.

Fig. 3: Comparison of the metric-optimal estimation algorithm, relaxed BP, and CoSaMP. (Sparse Gaussian input and Gaussian

channel; sparsity rate= 3%; input lengthN = 10, 000; SNR= 20 dB.)

input entries areN (0, 1) distributed, and the Gaussian noise isN (0, 3 · 10−4) distributed, i.e., the signal to noise

ratio (SNR) is 20 dB. In the second case, the non-zero input entries are Weibull distributed,

f(xj ;λ, k) =





k
λ

(xj

λ

)k−1
e−(xj/λ)

k

xj ≥ 0

0 xj < 0

,

whereλ = 1 andk = 0.5. The Poisson channel is

fY |W (yi|wi) =
(αwi)

yie−(αwi)

yi!
, for all i ∈ {1, 2, . . . ,M},

where the scaling factor of the input isα = 100.

In order to illustrate that our estimation algorithm is suitable for reasonable error metrics, we considered absolute

error and two other non-standard metrics:

Errorp =

N∑

j=1

|x̂j − xj |
p,

wherep = 0.5 or 1.5.

We compare our algorithm with the relaxed BP [7] and CoSaMP [20] algorithms. In Figure 3 and Figure 4, lines

marked with “metric-optimal” present the errors of our estimation algorithm, and lines marked with “Relaxed BP”

(respectively, “CoSaMP”) show the errors of the relaxed BP (respectively, CoSaMP) algorithm. Each point in the

figure is an average of 100 experiments with the same parameters. Because the Poisson channel is not an additive

noise channel and is not suitable for CoSaMP, the “MAE” and the “Error1.5” lines for “CoSaMP” in Figure 4

appear beyond the scope of vertical axis. It can be seen that our metric-optimal algorithm outperforms the other

two methods.

To demonstrate the theoretical analysis of our algorithm inSections III-C, we compare our MMAE estimation

results with the theoretical limit (10) in Figure 5a, where the integrations are computed numerically. In Figure 5b,

we compare our MMSuE estimator with the theoretical limit (11), where the value ofµ is acquired numerically from
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Fig. 4: Comparison of the metric-optimal estimation algorithm, relaxed BP, and CoSaMP. The “MAE” and the “Error1.5” lines for

“CoSaMP” appear beyond the scope of vertical axis. (Sparse Weibull input and Poisson channel; sparsity rate= 3%; input length

N = 10, 000; input scaling factorα = 100.)

the relaxed BP method [36] with 20 iterations. In Figure 5c, our MMWSE estimator and its theoretical limit (13)

are compared, where we fix the weightβ = 0.3, and obtain the value ofµ as in Figure 5b. In all three figures,

each point on the “metric-optimal” line is generated by averaging 40 experiments with the same parameters. It is

shown from all figures that the two lines are on top of each other. Therefore our estimation algorithm reaches the

corresponding theoretical limits and is optimal.

Figure 6 illustrates the ROC curve obtained by setting the weighted-support error (12) as the error metric. We vary

the value ofβ in (12) from 0 to 1, and compute the false positive rate as well as the false negative rate from (14)

and (15). The ROC curve is aPr(x̂j 6= 0|xj = 0) (14) versusPr(x̂j 6= 0|xj 6= 0) plot, wherePr(x̂j 6= 0|xj 6= 0)

is called thetrue positive rate, andPr(x̂j 6= 0|xj 6= 0) = 1− Pr(x̂j = 0|xj 6= 0) (15). In order to obtain different

curves, we tune the number of measurementsM , while keeping the sparsity rate, input length, and the SNR fixed.

It can be seen that for the same level of false positive rate, agreater number of measurements achieves a higher

true positive rate.

V. CONCLUSION

In this correspondence, we introduced a pointwise estimation algorithm that deals with arbitrary additive error

metrics in noisy compressed sensing. We verified that the algorithm is optimal in the large system limit, and provided

a general method to compute the minimum expected error achievable by any estimation algorithm for a user-defined

additive error metric. We started with the scalar Gaussian channel model of the relaxed BP algorithm and extended it

to a method that is applicable to any user-defined additive error metric. We discussed three error metric examples,

absolute error, support error, and weighted-support error, and gave the theoretical performance limits for them.

We further obtained the ROC curve for the modeled system by minimizing the weighted-support error. We also

illustrated numerically that our algorithm reaches the three example theoretical limits, and outperforms the relaxed

BP and the CoSaMP methods.
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Fig. 5: Comparisons of the metric-optimal estimators and the corresponding theoretical limits(10), (11), and (13). The

corresponding two lines are on top of each other. (Sparse Gaussian input and Gaussian channel; sparsity rate= 3%; input length

N = 10, 000; SNR= 20 dB.)

APPENDIX A

PROOF OFCOROLLARY 1

When

dAE(x̂j , xj) = |x̂j − xj |,

equations (7) or (8) solve for the MMAE estimand,x̂MMAE . In order to find the minimum, we take the derivative

of the expected function over̂xj ,

d E(|x̂j − xj || qj)

dx̂j

∣∣∣∣
x̂j=x̂j,MMAE

= 0, (16)

for eachj = {1, 2, . . . , N}. But

E(|x̂j − xj ||qj) =

∫ ∞

0

Pr(|x̂j − xj | > t|qj)dt

=

∫ ∞

0

Pr(x̂j − xj > t|qj)dt+

∫ ∞

0

Pr(x̂j − xj < −t|qj)dt

=

∫ x̂j

−∞

Pr(xj < t1|qj)dt1 +

∫ ∞

x̂j

Pr(xj > t2|qj)dt2, (17)

where changes of variablest1 = x̂j − t and t2 = x̂j + t are applied in (17). Using (16) and (17), we need

Pr(xj < x̂j,MMAE |qj)− Pr(xj > x̂j,MMAE |qj) = 0,

and thuŝxj,MMAE is given as the median of the conditional statisticsfXj |Qj
(xj |qj),

∫ x̂j,MMAE

−∞

fXj |Qj
(xj |qj)dxj =

∫ +∞

x̂j,MMAE

fXj |Qj
(xj |qj)dxj =

1

2
.
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Fig. 6: The ROC curve obtained by setting weighted-support error asthe error metric. (Sparse Gaussian input and Gaussian

channel; sparsity rate= 3%; input lengthN = 10, 000; SNR= 20 dB.)

Then, the conditional mean absolute error is,

E[ |x̂j,MMAE − xj || qj ]

=

∫ +∞

−∞

|x̂j,MMAE − xj |fXj |Qj
(xj |qj)dxj

=

∫ x̂j,MMAE

−∞

(x̂j,MMAE − xj)fXj |Qj
(xj |qj)dxj +

∫ +∞

x̂j,MMAE

(xj − x̂j,MMAE )fXj |Qj
(xj |qj)dxj

=

∫ x̂j,MMAE

−∞

(−xj)fXj |Qj
(xj |qj)dxj +

∫ +∞

x̂j,MMAE

xjfXj |Qj
(xj |qj)dxj .

Therefore, the MMAE for locationj, MMAEj(fXj
, µ), is

MMAE j(fXj
, µ) = E[|x̂j,MMAE − xj |]

=

∫ +∞

−∞

E[ |x̂j,MMAE − xj || qj ]fQj
(qj)dqj

=

∫ +∞

−∞

(∫ x̂j,MMAE

−∞

(−xj)fXj |Qj
(xj |qj)dxj +

∫ +∞

x̂j,MMAE

xjfXj |Qj
(xj |qj)dxj

)
fQj

(qj)dqj .

We note in passing that the integrations can be evaluated numerically in an implementation.

Because the inputx is i.i.d., and the decoupled scalar channels have the same parameterµ, the values of MMAEj

for all j ∈ {1, 2, . . . , N} are the same, and the overall MMAE is

MMAE(fX, µ) = N · MMAE j(fXj
, µ).

APPENDIX B

PROOF OFCOROLLARY 2

Similar to the idea of giving a limit on support recovery error rate [25], we derive the MMSuE limit for the

case where the input is real-valued and the matrixΦ is rectangular (M < N ). In the scalar Gaussian channel (5),

we factor the sparse Gaussian inputXj into Xj = Uj · Bj , whereUj ∼ N (0, σ2) andBj ∼ Bernoulli(p), i.e.,

13



Pr(Bj = 1) = p = 1− Pr(Bj = 0). The support recovery problem is the task of finding the maximum a-posteriori

(MAP) estimation ofBj .

For our estimation algorithm, the conditional expectationof support recovery error is,

E [d(x̂j , xj)|qj ] =





Pr(Bj = 1|qj) if b̂j = 0 andbj = 1

Pr(Bj = 0|qj) if b̂j = 1 andbj = 0

0 if b̂j = 0 andbj = 0

0 if b̂j = 1 andbj = 1

.

The estimand̂bj,opt minimizesE [d(x̂j , xj)|qj ], which implies

b̂j,opt =




0 if Pr(Bj = 1|qj) ≤ Pr(Bj = 0|qj)

1 if Pr(Bj = 1|qj) > Pr(Bj = 0|qj)
. (18)

It is easy to see thatfQj |Bj
(qj |0) ∼ N (0, µ) andfQj |Bj

(qj |1) ∼ N (0, σ2 + µ). Then,

Pr(Bj = 1|qj) =
fQj |Bj

(qj |1)Pr(Bj = 1)

fQj
(qj)

=
fQj |Bj

(qj |1)Pr(Bj = 1)∑
bj=0,1 fQj |Bj

(qj |bj)Pr(Bj = bj)

=
1

1 + 1−p
p

√
σ2/µ+ 1 exp

(
−

q2j
2 · σ2/µ

σ2+µ

) , (19)

and similarly

Pr(Bj = 0|qj) =
fQj |Bj

(qj |0)Pr(Bj = 0)

fQj
(qj)

=

1−p
p

√
σ2/µ+ 1 exp

(
−

q2j
2 · σ2/µ

σ2+µ

)

1 + 1−p
p

√
σ2/µ+ 1 exp

(
−

q2
j

2 · σ2/µ
σ2+µ

) . (20)

Therefore, Pr(Bj = 1|qj) > Pr(Bj = 0|qj) implies

q2j > τ = 2 ·
σ2 + µ

σ2/µ
ln

(
(1− p)

√
σ2/µ+ 1

p

)
,

and vice versa. We can rewrite (18) as,

b̂j,opt =




0 if q2j ≤ τ

1 if q2j > τ

.
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By averaging over the range ofQj, we get the overall MMSuE,

MMSuE(fX, µ) = N ·E[dj,support(x̂j , xj)]

= N

∫
E (dj,support(x̂j , xj)|qj) fQj

(qj)dqj

= N

∫

q2
j
>τ

Pr(Bj = 0|qj)fQj
(qj)dqj +N

∫

q2
j
≤τ

Pr(Bj = 1|qj)fQj
(qj)dqj

= N · Pr(Bj = 0, q2j > τ) +N · Pr(Bj = 1, q2j ≤ τ)

= N · Pr(q2j > τ |Bj = 0)Pr(Bj = 0) +N · Pr(q2j ≤ τ |Bj = 1)Pr(Bj = 1)

= N(1− p) · erfc

(√
τ

2µ

)
+Np · erf

(√
τ

2(σ2 + µ)

)
.

APPENDIX C

PROOF OFCOROLLARY 3

We use the same variablesUj andBj as defined in Appendix B. Fordw support (12), its conditional expectation

is

E [dw support(x̂j , xj)|qj ] =





(1 − β) · Pr(Bj = 1|qj) if b̂j = 0 andbj = 1

β · Pr(Bj = 0|qj) if b̂j = 1 andbj = 0

0 if b̂j = 0 andbj = 0

0 if b̂j = 1 andbj = 1

.

The estimand̂bj,opt minimizesE [dw support(x̂j , xj)|qj ], which implies

b̂j,opt =




0 if (1 − β) · Pr(Bj = 1|qj) ≤ β · Pr(Bj = 0|qj)

1 if (1 − β) · Pr(Bj = 1|qj) > β · Pr(Bj = 0|qj)
. (21)

Plugging (19) and (20) into (21), we get that

b̂j,opt =




0 if q2j ≤ τ ′

1 if q2j > τ ′
,

where

q2j > τ ′ = 2 ·
σ2 + µ

σ2/µ
ln

(
β(1 − p)

√
σ2/µ+ 1

(1− β)p

)
.
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Therefore, the minimum mean weighted-support error function MMWSE(fX, µ) is,

MMWSE(fX, µ) = N ·E[dj,w support(x̂j , xj)]

= N

∫
E (dj,w support(x̂j , xj)|qj) fQj

(qj)dqj

= N

∫

q2
j
>τ ′

βPr(Bj = 0|qj)fQj
(qj)dqj +N

∫

q2
j
≤τ ′

(1− β)Pr(Bj = 1|qj)fQj
(qj)dqj

= Nβ(1 − p) · erfc

(√
τ ′

2µ

)
+N(1− β)p · erf

(√
τ ′

2(σ2 + µ)

)
.

The false positive rate is

Pr(x̂j 6= 0|xj = 0) = Pr(q2j > τ ′|xj = 0)

= Pr(q2j > τ ′|Bj = 0)

= erfc

(√
τ ′

2µ

)
,

and the false negative rate is

Pr(x̂j = 0|xj 6= 0) = Pr(q2j ≤ τ ′|xj 6= 0)

= Pr(q2j ≤ τ ′|Bj = 1)

= erf

(√
τ ′

2(σ2 + µ)

)
.
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