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The Group Square-Root Lasso:
Theoretical Properties and Fast Algorithms

Florentina Bunea, Johannes Lederer, and Yiyuan She

Abstract

We introduce and study the Group Square-Root Lasso (GSRL) method for estimation in high dimensional sparse regression
models with group structure. The new estimator minimizes the square root of the residual sum of squares plus a penalty term
proportional to the sum of the Euclidean norms of groups of the regression parameter vector. The net advantage of the method
over the existing Group Lasso (GL)-type procedures consists in the form of the proportionality factor used in the penalty term,
which for GSRL is independent of the variance of the error terms. This is of crucial importance in models with more parameters
than the sample size, when estimating the variance of the noise becomes as difficult as the original problem. We show that the
GSRL estimator adapts to the unknown sparsity of the regression vector, and has the same optimal estimation and prediction
accuracy as the GL estimators, under the same minimal conditions on the model. This extends the results recently established for
the Square-Root Lasso, for sparse regression without groupstructure. Moreover, as a new type of result for Square-RootLasso
methods, with or without groups, we study correct pattern recovery, and show that it can be achieved under conditions similar
to those needed by the Lasso or Group-Lasso-type methods, but with a simplified tuning strategy. We implement our method
via a new algorithm, with proved convergence properties, which, unlike existing methods, scales well with the dimension of the
problem. Our simulation studies support strongly our theoretical findings.

Index Terms

Group Square-Root Lasso, high dimensional regression, noise level, sparse regression, Square-Root Lasso, tuning parameter

I. I NTRODUCTION

Variable selection in high dimensional linear regression models has become a very active area of research in the last decade.
In linear models one observes independent response random variablesYi ∈ R, 1 ≤ i ≤ n, and assumes that eachYi can
be written as a linear function of thei-th observation on ap-dimensional predictor vectorXi =: (Xi1, . . . , Xij , . . . , Xip),
corrupted by noise:

Yi = Xiβ
0 + σǫi, (1)

whereβ0 ∈ R
p is the unknown regression vector,σ ≥ 0 is the noise level, and for each1 ≤ i ≤ n, the additive termǫi,

is a mean zero random noise component. Postulating that somecomponents ofβ0 are zero is equivalent to assuming that
the corresponding predictors are unrelated to the responseafter controlling for the predictors with non-zero components. The
problem of predictor selection can be therefore solved by devising methods that estimate accurately where the zeros occur.

More recently, a large literature focusing on the selectionof groups of predictors has been developed. This problem requires
methods that set to zero entire groups of coefficients and is the focus of this work. Group selection arises naturally whenever it
is plausible to assume, based on scientific considerations,that entire subsets of theX-variables are unrelated to the response.
More generally, the need for setting groups of coefficients to zero is a building block in variable selection in general additive
models and sparse kernel learning, as discussed in Meier et al. [15] and Koltchinskii and Yuan [11], among others. Another
direct application is to predictor selection in the multivariate response regression model

Z = UA+ E, (2)

whereZ is ann×m matrix in which each row contains measurements on anm-dimensional random response vector,U is
a n× p observed matrix whose rows are then measurements of ap-dimensional predictor,E is the zero mean noise matrix,
andA is the unknown coefficient matrix. A predictorUj is not present in this model if thej-th row of A is equal to zero.
Using the vectorization operatorvec, (2) can be written asvec(Z ′) = (U ⊗ I)vec(A′) + vec(E′). Thus, if one treats rows of
A as groups, predictor selection in model (2) can be regarded as group selection in linear models of type (1).

Perhaps the most popular method for group selection is the Group-Lasso, introduced by Yuan and Lin [29] and further studied
theoretically in a number of works, including Lounici et al.[14], Wei and Huang [28]. The method consists in minimizing
the empirical square loss plus a term proportional to the sumof the Euclidean norms of groups of coefficients. Specifically,
let Y = (Y1, . . . , Yn)

′. We denote byX ∈ R
n×p the matrix with rowsXi, 1 ≤ i ≤ n, and refer to it in the sequel as the

design matrix. We assign the individual columns of the design matrix and the corresponding entries of the regression vector
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to groups. For this, we consider a partition{G1, . . . , Gq} of {1, . . . , p} into groups and denote the cardinality of a groupGj
by Tj and the minimal group size byTmin := min1≤j≤q Tj. We then assign all columns of the design matrixX with indices
in Gj to the groupGj . The corresponding matrix is denoted byXj ∈ R

n×Tj . Similarly, for any vectorβ ∈ R
p, we assign all

components ofβ with indices inGj to the groupGj and denote the corresponding vector byβj ∈ R
Tj . We define the active

set as
S := {1 ≤ j ≤ q : β0j 6= 0}. (3)

We will denote by‖v‖2 the Euclidean norm of a generic vectorv. Let λ > 0 be a given tuning sequence. With this notation,
the Group Lasso estimator is given by

β̄ := argmin
β∈Rp




‖Y −Xβ‖22

n
+
λ

n

q∑

j=1

√
Tj‖βj‖2



 .

Optimal estimation ofβ0, Xβ0 andS via the Group-Lasso is very well understood, and we refer to Bühlmann and van
de Geer [6] for an overview. However, one outstanding problem remains, and it is connected to the practical choice ofλ that
leads, respectively, to optimal estimation with respect toeach of these three aspects. It is agreed upon that whereas choosing
λ via cross-validation will yield estimates with good prediction and estimation accuracy, this choice is not optimal forcorrect
estimation ofS. A possibility is to determine first the theoretical forms ofthe tuning parameter that yield optimal performances,
respectively, and then estimate the unknown quantities in these theoretical expressions. One important reason for which this
approach has not become popular is the fact that the respective optimal values ofλ depend onσ, the noise level, and the
accurate estimation ofσ whenp > n may be as difficult as the original problem of selection. A step forward has been made
by Belloni et al. [2], in the context of variable (not group) selection. They introduced the Square-Root Lasso (SRL) given
below

¯̄β := argmin
β∈Rp

{
‖Y −Xβ‖2√

n
+
λ

n

p∑

l=1

|βl|
}
.

The consideration of the square-root form of the criterion was first proposed by Owen [18] in the statistics literature, and
a similar approach is the Scaled Lasso by Sun and Zhang [22]. Belloni et al. [2] studied theoretically the estimation and
prediction accuracy of the SRL estimator¯̄β, and showed that it is similar to that of the Lasso, with the net advantage that
optimality can be achieved for a tuning sequence independent of σ. This makes this version of the Lasso-type procedure much
more appealing whenp is large, especially whenp > n, and opens the question whether the same holds true for pattern
recovery, which was not studied in [2]. Moreover, given the wide applicability of group selection methods, it motivates the
study of a grouped version of the Square-Root Lasso. We therefore introduce and study the Group Square-Root Lasso (GSRL)

β̂ := argmin
β∈Rp




‖Y −Xβ‖2√

n
+
λ

n

q∑

j=1

√
Tj‖βj‖2



 . (4)

Our contributions are:

(a) To extend the ideas behind the Square-Root Lasso for group selection and develop a new method, the Group Square-Root
Lasso (GSRL).
(b) To show that the GSRL estimator has optimal estimation and prediction, achievable with aσ-free tuning sequenceλ. This
generalizes the results for SRL obtained by [2].
(c) To show that GSRL leads to correct pattern recovery, witha σ-free tuning sequenceλ. This provides, in particular, a
positive answer to the question left open in [2].
(d) To propose algorithms with guaranteed convergence properties that scale well with the size of the problem, measuredby
p, thereby extending the scope of the existing procedures, which are performant mainly for small and moderate values ofp.

We address (a), (b) and (c) in Section 2 below, and (d) in Section 3. Section 4 contains simulation results that support
strongly our findings. The proofs of all our results are collected in the Appendix.

II. T HEORETICAL PROPERTIES OF THEGROUP SQUARE-ROOT LASSO

In this section, we show that: (i) Nothing is lost by using‖Y −Xβ‖2 instead of‖Y −Xβ‖22 in the definition of our estimator
β̂ given by (4). Specifically, the Group Square-Root Lasso has the same accuracy as the Group Lasso, under essentially the
same conditions, in terms of estimation, prediction and subset recovery. (ii) The net gain is that these properties are achieved
via a tuning parameterλ that isσ-free, in contrast with the Group-Lasso, which requires a tuning parameterλ that is a function
of σ.

The following notation and conventions will be used throughout the paper. We assume that the design matrix is nonrandom
and normalized such that the diagonal entries of the Gram matrix Σ := X′X

n are equal to 1. We denote the cardinality of the
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setS defined in (3) above bys, that is |S| = s, and refer tos as the sparsity index. We sets∗ :=
∑

j∈S Tj . We denote by
βS ∈ R

s (and similarlyβSc ∈ R
p−s) the vector that consists of the entries ofβ ∈ R

p with indices in
⋃
j∈S Gj (or

⋃
j∈Sc Gj ).

Corresponding notation is used for matrices. For a generic vector v we denote by‖v‖∞ its supremum norm, the maximum
absolute value of its coordinates.

A. Estimation and Prediction

We begin with the study of the estimation and prediction accuracy of the Group Square-Root Lasso. We first state and
discuss the conditions under which these results will be established.

As shown in TheoremII.1 below, our results hold under the general Compatibility Condition on the design matrix, introduced
for the Lasso in [23], and extended to this setting in [6, Page 255]. This condition is a slight relaxation of the widely used
Cone or Restricted Eigenvalues Condition (see [3]). We refer to [24] and [6, Chapter 6.13] for a detailed comparison between
these two and other related conditions.

a) Compatibility Condition (CC):We say that the Compatibility Condition is met forκ > 0 andγ > 1 if

∑

j∈S

√
Tj‖δj‖2 ≤

√
s∗‖Xδ‖2√
nκ

(5)

for all δ ∈ ∆γ , where
∆γ := {δ ∈ R

p :
∑

j∈Sc

√
Tj‖δj‖2 ≤ γ

∑

j∈S

√
Tj‖δj‖2}. (6)

We refer toκ andγ as the compatibility constants and write

(κ, γ) ∈ C(X,S).
The compatibility constantκ measures the correlations in the design matrix: the smallerthe value ofκ, the larger the correlations.

For clarity of exposition, we will assume for the rest of the paper that the additive noise termsǫi have a standard Gaussian
distribution.

The second ingredient in our analysis is the definition of theappropriate noise component that needs to be compensated for
by the tuning parameterλ. The proofs of our results reveal that it is

V := max
1≤j≤q

{√
n‖(X ′ǫ)j‖2√
Tj‖ǫ‖2

}
. (7)

For γ > 1 given by conditionCC above , letγ := γ+1
γ−1 . For givenλ > 0 define the set

A := {V ≤ λ/γ} . (8)

We first establish our result over the setA. We then show, in LemmaII.1 below, that the setA has probability1 − α, for
any α close to zero, for an appropriate choice of the tuning parameter λ. Sinceλ will be chosen relative to the ratio of the
random variables that defineV , the factorσ cancels out. This is the key for obtaining a tuning parameterλ independent of
the variance of the noise.

With γ > 1 given byCC above andκ > 0 given by CC, we assume in what follows that the sparsity indexs∗ is not larger
than the sample sizen. Specifically, we assume that

s∗ <
n2κ2

λ2
. (9)

We will show in LemmaII.1 below that the value ofλ for which the eventA has high probability is, in terms of orders of
magnitude, no larger thanλ = O(

√
n log q). Therefore, and using the notation. for inequalities that hold up to multiplicative

constants, the condition on the sparsity index becomes

s∗ .
n

log q
,

which re-emphasizes the introduction ofs∗ in this analysis to start with: whereas we allowp > n, we cannot expect good
performance of any method from a limited sample sizen, unless the true model has essentially fewer parameters than n.

The following result summarizes the prediction and estimation properties of the Group Square-Root Lasso estimator. It
generalizes [2, Theorem 1], where the Square-Root Lasso is treated, corresponding in our set-up to the special caseq = p.
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Theorem II.1. Assume that(κ, γ) ∈ C(X,S) and that (9) holds. Then, on the eventA, the following hold:

‖X(β̂ − β0)‖2 .
σλ
√
s∗

κ
√
n

and
q∑

j=1

√
Tj‖(β̂ − β0)j‖2 .

σλs∗

κ2n
. (10)

The precise constants in the statements above are given in the proof of this theorem, presented in the appendix. TheoremII.1
is the crucial step in showing that the GSRL estimator, whichhas a tuning parameter free ofσ, has the same optimal rates
of convergence as the Group Lasso estimator, see for instance Lounici et al. [14] or Bühlmann and van de Geer [6]. We will
determine the size ofλ in LemmaII.1 below and state the resulting rates in CorollaryII.1.

Remark II.1. For prediction, the condition

∑

j∈S

√
Tj‖δj‖2 −

∑

j∈Sc

√
Tj‖δj‖2 ≤

√
s∗‖Xδ‖2√
nκ

for δ ∈ ∆1 could replace the CC condition(5), cf. [1]. We additionally note that prediction (in contrast to correct subset
recovery and estimation) is even possible for highly correlated design matrices, see [10, 27]. However, a detailed discussion
of prediction for correlated design matrices is not in the scope of this paper.

Remark II.2. Inequality (10) directly implies correct subset recovery for the Group Square-Root Lasso in the special case
σ = 0, cf. [1]. In contrast,σ = 0 and the conditions of TheoremII.1 are not sufficient to ensure correct subset recovery for
the Lasso and the Group Lasso.

B. Correct subset recovery

We study below the subset recovery properties of the Group Square-Root Lasso. Similarly to the analysis of all other
Lasso-type procedures, subset recovery can only be guaranteed under additional assumptions on the model.

The first condition is the Group Irrepresentable Condition,which is an additional condition on the the design matrixX . To
introduce it, we decompose the Gram matrixΣ with Σ1,1 :=

X′

SXS

n , Σ1,2 :=
X′

SXSc

n , Σ2,1 :=
X′

ScXS

n , andΣ2,2 :=
X′

ScXSc

n .
We defineΣ̃2,1 := (0 Σ1,2)

′ and Σ̃-1
1,1 := (0 Σ-1

1,1)
′.

b) Group Irrepresentable Condition (GIR):We say that the Group Irrepresentable Condition is met for0 < η < 1 if Σ1,1

is invertible and

max
v:‖vk‖2≤

√
Tk

max
1≤j≤q

‖(Σ̃2,1Σ
-1
1,1v)

j‖2√
Tj

< η. (11)

We refer toη as the group irrepresentable constant and write

η ∈ I(X,S).
The Group Irrepresentable Condition implies the Compatibility Condition discussed above, see for instance [6], and it is

therefore more restrictive. However, it is essentially a necessary and sufficient condition for consistent support recovery via
Lasso-type procedures, see [30]. We refer to [6, 16, 30, 31] for different versions of the Irrepresentable Condition and further
discussion of these versions.

The second condition needed for precise support recovery regards the strength of the signalβ0. Because the noise can
conceal small components of the regression vectorβ0, some of its nonzero components need to be sufficiently largeto be
detectable. We formulate this in the Beta Min Condition, similarly to [7] and [19, 25]:

c) Beta Min Condition (BM):We say that the Beta Min Condition is met form ∈ R
s if

‖β0j‖∞ ≥ mj , (12)

for all j ∈ S. We then writem ∈ B(β0).

Note that only one component ofβ0 in each non-zero group has to be sufficiently large, because we aim to select whole
groups, and not individual components.

A slightly different tuning parameter, still independent of σ is needed for consistent subset recovery. Letη̃ := 1+η
1−η , for η given

by GIR above, and recall thatγ = γ+1
γ−1 , with γ defined in condition CC above. Define the event

A1 = {V ≤ λ/(γ ∨ 2η̃)}. (13)
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Finally, we introduce the following notation

ξ‖·‖∞
:= max

v:‖vk‖2≤
√
Tk

max
1≤j≤q

‖(Σ̃-1
1,1v)

j‖∞√
Tj

.

Note that for orthonormal design matrices,ξ‖·‖∞
= 1. Let α ∈ (0, 1) be given.

Theorem II.2. Assume that the conditions CC, GIR and BM are met, and that (9) holds. Assume that(κ, γ) ∈ C(X,S) and
η ∈ I(X,S). LetD > 0 be a dominating constant. Then, on the setA1, we have, with probability greater than1− α:

(1) β̂Sc = 0;
(2) For all 1 ≤ j ≤ q,

‖(β̂ − β0)j‖∞ ≤ D
√
Tjσλ

n
.

(3) If there exists anm ∈ B(β0) such thatmj ≥ D
√
Tjσλ

n , for eachj ∈ S, then

S = Ŝ.

Remark II.3. The constantD depends onγ, η, κ andξ‖·‖∞
, but not onn, p, q. Its exact form is given in the proof of Theorem

II.2. The results above show that the Group Square Root Lasso willrecover the sparsity pattern consistently, as long asA1

has high probability, which we show in LemmaII.1 below. TheoremII.2 holds under slightly more general conditions on
the design than the variant on the mutual coherence condition employed in Lounici et al. [14], for pattern recovery with the
Group Lasso. Moreover, the recovery is guaranteed for signals of minimal strength, just above noise level, which we quantify
precisely in CorollaryII.1 below.

Remark II.4. TheoremII.2 can be proved only under GIR and BM, as GIR implies CC. However, using only GIR would
require the derivation of the corresponding constants under which CC holds, as we will appeal to the conclusion of Theorem
II.1 in the course of the proof of TheoremII.2. Given that the arguments are already technical, we opted for stating both
assumptions separately, for transparency.

Remark II.5. The Group Square-Root Lasso can be shown to lead to correct subset recovery under sharper Beta Min Conditions,
for a constantD independent ofξ‖·‖∞

, if we impose stricter conditions on the design. For example, one can invoke the Group
Mutual Coherence Condition (GMC) and apply ideas developedin [7] to find the conditionmj &

√
Tjλ/n, which is of the

same order as above, but holds up to universal constants, independent of the conditions on the design. We do not detail this
approach here, since the GMC implies GIR, and the proof wouldfollow very closely the ideas in [7].

C. Choice of the Tuning Parameter

As discussed above, the novel property of the Group Square-Root Lasso method is that its tuning parameterλ can be chosen
independently of the noise levelσ. This is particularly interesting in the high-dimensionalsettingp≫ n, where good estimates
of σ are not usually available. In determiningλ for this method, we recall that it has to be sufficiently largeto overrule the
noise component, which is independent ofσ,

V = max
1≤j≤q

{√
n‖(X ′ǫ)j‖2√
Tj‖ǫ‖2

}
,

in that the eventsA andA1, given above by (8) and (13), respectively, hold with high probability. At the same time, the bounds
in TheoremII.2 andII.1 become sharper for smaller values ofλ. To incorporate these two constraints, we choose the tuning
parameter as the smallest value that overrules the noise part with high probability. For this, we fixα ∈ (0, 1) and choose the
smallest valueλ such that with probability at least1 − α it still holds thatλ/γ ≥ V or λ/(γ ∨ 2η̃) ≥ V , depending on the
type of results we are interested in. Standard values forα are0.05 and0.01.

For eachj, let ζj = ‖Xj‖2/n andζ = maxj ζj , where‖A‖ is the operator norm of a generic matrixA.

Lemma II.1. Assume that the noise termsǫi, 1 ≤ i ≤ n, are i.i.d. standard Gaussian random variables, and assumethat
Tj < n, for all 1 ≤ j ≤ q. Let α ∈ (0, 1) be given such that16 log(2q/α) ≤ n− Tmax. Then, if

λ0 ≥
√
2ζn√

n− Tmax


1 +

√
2 log(2q/α)

Tmin


 ,
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it holds that
P(V ≥ λ0) ≤ α.

As an immediate consequence, the following corollary summarizes the expressions ofλ for which the eventsA andA1 hold
with probability1−α, for each givenα. Notice thatλ is independent ofσ, as claimed. CorollaryII.1 also shows that the sharp
rates of convergence and subset recovery properties of the Group Lasso are also enjoyed by the Group Square-Root Lasso,
with the important added benefit that the new method’s tuningparameter isσ-free.

Corollary II.1. Assume that the noise termsǫi, 1 ≤ i ≤ n, are i.i.d. standard Gaussian random variables and assume that
Tj < n, for all 1 ≤ j ≤ q. Let α ∈ (0, 1) be given such that16 log(2q/α) ≤ n− Tmax.

(i) If

λ ≥
√
2ζnγ√

n− Tmax


1 +

√
2 log(2q/α)

Tmin


 ,

thenP (A) ≥ 1− α.
(ii) If

λ ≥
√
2ζn(γ ∨ 2η̃)√
n− Tmax


1 +

√
2 log(2q/α)

Tmin


 ,

thenP (A1) ≥ 1− α.
(iii) Under the assumptions of TheoremII.1, its conclusion holds with probability at least1− 2α andλ = O(

√
n
Tmin

log q).

(iv) Under the assumptions of TheoremII.2, its conclusion holds with probability at least1− 2α andλ = O(
√

n
Tmin

log q).

The first two claims follow immediately from LemmaII.1 and the definitions ofA andA1, respectively. The third and forth
claims follow directly from the first two, by invoking Theorems II.1 and II.2, respectively. We only considered Gaussian noise
above for clarity of exposition. However, more general results can be established applying different deviation inequalities, for
instance [4, 13, 26]. For example, if theǫi’s belong to a general sub-exponential family, the order of magnitude ofλ remains
the same. We also refer to [1], where the analysis involving non-Gaussian noise makes use of moderate deviation theory for
self-normalized sums, leading in some cases to results similar to those obtained for Gaussian noise. Additionally, an analysis
that takes into account correlations between the groups is expected to lead to results similar to those established for the Lasso,
see [10, 27].

III. C OMPUTATIONAL ALGORITHM

In this section we show that the Group Square-Root Lasso can be implemented very efficiently. We consider estimators of
a form slightly more general than (4):

β̂ := argmin
β∈Rp



‖Y −Xβ‖2 +

q∑

j=1

λj‖βj‖2



 , (14)

where λ1, . . . , λq > 0 are arbitrary given constants. For convenience, we will implement, without loss of generality, the
following variant

β̂ := argmin
β∈Rp



‖Y −Xβ‖2/K +

q∑

j=1

λj‖βj‖2



 , (15)

whereK is a fixed, sufficiently large constant. A global minimum of (15), for given constantsλ1, . . . , λq, is also a global
minimum of (14) with constantsKλ1, . . . ,Kλq.

Whenq = p andλ1 = · · · = λq = λ, (15) reduces to the Square-Root Lasso, which was formulated in the form [2]:

min
t,v,β+,β−

t

K
+ λ

p∑

j=1

(βj+ + βj−)

s.t. vi = Yi − xTi β+ + xTi β
−, 1 ≤ i ≤ n, t ≥ ‖v‖2, β+ ≥ 0, β− ≥ 0. (16)

The last three constraints are second-order cone constraints. Based on this conic formulation, Belloni et al. [2], have derived
three computational algorithms for solving the Square-Root Lasso:
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1) First order methods by calling the TFOCS Matlab package, or TFOCS for short;
2) Interior point method by calling the SDPT3 Matlab package, or IPM for short;
3) Coordinatewise optimization, or COORD for short.

According to our experience, TFOCS is very slow and inaccurate. COORD is reasonably fast, but not as accurate as IPM,
especially in applications with a large number of parameters p. In computing a solution path, COORD is still much slower
than the, perhaps most popular, coordinate descent algorithm for solving the Lasso [9]. Therefore, even for the Square-Root
Lasso, without groups, a fast and accurate algorithm is still needed.

We propose a scaled thresholding-based iterative selection procedure (S-TISP) for solving the general Group Square-Root
Lasso problem (15). Assume the scaling step

Y ← Y/K, X ← X/K (17)

has been performed. Starting from an arbitraryβ(0) ∈ R
p, S-TISP performs the following iterations to updateβ(t), t = 0, 1, . . . :

βj(t+ 1) = ~Θ(βj(t) + (Xj)′(Y −Xβ(t));λj‖Xβ(t)− Y ‖2), 1 ≤ j ≤ q. (18)

Here, ~Θ is the multivariate soft-thresholding operator [21] defined through~Θ(0;λ) := 0 and ~Θ(a;λ) := aΘ(‖a‖2;λ)/‖a‖2
for a 6= 0, whereΘ(t;λ) := sign(t)(|t| −λ)+ is the soft-thresholding rule. S-TISP is extremely simple to implement and does
not resort to any optimization packages.

The following theorem guarantees the global convergence ofβ(t). The result is considerably stronger than those ‘every
accumulation point’-type conclusions that are often seen in numerical analysis.

Theorem III.1. Supposeλj > 0 and the following regularity condition holds:infξ∈A ‖Xξ − Y ‖2 > 0, whereA = {ϑβ(t) +
(1− ϑ)β(t+ 1) : ϑ ∈ [0, 1], t = 0, 1, . . . }. Then, forK large enough, the sequence of iteratesβ(t) generated by(18) starting
with anyβ(0) converges to a global minimum of(15).

According to our experience, smaller values ofK lead to faster convergence if the algorithm converges. The choiceK =
‖X‖/

√
2, motivated by display (39) in the proof of TheoremIII.1, works well in the simulation studies; we recall that‖X‖

is the operator norm of the matrixX . The associated objective function is‖Y −Xβ‖2 +
∑
j K · λj‖βj‖2 which reduces to

the specific form (4) if we set

λj =
λ

K
·
√
Tj
n
.

Other choices ofλj are allowable in our computational algorithm. We suggest using warm startsso that the convexity of the
problem can be well exploited. Concretely, after specifying a decreasing grid forλ, denoted byΛ = {λ1, · · · , λl}, we use the
converged solution̂βλl

as the initial pointβ(0) in (18) for the new optimization problem associated withλl+1.

IV. SIMULATIONS

A. Computational Time Comparison for the Square-Root Lasso

As explained in SectionIII above, the Square-Root Lasso can be computed using one of thealgorithms TFOCS, COORD,
or IPM [2]. As the Square-Root Lasso is a special case of the Group Square-Root Lasso (GSRL), corresponding toq = p, it
can also be implemented via our proposed S-TISP algorithm. In this section we compare the three existing methods with ours
in terms of computational time. We are particularly interested in high-dimensional, sparse problems, whenp is large andβ0 is
sparse. Since no competing GSRL algorithms exist, we only consider the non-grouped version of S-TISP in the experiments
below, for transparent comparison with published literature on algorithms for the Square-Root Lasso, which is only devoted
to variable selection, and not to group selection.

For uniformity of comparison, we used a Toeplitz design as inBelloni et al. [2] with correlation matrix[0.5|i−j|]p×p. The
noise variance is fixed at1 and the true signal is thep-dimensional, sparse vectorβ0 = (2.5 0 2.5 2.5 0 · · · 0)′ .
The first four components ofβ0 are fixed. The rest are all equal to zero, and their number varies as we vary the dimension
of β0 by settingp = 25, 50, 100, 200, 500, 1000, in order to investigate the computational scalability of each of the algorithms
under consideration. We setn = 50 for all values ofp. We perform the following computations:
(i) PATH.Solution paths are computed forλ/(

√
nK) = 2−6, 2−5.8, · · · , 2−0.2, 20. This grid is empirically constructed to cover

all potentially interesting solutions asp varies.
(ii) TH. We use the theoretical choiceλ/

√
n = 1.1Φ−1(1− 0.05/(2p)) recommended in [2] to compute a specific coefficient

estimate. In both cases, the error tolerance is 1e-6. Each experiment is repeated 50 times, and we report the average CPU time.
We used the Matlab codes downloaded from Belloni’s website and installed some further required Matlab packages,

with necessary changes to rescaleλ. We made consistent termination criteria, and suppressed the outputs. In particular, we
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implemented the warm start initiation in COORD which boostsits convergence substantially. The original initialization in the
COORD relies on a ridge regression estimate and is slow in computing a solution path. TableI shows the average computational
time for 50 runs of each of the algorithms under comparison.

Table I: Computational time comparison (CPU time in seconds) of the first order method by calling the TFOCS package, the interior
point method (IPM) based on SDPT3, the coordinatewise optimization (COORD), and the S-TISP.

PATH p = 25 p = 50 p = 100 p = 200 p = 500 p = 1000

S-TISP 0.09 0.34 0.64 0.77 1.28 3.42
COORD 0.24 0.67 0.68 0.69 2.37 32.13

IPM 3.84 4.42 4.99 6.09 9.07 15.36
TFOCS 119.08 245.74 452.82 685.25 749.55 696.45

TH p = 25 p = 50 p = 100 p = 200 p = 500 p = 1000

S-TISP 0.02 0.04 0.13 0.30 0.66 1.80
COORD 0.03 0.07 0.14 0.31 1.03 2.75

IPM 0.13 0.15 0.20 0.28 0.67 2.16
TFOCS 1.00 1.45 1.42 4.52 3.23 5.74

As we can see from TableI, TFOCS and IPM do not scale well for growingp, especially whenp > n. After comparing the
COORD estimates to those obtained by interior point methods(SDPT3 and SeDuMi), we found that, unfortunately, COORD is
a very crude and inaccurate approach. Its inaccuracy is exacerbated by warm starts. We also found that the solutions obtained
by calling the TFOCS package are not trustworthy for moderate or large values ofp, and that TFOCS is very slow. Our S-TISP
achieves comparable accuracy to IPM in the above experiments, and its computational costs scale well with the problem size.
In fact, it provides an impressive computational gain over the aforementioned algorithms for high-dimensional data, that is,
largep.

B. Tuning Comparison

In this part of the experiments, we provide empirical evidence of the advantages of the Group Square-Root Lasso in parameter
tuning.

We use the same Toeplitz design as before and setσ = 1. The true coefficient vector is generated asβ0 =
(
{2.5}3,

{0}3, {2.5}3, {2.5}3, {0}3, · · · , {0}3
)′

consisting of three2.5’s, three0’s, three2.5’s, three2.5’s, and finally a sequence of
three0’s. Hence,S = 3 and the group sizes are equal to 3. We fixn = 100 and varyp at 60, 300, 600. Each setup is simulated
50 times, and at each run, the Group Square-Root Lasso algorithm, implemented through our proposed S-TISP, is called with
three parameter tuning strategies.

(a) Theoretical choice, denoted by TH. This is based on a simplified version of the sequenceλ0 given by LemmaII.1. To
motivate our choice, we first recall the notationζj = ‖Xj‖2/n andζ = max ζj , where‖A‖ is the spectral norm of a generic
matrix A. DefineTmin = minTj , Tmax = maxTj. With this notation, we showed in the course of the proof of LemmaII.1
that the sequenceλ0 needs to be chosen such that, for givenα,

P (V ≥ λ0) ≤
q∑

j=1

P

(
χ2
Tj
≥

λ2
0

n2 (n− Tmax)

(ζ − λ2
0
Tmin

n2 )+
· χ2

n−Tj

)
≤ α,

whereχ2
Tj

andχ2
n−Tj

are independentχ2 variables. Since the ratio of these two variables has aF -distribution, and with the

notationτ :=
λ2
0

n2 (n−Tmax)

(ζ−λ2
0
Tmin

n2 )+

, we further have

P (V ≥ λ0) ≤
q∑

j=1

(1− FTj ,n−Tj
(τ))

≤ q (1− FTmin,n−Tmin
(τ)) ,

whereFn1,n2
denotes the cumulative distribution function of a F-distribution with n1 and n2 degrees of freedom. Hence,

P (V ≥ λ0) ≤ α if τ ≥ F−1
Tmin,n−Tmin

(1 − α/q) =: τ0 or, equivalently, if

λ0 ≥ n
√

ζτ0
Tminτ0 + n− Tmax

. (19)

The proof of LemmaII.1, in which control of the event(V ≥ λ0) and the determination ofλ0 is done via deviation inequalities
for χ2 random variables, can be used to show thatλ0 given by (19) above has the correct order of magnitude. Since the
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calculation involving the F-distribution leading to (19) is more precise, we advocate this choice for practical use,for models
with Gaussian errors. We further use CorollaryII.1 to chooseλ = λ0, for our particular design.

Therefore, we use the form (15) in our implementation, with

λj =
√
ζτ0/(Tminτ0 + n− Tmax)

√
nTj/K,

and τ0 = F−1
Tmin,n−Tmin

(1 − α/q), K = ‖X‖2/
√
2 andα = 0.01. After the optimal estimate is located, bias correction is

conducted by fitting a local OLS restricted to the selected dimensions, to boost the prediction accuracy.

(b) Cross-Validation (CV). We use 5-fold CV to determine theoptimal value ofλ and the associated estimate. Similarly,
bias-correction is performed at the end.

(c) SCV-BIC [21]. We cross-validate the sparsity patterns instead of the values ofλ. Unlike K-fold CV, only one penalized
solution path needs to be generated by running the Group Square-Root Lasso on theentiredataset. This determines the candidate
sparsity patterns. Then, we fit restricted OLS in each CV training to evaluate the validation error of the associated sparsity
pattern and append a BIC correction term to the total validation error. SCV-BIC is much less expensive than CV, noting that
the OLS fitting is cheap, and has been shown to bring significant performance improvement, see [21] for details and [8] for a
similar approach.

To measure the prediction accuracy, we generated additional test data withNtest =1e+4 observations in each simulation.
The effective prediction error is given byMSE = 100 · (∑Ntest

i=1 (yi−xTi β̂)2/(Ntestσ2)− 1). We found the histogram of MSE
is highly asymmetric and far from Gaussian. Therefore, the40% trimmed-mean (instead of the mean or the somewhat crude
median) of MSEs was reported as the goodness of fit of the obtained model. We characterize the selection consistency by
computing theMiss (M) rate – the mean of|{j : βj0 6= 0, β̂j0 = 0}|/|{j : βj0 6= 0}| over all simulations, where| · | is the
cardinality of a set, andFalse Alarms (FA) rate – the mean of|{j : βj0 = 0, β̂j0 6= 0}|/|{j : βj0 = 0}| over all simulations.
Correct selection occurs when M = FA = 0.

Table II: Performance of Group Square-Root Lasso Tunings—CV, SCV-BIC, and the theoretical choice (TH), in terms of miss rate (M),
false alarm rate (FA), and prediction error (MSE).

p = 60 p = 300 p = 600

M FA MSE M FA MSE M FA MSE
CV 0% 12.75% 23.210% 2.56% 22.16 0% 0.80% 18.36

SCV-BIC 0% 0% 9.82 0% 0.02% 9.99 0% 0.01% 8.95
TH 0% 0% 9.82 0% 0% 9.99 0.67% 0% 9.20

The missing rates are very low, which indicates that all truly relevant predictors are detected most of the time. We point
out that this will typically happen when the signal strengthis moderate to high (2.5 in our simulations), and it supportsour
theoretical findings. We expect a lesser performance when the signal strength is weaker. We conclude from TableII that the
selection by CV is acceptable, especially in high-dimensional, sparse problems, but it has the worst behavior relativeto the
other tuning strategies. SCV-BIC gives excellent prediction accuracy and recovers the true sparsity pattern successfully. It is
much more efficient than CV but still requires the computation of one Group Square-Root Lasso solution path. The theoretical
choice (TH) directly specifies the value for the regularization parameter and there is no need for a time-consuming grid search.
For Gaussian errors, this particular TH gives almost comparable performance to SCV-BIC in terms of both prediction and
variable selection accuracy.

APPENDIX

Proofs for Section 2

Throughout this section we will make use of the following basic fact.

Lemma IV.1. For a givenα ∈ (0, 1), let t =
√

4 ln(1/α)
n + 4 ln(1/α)

n and define

B := {‖ǫ‖2/
√
n ≤
√
1 + t}. (20)

Then,
P (B) ≥ 1− α.

The proof of this result is a direct application of Lemma 8.1 in [6]. Notice that, onB, we have‖ǫ‖2/
√
n ≤ C, for a dominating

constantC. We will make implicit use of this fact throughout.
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Proof of TheoremII.1. In the first step of the proof, we show thatδ̂ := β̂ − β0 ∈ ∆γ . The desired bounds are then derived in
a second step.

For the first step, we note that the definition of the estimator(4) implies

‖Y −Xβ̂‖2√
n

− ‖Y −Xβ
0‖2√

n
≤ λ

n

q∑

j=1

√
Tj

(
‖β0j‖2 − ‖β̂j‖2

)
,

and simple algebra yields

λ

n

q∑

j=1

√
Tj

(
‖β0j‖2 − ‖β̂j‖2

)
=
λ

n

∑

j∈S

√
Tj

(
‖β0j‖2 − ‖β̂j‖2

)
− λ

n

∑

j∈Sc

√
Tj‖β̂j‖2

≤λ
n

∑

j∈S

√
Tj|‖β0j‖2 − ‖β̂j‖2| −

λ

n

∑

j∈Sc

√
Tj‖β̂j‖2

≤λ
n

∑

j∈S

√
Tj‖δ̂j‖2 −

λ

n

∑

j∈Sc

√
Tj‖δ̂j‖2.

These two inequalities give

‖Y −Xβ̂‖2√
n

≤ ‖Y −Xβ
0‖2√

n
+
λ

n

∑

j∈S

√
Tj‖δ̂j‖2 −

λ

n

∑

j∈Sc

√
Tj‖δ̂j‖2. (21)

Next, we bound the error term. We obtain, via an application of the Cauchy-Schwarz’s inequality, and recalling the definition
of the error termV :

|ǫ′Xδ̂| = |
q∑

j=1

ǫ′Xj δ̂j |

≤
q∑

j=1

‖(ǫ′Xj)′‖2‖δ̂j‖2

≤ max
1≤j≤q

{√
n‖(ǫ′Xj)′‖2√
T j‖ǫ‖2

}
‖ǫ‖2√
n

q∑

j=1

√
Tj‖δ̂j‖2

= V
‖ǫ‖2√
n

q∑

j=1

√
Tj‖δ̂j‖2. (22)

We then observe that ∇‖Y −Xβ‖2|β=β0√
n

=
-X ′ǫ√
n‖ǫ‖2

,

and use Inequality (22) and the fact that any norm is convex to obtain

‖Y −Xβ̂‖2√
n

− ‖Y −Xβ
0‖2√

n
≥-
|ǫ′Xδ̂|√
n‖ǫ‖2

≥-
V

n

q∑

j=1

√
Tj‖δ̂j‖2.

Since on the setA we haveλ/γ ≥ V , we further obtain

‖Y −Xβ̂‖2√
n

− ‖Y −Xβ
0‖2√

n
≥ -

λ

nγ

q∑

j=1

√
Tj‖δ̂j‖2. (23)

Combining (21) and (23), we find

-
λ

nγ

q∑

j=1

√
Tj‖δ̂j‖2 ≤

λ

n

∑

j∈S

√
Tj‖δ̂j‖2 −

λ

n

∑

j∈Sc

√
Tj‖δ̂j‖2,

and thus (
1− 1

γ

)
λ

n

∑

j∈Sc

√
Tj‖δ̂j‖2 ≤

(
1 +

1

γ

)
λ

n

∑

j∈S

√
Tj‖δ̂j‖2.
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This implies λn
∑

j∈Sc

√
Tj‖δ̂j‖2 ≤

(
γ+1
γ−1

)
λ
n

∑
j∈S

√
Tj‖δ̂j‖2 and sinceλ > 0, we obtain

∑

j∈Sc

√
Tj‖δ̂j‖2 ≤ γ

∑

j∈S

√
Tj‖δ̂j‖2, (24)

or equivalently,̂δ ∈ ∆γ , as desired.

To derive the bounds stated in the theorem we begin by observing that

‖Y −Xβ̂‖2√
n

− ‖Y −Xβ
0‖2√

n
≤ λ

n

√
s∗‖Xδ̂‖2√
nκ

(25)

by (21) and the Compatibility Condition (5). Next, we write

‖Y −Xβ̂‖22
n

− ‖Y −Xβ
0‖22

n
=
‖Xδ̂ − σǫ‖22

n
− ‖σǫ‖

2
2

n
=
‖Xδ̂‖22
n

− 2σǫ′Xδ̂

n
,

and we use (5), (22), and (25) to obtain

‖Xδ̂‖22
n

=
‖Y −Xβ̂‖22

n
− ‖Y −Xβ

0‖22
n

+
2σǫ′Xδ̂

n

=

(
‖Y −Xβ̂‖2√

n
− ‖Y −Xβ

0‖2√
n

)(
‖Y −Xβ̂‖2√

n
+
‖Y −Xβ0‖2√

n

)
+

2σǫ′Xδ̂

n

≤λ
n

√
s∗‖Xδ̂‖2√
nκ

(
2‖Y −Xβ0‖2√

n
+
λ

n

√
s∗‖Xδ̂‖2√
nκ

)
+

2V ‖σǫ‖2
n3/2

q∑

j=1

√
Tj‖δ̂j‖2

≤ s
∗λ2

κ2n2

‖Xδ̂‖22
n

+
2λ

n

√
s∗‖Xδ̂‖2√
nκ

‖σǫ‖2√
n

+
2(1 + γ)λ‖σǫ‖2

γn3/2

√
s∗‖Xδ̂‖2√
nκ

=
s∗λ2

κ2n2

‖Xδ̂‖22
n

+ γ
2λ

n

√
s∗‖Xδ̂‖2√
nκ

‖σǫ‖2√
n

since onA we haveλ/γ ≥ V . Consequently,

‖Xδ̂‖22
n

≤ u
√
s∗λ‖σǫ‖2‖Xδ̂‖2

n2κ
,

whereu := 2γ

1− λ2s∗

n2κ2

∈ (0,∞) by assumption (9). Since onB we have

‖σǫ‖2√
n
≤ σ
√
1 + t,

the first statement of the theorem follows:

‖X(β̂ − β0)‖2 ≤ σ
√
1 + t

λ
√
s∗u

κ
√
n

.
√
1 + t

λ
√
s∗

κ
√
n
.

For the second claim, we use the fact thatδ ∈ ∆γ and the Compatibility Condition (5) to deduce that
q∑

j=1

√
Tj‖δj‖2 ≤ (γ + 1)

∑

j∈S

√
Tj‖δj‖2 ≤

(γ + 1)
√
s∗‖X(β̂ − β0)‖2√

nκ
≤ λ(γ + 1)us∗

nκ2
‖σǫ‖2√

n
.

Therefore, again on the setB, we have

q∑

j=1

√
Tj‖(β̂ − β)j‖2 ≤ σ

√
1 + t

λ(γ + 1)us∗

nκ2
.
√
1 + t

λs∗

nκ2
,

which concludes the proof of this theorem.

We next prove TheoremII.2. We begin with two preparatory results.
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Lemma IV.2. Assume thatY 6= Xβ̂ over some setC . Then, onC, the quantityβ̂ is a solution of the criterion(4) if and only
if for every1 ≤ j ≤ q

β̂j 6= 0⇒ (X ′(Y −Xβ̂))j
‖Y −Xβ̂‖2

=
λ
√
Tj√

n‖β̂j‖2
β̂j (26)

β̂j = 0⇒ ‖(X
′(Y −Xβ̂))j‖2
‖Y −Xβ̂‖2

≤ λ
√
Tj√
n
. (27)

Proof. Since all terms of the criterion (4) are convex, and thus, the criterion is convex, we can apply standard subgradient
calculus. The subgradient∂f |x of a convex functionf : Rp → R at a pointx ∈ R

p is defined as the set of vectorsv ∈ R
p

such that for ally ∈ R
p

f(y) ≥ f(x) + v′(y − x).
From this, one derives easily that subgradients are linear and additive and that the subgradient∂f |x is equal to the gradient
∇f |x if the functionf is differentiable atx. Moreover,x ∈ R

p is a minimum of the functionf if and only if 0 ∈ ∂f |x. Since
Y 6= Xβ̂, the first term of the criterion (4) is differentiable and we have

∇‖Y −Xβ‖2|β =
∇‖Y −Xβ‖22|β
2‖Y −Xβ‖2

=
-X ′(Y −Xβ)
‖Y −Xβ‖2

. (28)

For the remaining terms, we observe that for any vectorw ∈ R
T \{0}, T ∈ N,

∇‖w‖2|w =
w

‖w‖2
(29)

and forw = 0

v ∈ ∂‖w‖2|w=0 ⇔ ‖z‖2 ≥ ‖0‖2 + (z − 0)′v = z′v for all z ∈ R
T (30)

and, consequently,∂‖w‖2|w=0 = {v ∈ R
T : ‖v‖2 ≤ 1}.

The claim follows then from Equations (28), (29), and (30).

Lemma IV.3. Under the conditions of TheoremII.1, it holds that, on the setA ∩ B, we have
(
1− λ

√
s∗u

nκ

)
‖σǫ‖2 ≤ ‖Y −Xβ̂‖2 ≤

(
1 +

λ
√
s∗u

nκ

)
‖σǫ‖2

for u := 2γ

1− λ2s∗

n2κ2

.

Proof. By the triangle inequality

‖σǫ‖2 − ‖X(β̂ − β0)‖2 ≤ ‖Y −Xβ̂‖2 ≤ ‖σǫ‖2 + ‖X(β̂ − β0)‖2.
The claim follows immediately by TheoremII.1 above.

Proof of TheoremII.2. The crucial step in this proof is to use the KKT Conditions in LemmaIV.2 in order to show that, on
A1 ∩ B, we haveβ̂Sc = 0.

First, we observe that LemmaIV.3 implies thatY −Xβ̂ 6= 0 onA∩B, and we can consequently apply the KKT Conditions
derived in LemmaIV.2 for C = A∩B. Moreover, since by definition,A1∩B ⊆ A∩B, the results also hold on the smaller set.

Thus, there exists a vectorτ ∈ R
p such that‖τ j‖2 ≤

√
Tj for all 1 ≤ j ≤ q and, additionally,τ j =

√
Tj β̂

j

‖β̂j‖2

, for all 1 ≤ j ≤ q
such thatβ̂j 6= 0, andτ satisfies the equality

X ′(Y −Xβ̂)
‖Y −Xβ̂‖2

=
λ√
n
τ.

We rewrite this with
ψ̂ := ‖Y −Xβ̂‖2 and δ̂ := β̂ − β0

as

σX ′ǫ−X ′Xδ̂ =
ψ̂λ√
n
τ.

So, on the one hand, we have
-n2Σ1,1δ̂S − n2Σ1,2δ̂Sc =

√
nψ̂λτS − nσ(X ′ǫ)S , (31)
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or, equivalently,
-n2δ̂S − n2Σ-1

1,1Σ1,2δ̂Sc =
√
nψ̂λΣ-1

1,1τS − nσΣ-1
1,1(X

′ǫ)S ,

and finally
-n2δ̂′ScΣ2,1δ̂S − n2δ̂′ScΣ2,1Σ

-1
1,1Σ1,2δ̂Sc =

√
nψ̂λδ̂′ScΣ2,1Σ

-1
1,1τS − nσδ̂′ScΣ2,1Σ

-1
1,1(X

′ǫ)S . (32)

On the other hand, we have
-n2Σ2,1δ̂S − n2Σ2,2δ̂Sc =

√
nψ̂λτSc − nσ(X ′ǫ)Sc .

Since forj ∈ Sc

β̂j 6= 0⇒ δ̂j · τ j =
√
Tj δ̂

j · δ̂j

‖δ̂‖2
=
√
Tj‖δ̂j‖2

β̂j = 0⇒ δ̂j · τ j = 0 =
√
Tj‖δ̂j‖2,

this implies that

-n2δ̂′ScΣ2,1δ̂S − n2δ̂′ScΣ2,2δ̂Sc =
√
nψ̂λδ̂′ScτSc − nσδ̂′Sc(X ′ǫ)Sc

=
√
nψ̂λ

∑

j∈Sc

√
Tj

(
‖δ̂j‖2 −

σ
√
n δ̂j · (X ′ǫ)j
√
Tjλψ̂

)
.

The right-hand side can be bounded from below, using Cauchy-Schwarz’s Inequality, by

√
nψ̂λ

∑

j∈Sc

√
Tj

(
‖δ̂j‖2 − ‖δ̂j‖2

σ
√
n‖(X ′ǫ)j‖2√
Tjλψ̂

)
.

LemmaIV.3 implies thatλ/η̃ ≥ V̂ for

V̂ := max
1≤j≤q

{
σ
√
n‖(X ′ǫ)j‖2√

Tjψ̂

}
,

and thus, the above term can be bounded from below by
(
1− 1

η̃

)√
nψ̂λ

∑

j∈Sc

√
Tj‖δ̂j‖2.

So, in summary, we have

-n2δ̂′ScΣ2,1δ̂S − n2δ̂′ScΣ2,2δ̂Sc ≥
(
1− 1

η̃

)√
nψ̂λ

∑

j∈Sc

√
Tj‖δ̂j‖2. (33)

Subtracting Equation (33) from Equation (32) then yields

n2δ̂′Sc(Σ2,2 − Σ2,1Σ
-1
1,1Σ1,2)δ̂Sc

≤ √nψ̂λδ̂′ScΣ2,1Σ
-1
1,1(τS −

√
nσ

λψ̂
(X ′ǫ)S)−

(
1− 1

η̃

)√
nψ̂λ

∑

j∈Sc

√
Tj‖δ̂j‖2. (34)

The first term of the right-hand side above can be bounded via the Cauchy-Schwarz’s inequality by

√
nψ̂λδ̂′ScΣ2,1Σ

-1
1,1(τS −

√
nσ

λψ̂
(X ′ǫ)S) =

√
nψ̂λ

∑

j∈Sc

δ̂j · (Σ̃2,1Σ
-1
1,1(τS −

√
nσ

λψ̂
(X ′ǫ)S))

j

≤ √nψ̂λ
∑

j∈Sc

√
Tj‖δ̂j‖2

‖(Σ̃2,1Σ
-1
1,1(τS −

√
nσ

λψ̂
(X ′ǫ)S))j‖2

√
Tj

.

Now, we observe that ifλ/η̃ ≥ V̂ , then σ
√
n

ψ̂λ
‖(X ′ǫ)j‖2 ≤

√
Tj

η̃ for all 0 ≤ j ≤ q, and thus, the above expression can be
bounded by

√
nψ̂λ max

v:‖vk‖2≤(1+ 1
η̃ )

√
Tk

∑

j∈Sc

√
Tj‖δ̂j‖2

‖(Σ̃2,1Σ
-1
1,1v)

j‖2√
Tj

=

(
1 +

1

η̃

)√
nψ̂λ max

v:‖vk‖2≤
√
Tk

∑

j∈Sc

√
Tj‖δ̂j‖2

‖(Σ̃2,1Σ
-1
1,1v)

j‖2√
Tj

.
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If β̂Sc 6= 0, this is strictly smaller than
(
1 +

1

η̃

)
u
√
nψ̂λ

∑

j∈Sc

√
Tj‖δ̂j‖2 =

(
1− 1

η̃

)√
nψ̂λ

∑

j∈Sc

√
Tj‖δ̂j‖2

by our Group Irrepresentable Condition. Then, by Inequality (34), this yields

n2δ̂′Sc(Σ2,2 − Σ2,1Σ
-1
1,1Σ1,2)δ̂Sc < 0.

But sinceΣ2,2 − Σ2,1Σ
-1
1,1Σ1,2 ≥ 0, this leads to a contradiction. Hence,δ̂Sc = 0 and the first claim is proved.

For the second claim, we invokêδSc = 0 to obtain, using Equation (31),

-n2Σ1,1δ̂S =
√
nψ̂λτS − nσ(X ′ǫ)S .

This implies

-n2δ̂S =
√
nψ̂λΣ-1

1,1

(
τS −

√
nσ(X ′ǫ)S

ψ̂λ

)

and, usingλ/η̃ ≤ V̂ and bounding the norms as above,

‖δ̂j‖∞ ≤ max
v:‖vk‖2≤

√
Tj

(
1 + 1

η̃

)
λ

n

ψ̂√
n
‖(Σ̃-1

1,1v)
j‖∞

≤

(
1 + 1

η̃

)√
Tjλ

n

ψ̂√
n
ξ‖·‖∞

≤

(
1 + 1

η̃

)√
Tjλ

n

‖σǫ‖2√
n

(
1 +

λ
√
s∗u

nκ

)
ξ‖·‖∞

≤ 2σ
√
1 + t

1 + η̃
(1 + u)ξ‖·‖∞

λ
√
Tj

n

≤ D
λ
√
Tj

n
, for all 1 ≤ j ≤ q,

which is the second claim of this theorem. In the above derivation we used LemmaIV.3 above for the third inequality, and
assumption (9) for the forth and the fact that

√
1 + t is bounded by a constant, by the definition of the setB in LemmaIV.1

above. We also recall that under (9), the quantityu is a positive constant.
The third claim follows immediately from the first two and theBeta Min Condition. This concludes the prof of this theorem.

Proof of LemmaII.1. We first observe that

P (V ≥ λ0) = P

(
max
1≤j≤q

{√
n‖(ǫ′Xj)′‖2√
T j‖ǫ‖2

}
≥ λ0

)

= P

(
max
1≤j≤q

ǫ′
(
Xj(Xj)′

n
− λ20Tj

n2
I

)
ǫ ≥ 0

)

≤
q∑

j=1

P

(
ǫ′
(
Xj(Xj)′

n
− λ20Tj

n2
I

)
ǫ ≥ 0

)
.

Let U ′(j)D(j)U(j) be a spectral decomposition ofXj(Xj)′/n such thatU(j) is orthogonal andD(j) is diagonal with
diagonal entriesξ1(j) ≥ · · · ≥ ξTj

(j) ≥ ξTj+1(j) = · · · = ξn(j) = 0. With the notationζj = ‖Xj‖2/n, where‖A‖ is the
spectral norm of a generic matrixA, we haveζj = ξ1(j). It follows that

ǫ′
(
Xj(Xj)′

n
− λ20Tj

n2
I

)
ǫ =ǫ′

(
U ′(j)D(j)U(j) − λ20Tj

n2
I

)
ǫ

=(U(j)ǫ)′
(
D(j)− λ20Tj

n2
I

)
U(j)ǫ

≤‖ǫ1‖22
(
ζj −

λ20Tj
n2

)

+

− ‖ǫ2‖22
λ20Tj
n2

,
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whereǫ1 andǫ2 are independent withǫ1 ∼ N (0, ITj
) andǫ2 ∼ N (0, I(n−Tj)). Thus, for any fixedr ∈ (0, 1) we have

P (V ≥ λ0) ≤
q∑

j=1

P

(‖ǫ1‖22
Tj
· (ζj −

λ20Tj
n2

)+ ≥
λ20
n2
· ‖ǫ2‖22

)
(35)

≤
q∑

j=1

P

(‖ǫ1‖22
Tj
· (n

2ζj
λ20
− Tj)+ ·

1

n− Tj
≥ 1− r

)

+

q∑

j=1

P

(
1

n− Tj
· ‖ǫ2‖22 ≤ 1− r

)
.

If ζj ≤ λ2
0Tj

n2 , then the first sum in the inequality above is trivially equalto zero, therefore the argument below is needed only

when the reverse inequality holds. From Laurent and Massart[12, Lemma 1],P(X − d ≥ dt) ≤ exp
(
− d4 (

√
(1 + 2t− 1)2

)

andP (X ≤ d− dt) ≤ exp
(
− d4 t2

)
, for X ∼ χ2(d). Therefore, for the first term in (35) we obtain, for eachj:

P

(‖ǫ1‖22
Tj
· (n

2ζj
λ20
− Tj) ·

1

n− Tj
≥ 1− r

)

≤ exp


−Tj

4



√√√√2(1− r)(n − Tj)

n2ζj
λ2
0

− Tj
− 1− 1




2



≤ exp


−Tmin

4



√√√√2(1− r)(n − Tmax)

n2ζ
λ2
0

− Tmin

− 1− 1




2

 .

To bound the last term in (35) we first obtain, for eachj:

P

( ‖ǫ‖22
n− Tj

< 1− r
)
≤ exp

(
− (n− Tj)r2

4

)
≤ exp

(
− (n− Tmax)r

2

4

)
.

Hence,

P (V ≥ λ0)

≤ q · exp


−Tmin

4



√√√√2(1− r)(n− Tmax)

n2ζ
λ2
0

− Tmin

− 1− 1




2

+ q · exp

(
− (n− Tmax)r

2

4

)
.

For r = 2
√

log(2q/α)
n−Tmax

the last term is bounded byα/2. For this value ofr and with

λ0 =

√
2ζn√

n− Tmax


1 +

√
2 log(2q/α)

Tmin


 ,

the first term is also bounded byα/2. This concludes the proof.

Proofs for SectionIII

Lemma IV.4. Given anyλ, ~Θ(·;λ) is nonexpansive:‖~Θ(x;λ) − ~Θ(x̃;λ)‖2 ≤ ‖x− x̃‖2, ∀x, x̃ ∈ R
p.

Proof. Define ∆ = ‖x − x̃‖22 − ‖~Θ(x;λ) − ~Θ(x̃;λ)‖22, a = ‖x‖2, b = ‖x̃‖2, and c = x′x̃/(ab). Obviously, |c| ≤ 1 and
c = ~Θ(x;λ)′~Θ(x̃;λ)/(ab). By the Cosine Rule,

‖x− x̃‖22 = a2 + b2 − 2abc

‖~Θ(x;λ)− ~Θ(x̃;λ)‖22 = ((a− λ)+)2 + ((b− λ)+)2 − 2(a− λ)+(b− λ)+c.
(i) Supposea > λ andb > λ. Then∆ = −2λ2 + 2(a+ b)λ+ 2λ2c− 2λ(a+ b)c = 2(1− c)λ(a+ b− λ) ≥ 0.
(ii) Supposea < λ and b > λ. Then∆ = a2 + b2 − 2abc− (b − λ)2 = a2 − 2abc− λ2 + 2bλ ≥ a2 − 2ab− λ2 + 2bλ =

(2b− a− λ)(λ − a) ≥ 0. Therefore,‖~Θ(x;λ)− ~Θ(x̃;λ)‖2 ≤ ‖x− x̃‖2.
Proof of TheoremIII.1. By LemmaIV.4, the mapping (18) is nonexpansive. We use Opial’s conditions [17, 20] for studying
nonexpansive operators to prove the strict convergence ofβ(t). The key of the proof is to show the mapping isasymptotically
regular: ‖β(t+ 1)− β(t)‖ → 0 as t→∞, for any starting pointβ(0).
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Assume the scaling operations (17) have performed beforehand. LetF (β) = ‖Y −Xβ‖2 +
∑q
j=1 λj‖βj‖2 be the objective

function. Introduce a surrogate function

G(β, γ) = ‖Y −Xβ‖2 +
1

‖Xβ − Y ‖2
(γ − β)′X ′(Xβ − Y )

+
1

2‖Xβ − Y ‖2
‖β − γ‖22 +

∑

j

λj‖γj‖2. (36)

Given β, algebraic manipulations show that minimizingG over γ is equivalent to

min
γ

1

‖Xβ − Y ‖2
(γ − β)′X ′(Xβ − Y ) +

1

2‖Xβ − Y ‖2
‖β − γ‖22 +

∑

j

λj‖γj‖2 ⇐⇒

min
γ

1

‖Xβ − Y ‖2


1

2
‖γ − [β +X ′Y −X ′Xβ]‖22 + ‖Xβ − Y ‖2

∑

j

λj‖γj‖2


 . (37)

Applying Lemma 1 and Lemma 2 in [21], we have the optimalγo given by

γjo = ~Θ(βj + (Xj)′Y − (Xj)′Xβ; ‖Xβ − Y ‖2λj), 1 ≤ j ≤ q, (38)

and further obtain

G(β, γo + δ)−G(β, γo) ≥
‖δ‖22

2‖Xβ − Y ‖2
.

On the other hand, a Taylor series expansion gives

‖Y −Xβ‖2 +
1

‖Xβ − Y ‖2
(γ − β)′X ′(Xβ − Y )− ‖Y −Xγ‖2

=− 1

2
(β − γ)′

[
1

‖Xξ − Y ‖2
X ′X − 1

‖Xβ − Y ‖32
X ′(Xξ − Y )(Xξ − Y )′X

]
(β − γ),

for someξ = ϑβ + (1− ϑ)β with ϑ ∈ (0, 1).
Now, for the iterates defined by (18), we obtain

F (β(t+ 1)) +
1

2
(β(t + 1)− β(t))′

(
1

‖Xβ(t)− Y ‖2
I − 1

‖Xξ(t)− Y ‖2
X ′X

)
(β(t+ 1)− β(t))

= G(β(t), β(t+ 1))

≤ G(β(t), β(t))− 1

2

1

‖Xβ(t)− Y ‖2
(β(t+ 1)− β(t))′(β(t + 1)− β(t))

= F (β(t))− 1

2

1

‖Xβ(t)− Y ‖2
(β(t+ 1)− β(t))′(β(t+ 1)− β(t)),

for someξ(t) = ϑ(t)β(t) + (1− ϑ(t))β(t+ 1) with ϑ(t) ∈ (0, 1). Therefore, with‖X‖ standing for the operator norm ofX ,

F (β(t))− F (β(t+ 1)) ≥ 1

2

(
2

‖Xβ(t)− Y ‖2
− ‖X‖2
‖Xξ(t)− Y ‖2

)
‖β(t+ 1)− β(t)‖22. (39)

Under the regularity condition and forK large enough,F (β(t)) is monotonically decreasing. In fact, with‖Xξ(t)− Y ‖2 > ǫ
andM , F (β(0)), ‖X‖2 < 2ǫ/M suffices. It follows that

F (β(t+ 1)) ≤ F (β(t)) ≤M, ∀t, and

(
2

‖Xβ(t)− Y ‖2
− ‖X‖2
‖Xξ(t)− Y ‖2

)
‖β(t+ 1)− β(t)‖22 → 0 as t→∞.

This, together with the conditions in the theorem, implies that β(t) is uniformly bounded and asymptotically regular. Finally,
the fixed point set of the mapping is non-empty because it is a nonexpansive mapping into a bounded closed convex subset
[5].

With all of Optial’s conditions satisfied,β(t) has a unique limit pointβ∗. It is easy to verify thatβ∗ as a fixed point of (18)
satisfies the KKT equations (26) and (27). This meansβ∗ is a global minimum.
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