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Abstract

Kudekar et al. proved that the belief-propagation (BP) performance for low-density parity check (LDPC) codes can be boosted
up to the maximum-a-posteriori (MAP) performance by spatial coupling. In this paper, spatial coupling is applied to sparsely-
spread code-division multiple-access (CDMA) systems to improve the performance of iterative multiuser detection based on BP.
Two iterative receivers based on BP are considered: One receiver is based on exact BP and the other on an approximate BP
with Gaussian approximation. The performance of the two BP receivers is evaluated via density evolution (DE) in thedenselimit
after taking the large-system limit, in which the number of users and the spreading factor tend to infinity while their ratio is kept
constant. The two BP receivers are shown to achieve the same performance as each other in these limits. Furthermore, taking a
continuum limit for the obtained DE equations implies that the performance of the two BP receivers can be improved up to the
performance achieved by the symbol-wise MAP detection, called individually-optimal detection, via spatial coupling. Numerical
simulations show that spatial coupling can provide a significant improvement in bit error rate for finite-sized systems especially
in the region of high system loads.

Index Terms

Code-division multiple-access (CDMA) systems, sparse spreading, spatial coupling, threshold saturation, iterative multiuser
detection, belief propagation, individually-optimal (IO) detection, large-system analysis, density evolution, continuum limit.

I. I NTRODUCTION

CODE-division multiple-access (CDMA) systems have been used in the air interface of third-generation (3G) mobile
communication systems [1]–[3]. In CDMA uplink, multiple users simultaneously communicate with one base station in

the same frequency band. The base station is required to mitigate multiple-access interference (MAI) to detect the desired
signal for each user. Multiuser detection (MUD) is a sophisticated method for mitigating MAI by utilizing the statistical
properties of the MAI [4]. Two optimal receivers were proposed [4]: One optimal receiver, called individually-optimal(IO)
receiver, performs the symbol-wise maximum-a-posteriori(MAP) detection. The other optimal receiver, called jointly-optimal
(JO) receiver, is based on block-wise MAP detection. Since the two receivers are infeasible in terms of the computational
complexity for practical modulation schemes, the main issue in MUD is to construct a suboptimal scheme that can achieve a
good tradeoff between performance and complexity.

As suboptimal MUD, linear receivers with low complexity, such as the decorrelator (DEC) [5] and the linear minimum
mean-squared error (LMMSE) receiver [6], [7], were proposed. An idealized assumption for analyzing the performance of
MUD is random spreading: All spreading sequences have independent and identically-distributed (i.i.d.) elements, whereas
pseudo-random sequences are used in practice. The LMMSE receiver for randomly-spread CDMA systems can achieve nearly
optimal performance for low system load in the large-systemlimit [8]–[12], where the number of usersK and the spreading
factorN tend to infinity while the system loadβ = K/N is kept constant. However, the performance of the LMMSE receiver
degrades significantly for moderate-to-high system load, compared to the IO receiver. Thus, it is an important issue to construct
a low-complexity scheme that can achieve nearly optimal performance for moderate-to-high system load. The precise meaning
of low or high will be noted shortly.

A breakthrough is the use of iterative receivers based on belief propagation (BP) [13], [14]. Iterative receivers are classified
into two groups. In one group an iterative receiver performsiterative joint MUD and decoding [15]–[17], in which the detector
subtracts the MAI by using decisions fed back from the decoders. In these works, conventional non-iterative detectors were
used in iterative MUD and decoding. In the other group an iterative receiver performs MUD with inner iterations [18], in
which decisions in the detector are directly utilized to mitigate the MAI. In this paper, we focus on the latter group of iterative
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Fig. 1. Landscape of potential energy as a function of multiuser efficiency. The multiuser efficiency for the BP receiver after infinite iterations is represented
by the large (respectively (resp.) small) balls for uncoupled (resp. spatially-coupled) SCDMA systems in the large-sparse-system-limit.

receivers, and only consider the uncoded case since coding makes no essential change in analysis of the latter iterativereceivers.
See [19] for an application of methodology in this paper to the former group of iterative receivers.

Kabashima [18] has proposed a BP-based iterative receiver with Gaussian approximation (GA) for uncoded CDMA systems.
It was shown that the proposed receiver achieves nearly optimal performance for moderate system load in spite of the low
complexity. As a method for guaranteeing the convergence ofthe BP receiver, sparsely-spread CDMA systems, or sparse
CDMA (SCDMA) systems, have been considered [20]–[23]. In SCDMA systems the spreading sequence used by each user is
sparse: Onlyc chips out ofN chips are non-zero, whereas the conventional CDMA system uses dense spreading sequences
whose chips are all non-zero. The main advantage of SCDMA systems is that the convergence of BP-based receivers is
guaranteed in the large-system limit withc fixed. Montanari and Tse [20] proved that the performance of an iterative receiver
based on exact BP is equal to the performance of the (soft) IO receiver for the conventional (dense) CDMA system below a
critical system loadβBP, which will be explained shortly, in the large-sparse-system limit, where the dense limitc → ∞ is
takenafter the large-system limit. Note that the system is sparse even in the dense limit since the large-system limit is taken
first. Furthermore, a regular ensemble for sparse spreadingsequences has been considered in [22], [23]. The BP receiverfor
the regular ensemble can achieve nearly optimal performance for moderate system load.

In order to present the aim of this paper, we shall explain thedefinition of the critical system loadβBP, called the BP
threshold in this paper. Let us consider the multiuser efficiency (ME), which is a normalized signal-to-interference ratio (SIR),
as a performance measure of MUD. The density-evolution (DE)equations for the BP receiver in the large-sparse-system limit,
derived in [20], [23], characterize the dynamics of the ME. The DE equations can be regarded as a discrete-time gradient
system with a potential energy function. Time-evolution ofthe system represents the dynamics of the ME as the iterationof
the BP receiver proceeds. As shown by the potential at the upper left side in Fig. 1, the potential energy as a function of the
ME has the unique stable solution for small system loadβ. As β increases across a critical system load, a metastable solution
emerges at an ME value smaller than the original stable solution for high signal-to-noise ratio (SNR), that is, to the left side of
the original stable solution, as shown in the potential landscape at the upper right side in Fig. 1. A metastable solutionmeans
a stable solution at which the potential energy is minimizedlocally, whereas a global stable solution means a global minimizer
of the potential energy. The BP thresholdβBP is defined as the supremum ofβth such that the BP receiver can achieve the
ME corresponding to the rightmost1 stable solution after infinite iterations for allβ ∈ (0, βth). Note that the infinite-iteration
limit is consideredafter the large-sparse-system limit. The BP thresholdβBP is characterized as the bifurcation point at which
the stability of the potential energy changes: The potential energy has one stable solution forβ < βBP, whereas it has two
stable solutions and one unstable solution forβ > βBP. In fact, the ME for the BP receiver converges to the unique stable
solution after infinite iterations forβ < βBP. For β > βBP, on the other hand, the ME converges to the left stable solution
after infinite iterations, since the initial ME is commonly asmaller value than the unstable solution (See the large balls in
Fig. 1). Thus, the BP thresholdβBP is equal to the bifurcation point between the monostabilityand the bistability.

The aim of this paper is to construct a novel SCDMA system thatimproves the BP thresholdβBP. For that purpose, we
utilize a recent excellent achievement on coding theory: Kudekar et al. [24] have proved that the BP threshold of a low-density
parity-check (LDPC) convolutional code [25] over the binary erasure channel (BEC) is equal to the MAP threshold of the
corresponding LDPC block code (See also [26]). Since an LDPCconvolutional code can be regarded as a spatially-coupled
(SC) chain of LDPC block codes, this result was referred to as“threshold saturation via spatial coupling” [24]. An improvement
of the BP threshold via spatial coupling is believed to be a universal phenomenon [27]–[32]. The same phenomenon has been
observed in many other problems [33]–[47]. In this paper, wepropose spatially-coupled SCDMA (SC-SCDMA) systems to

1 If the potential energy is monostable, the rightmost stablesolution corresponds to the unique stable solution.
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improve the BP threshold.
We shall develop a simple and generic method for characterizing the position of the BP threshold for SC-SCDMA systems by

using a potential for the correspondinguncoupled system. In this paper, potential for the uncoupled system is simply referred
to as potential, since potential for the coupled system is not considered. Recently, we have presented a phenomenological
study on threshold improvement via spatial coupling [29]. The study allows us to specify a (probably tight) lower bound on
the BP thresholdβ(SC)

BP for SC-SCDMA systems via the shape of a potential energy function: The BP threshold is larger than
or equal to a system load̃β(SC)

BP (> βBP), called potential threshold, at which the heights of the potential energy at the two
stable solutions coincide with each other. The ME forβ < β̃

(SC)
BP converges to the right stable solution after infinite iterations,

whereas the ME forβ > β̃
(SC)
BP may be trapped in the other stable solution (See the small balls in Fig. 1). Thus, the BP

receiver for SC-SCDMA systems can achieve better performance than that for the corresponding uncoupled SCDMA system
in the large-sparse-system limit, when the system load is betweenβBP and β̃(SC)

BP . The main contribution of this paper is to
prove that the lower bound̃β(SC)

BP is equal to a critical thresholdβIO for the uncoupled CDMA system, called the IO threshold
in this paper.

The IO thresholdβIO (> βBP) has been specified via the large-system analysis of the IO receiver based on the non-rigorous
replica method [10]. The ME of the IO receiver for the uncoupled CDMA system is characterized via essentially the same
potential energy as that for determining the conventional BP thresholdβBP. The IO thresholdβIO is defined as the system
load at which the heights of the potential energy at the two stable solutions coincide with each other. The ME achieved by
the IO receiver corresponds to the rightmost stable solution of the potential energy forβ < βIO, whereas it corresponds to the
left stable solution forβ > βIO.

In summary, the BP receiver for the uncoupled SCDMA system isinferior to the IO receiver for system loads betweenβBP

andβIO, since the definition of the BP thresholdβBP implies that the ME achieved by the BP receiver corresponds to the
left stable solution of the potential energy forβ > βBP. On the other hand, we will show that the potential thresholdβ̃

(SC)
BP is

equal to the IO thresholdβIO, by proving that the potential for characterizingβ̃(SC)
BP is essentially the same as for determining

βIO. Thus, the BP receiver for SC-SCDMA systems can achieve the same performance as the IO receiver for the uncoupled
CDMA system whenβ is smaller thanβIO. In this paper, small system load means thatβ is smaller than one. We refer to
SCDMA systems as moderately loaded systems ifβ is between one and the conventional BP thresholdβBP. High system load
means thatβ is between the conventional BP thresholdβBP and the IO thresholdβIO.

We have so far focused on the thresholds in the large-sparse-system limit. It is worth investigating what they indicate for
the performance of finite-sized systems. The definition of the BP thresholdβBP implies that the asymptotic ME changes
discontinuously atβ = βBP asβ grows. What does this phenomenological picture indicate for finite-sized systems? The ME
for the BP receiver never changes discontinuously for finite-sized systems. Rather, numerical simulations in [18], [20] implied
that the ME decreases rapidly like a waterfall when the system load moves from below to above the BP thresholdβBP. The
slope of the ME as a function ofβ becomes steep around the critical pointβ = βBP as the system size grows. Thus, the
system size required for achieving an ME close to the asymptotic one increases as the system load gets closer to the BP
thresholdβBP from below. In other words, the performance for a fixed finite-sized system gets away from the asymptotic one
as the system load gets closer to the BP threshold. These arguments may indicate that increasing the BP threshold resultsin
improving the performance for a fixed finite-sized system. Numerical simulations will show that spatial coupling can improve
the performance of the BP receiver for a finite-sized system especially in the region of high system loads.

We would like to refer to an independent work [41], [42]: Schlegel and Truhachev proposed another SC-SCDMA system
based on graph lifting, while we consider sparse spreading [43]. Interestingly, the obtained DE equations are the same as those
derived in this paper. They analyzed the BP threshold for thecoupled case in the high SNR limit, whereas we investigate its
position forany SNR.

The rest of this paper is organized as follows: After summarizing the notation used in this paper, we first consider the
conventional SCDMA system in Section II. After introducingits factor-graph representation, SC-SCDMA systems are defined
on the basis of two operations with respect to the factor graph. In Section III two BP-based iterative receivers are derived. One
receiver is based on exact BP [20], [23], and the other receiver is a BP receiver with GA [18]. Section IV presents the main
results of this paper. The main theorem on spatial coupling is proved as a general framework in Section V. The section is
organized as an independent section, so that it should be possible to skip Sections II–IV and to read Section V. In SectionVI
the performance of the SC-SCDMA systems is investigated numerically. Section VII concludes this paper.

A. Notation

For a matrixA, AT denotes the transpose ofA. IN stands for theN ×N identity matrix. The Kronecker delta is denoted
by δi,j . For a natural numberL and an integerl, the remainder(l)L = l mod L for the division ofl by L is equal tol+ kL
for an integerk such that0 ≤ l+ kL ≤ L− 1.

For a random variablex, E[x] andV[x] denote the mean and variance ofx, respectively. The notationp(x) stands for the
probability density function (pdf) of a continuous random variablex. We use the same notationp(x) for the probability mass
function (pmf) of a discrete random variablex. The notationx ∼ p(x) indicates that the pdf or pmf of a random variablex is
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equal top(x). The real Gaussian pdf with a mean vectorm and a covariance matrixΣ is denoted byN (m,Σ). In particular,
the pdf for a zero-mean Gaussian random variablex with varianceσ2 is written as

g(x;σ2) =
1√
2πσ2

exp

(
− x2

2σ2

)
. (1)

For variables{ak ∈ M} on a finite alphabetM, the sum
∑

{ak}
f({ak}) denotes the marginalization with respect to{ak}—

the summation of a functionf({ak}) over all possible configurations of{ak}. Furthermore, the sum
∑

\ak
stands for the

summation over all possible configurations of{ak′} except forak. For a conditional pdf or pmfp(x|y), p(x|y) ∝ f(x) means
that p(x|y) is proportional tof(x), i.e. there is anx-independent constantC(y) such thatp(x|y) = C(y)f(x).

Graphs with nodes specified by two indicesi and j are considered for SC systems. Thus, the pair(i, j) represents not an
edge but a node for the SC systems. Furthermore,∂(i, j) stands for the neighborhood of the node(i, j), i.e. the set of nodes
that are directly connected to the node(i, j).

II. SYSTEM MODEL

A. Sparsely-Spread CDMA Systems

We introduce conventional synchronous SCDMA systems before presenting SC-SCDMA systems. In this paper, the receive
power is assumed to be identical for all users. LetK andN denote the number of users and the spreading factor, respectively.
Without loss of generality, we focus on one symbol period. User k sends the product of the unbiased binary phase shift keying
(BPSK) data symbolbk ∈ {−1, 1} and a sparse spreading sequencesk = (s1,k, . . . , sN,k)

T with c̄k = E[‖sk‖2], in which the
statistics of{sk} will be defined shortly. Under the assumption of unfaded channels, the received vectory = (y1, . . . , yN )T ∈
R
N is given by

y =
∑

k∈K

1√
c̄k

skbk +w, (2)

with K = {1, . . . ,K}. In (2), theN -dimensional vectorw ∼ N (0, σ2
nIN ) denotes additive white Gaussian noise (AWGN)

with varianceσ2
n. The expression (2) can be re-written as

y = Sb+w, (3)

with S = (c̄
−1/2
1 s1, . . . , c̄

−1/2
K sK) andb = (b1, . . . , bK)T.

The conventional CDMA systems use dense spreading sequences whose elements are all non-zero. In the SCDMA system (2),
on the other hand, userk utilizes the sparse spreading sequencesk with ck (≪ N ) non-zero elements. The numberck is equal
to the weight (number of non-zero elements) of thekth column of the spreading matrixS. For simplicity, we assume sparse
spreading with binary antipodal chips as non-zero chips: Non-zero elements ofsk take±1 with equal probability. Then, the
normalization constant̄ck = E[‖sk‖2] is equal to the average of thekth column weight ofS. Let rn denote thenth row weight
for the spreading matrixS. A constraint with respect to the number of non-zero elements imposes

∑K
k=1 ck =

∑N
n=1 rn. In

this paper, we only consider regular and quasi-regular ensembles of the spreading matrix.

Example 1 (Regular Ensemble). In the (c, r)-regular ensemble ofS, all column weights{ck} and all row weights{rn} are
equal toc and r, respectively. The constraint

∑K
k=1 ck =

∑N
n=1 rn implies thatK andN must satisfy the constraint on the

system loadβ = K/N = r/c. One regular spreading matrix is obtained as follows:
1) Pick up a matrix from all possible binary (0 or 1) matrices with row weightr and column weightc uniformly and

randomly.
2) Replace each non-zero element of the obtained binary matrixby ±c−1/2 independently and with equal probability.

The (c, r)-regular ensemble of the spreading matrix is composed of allpossible spreading matrices obtained in the above-
mentioned manner.

The (c, r)-regular ensemble is well-defined whenK andN satisfy the constraint on the system loadβ = r/c. The following
r-quasi-regular ensemble is well-defined for anyK andN .

Example 2 (Quasi-Regular Ensemble). In the r-quasi-regular ensemble, all row weights{rk} are fixed tor. Let Nw = rN
denote the number of non-zero elements inS. The column vectors ofS are classified into two groups with column weightsc =
⌊Nw/K⌋ and c + 1: One group consists of(Nw − cK) column vectors with weightc + 1. The other group is composed
of the remaining column vectors with weightc. The average column weight̄c is given byc̄ = r/β. It is straightforward
to confirm that the constraintNw =

∑K
k=1 ck is satisfied. One spreading matrix is obtained as follows: A binary matrix is

uniformly and randomly picked up from all possible binary matrices satisfying the conditions above. Subsequently, thegain
±c̄−1/2 is associated with each non-zero element of the obtained binary matrix independently and with equal probability. The
r-quasi-regular ensemble of the spreading matrix consists of all possible spreading matrices obtained in this manner.

Obviously, ther-quasi-regular ensemble reduces to the(rN/K, r)-regular ensemble whenNw = rN is a multiple ofK.
Thus, we only consider the quasi-regular ensemble in this paper.
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Fig. 2. An example of the factor graph picked up from the2-quasi-regular ensemble forK = 8 andN = 6 (left). The graph on the right represents a
simplified graph representation for the same ensemble.

B. Factor Graph Representation

We next introduce the factor-graph representation [14] forthe SCDMA system (2), shown in Fig. 2. Each data symbolbk
corresponds to a variable node represented by a circle, whereas each received signalyn is associated with a function node shown
by a square. If thenth chip sn,k for userk is non-zero, there exists an edge connecting function noden and variable nodek
in the factor graph. Furthermore, the edge is associated with the corresponding gain̄c−1/2

k sn,k. Let ∂k ⊂ N = {1, . . . , N}
denote the neighborhood of variable nodek, i.e. the set of function nodes that are directly connected to variable nodek. The
degree|∂k| of variable nodek corresponds to thekth column weightck of the spreading matrixS. Similarly, let ∂n ⊂ K
denote the neighborhood of function noden. The degree|∂n| of function noden is equal to thenth row weightrn of the
spreading matrix.

There is a one-to-one correspondence between a spreading matrix and a factor graph. Thus, we can consider an ensemble
of factor graphs corresponding to ther-quasi-regular ensemble of spreading matrices. This ensemble is referred to as the
r-quasi-regular ensemble of factor graphs in this paper, or simply as ther-quasi-regular ensemble if it is obvious that the
ensemble is an ensemble of factor graphs.

The crucial property of factor graphs picked up from ther-quasi-regular ensemble is the asymptotic cycle-free (ACF)
property in the large-system limit, whereK andN tend to infinity while the system loadβ = K/N is kept constant. The
length of a cycle is defined as the number of edges included in the cycle. A factor graph picked up from ther-quasi-regular
ensemble has no cycles withfinite length with probability one in the large-system limit [14],[20], [23]. This ACF property
guarantees the convergence of iterative detection based onBP in the large-system limit.

C. Spatial Coupling

In this section, we present an intuitive explanation for spatial coupling as a brief introduction, instead of presenting a precise
definition of SC-SCDMA systems. The precise definition will be presented in the next section. We use a simplified graph
representation for ther-quasi-regular ensemble (See the graph on the right in Fig. 2). The graph consists of one function node
represented by a square and of one variable node shown by a circle. The number of edges is equal to the degreer of the
function nodes in the original factor graph. In other words,the simplified graph only represents the fact that the degreeof the
function nodes is equal tor. In introducing SC-SCDMA systems, multiple simplified graphs are used. Thus, we refer to each
simplified graph as a subgraph. An SC-SCDMA system with coupling widthW and the number of subgraphsL is constructed
from two operations with respect to the simplified graph representation.

1) GenerateL uncoupled subgraphs. Different subgraphs may have different spreading factors.
2) DisconnectWr/(W + 1) edges out ofr edges from the variable node at positionl for l = 0, . . . , L− 1. Subsequently,

reconnectr/(W +1) edges out of the disconnected edges to the variable nodes at position (l̃′)L for l̃′ = l−W, . . . , l−1
(See Fig. 3). The subgraphs are connected circularly.

The degree of the function nodesr is restricted to a multiple ofW +1. In Step 2,L subgraphs have been coupled circularly,
whereas Kudekar et al. [24] considered termination at both ends. The point of spatial coupling is that the data symbols atboth
ends are known to the receiver or can be detected well. Reliable information about the data symbols at both ends is expected
to spread over the whole system by spatial coupling.

In order to allow the receiver to detect the data symbols at both ends, we reduce the system loads for positionsl =
0, . . . ,W − 1. It would be possible to send known symbols in these positions instead. This scheme is equivalent to assuming
noiseless channels with zero system load for the positions.We use small system load to reduce the influence of rate loss in
the case of finiteL. In the next section, we present the detailed definition of SC-SCDMA systems.
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0 1 2 3 4 5 6 7 8

0 1 2 3 4 5 6 7 8

Fig. 3. Spatial coupling forr = 3, L = 9, andW = 2.

D. Spatially-Coupled SCDMA Systems

MUD for SC-SCDMA systems is performed for everyL symbol periods2, whereas it is done for every symbol period in
the conventional SCDMA system (2). This implies that the detection delay increases linearly inL for SC-SCDMA systems. In
practice, the detection delay does not necessarily result in the overall delay for coded systems: IfL is smaller than the code
length, the overall delay is dominated by the delay due to decoding.

LetNl denote the spreading factor in symbol periodl. The received vectoryl = (y1,l, . . . , yNl,l)
T ∈ R

Nl in symbol periodl
is given by

yl =
∑

k∈K

∑

l′∈L

1√
c̄l,k,l′

h(l−l′)Lsl,k,l′bk,l′ +wl, (4)

for l ∈ L = {0, . . . , L− 1}, with

hl =

{
1/

√
W + 1 for l = 0, . . . ,W

0 for l =W + 1, . . . , L− 1.
(5)

In (4), the vectorwl ∼ N (0, σ2
nINl

) denotes the AWGN vector with varianceσ2
n. The Nl-dimensional vectorsl,k,l′ =

(s1,l,k,l′ , . . . , sNl,l,k,l′ )
T represents thel′th sparse spreading sequence of userk for symbol periodl, which will be defined

shortly. The normalization constantc̄l,k,l′ is given byc̄l,k,l′ = E[‖sl,k,l′‖2]. Finally, bk,l ∈ {−1, 1} denotes thelth BPSK data
symbol for userk. Let bl = (b1,l, . . . , bK,l)

T andSl,l′ = (c̄
−1/2
l,1,l′ sl,1,l′ , . . . , c̄

−1/2
l,K,l′sl,K,l′). The system (4) can be represented

as



y0
...

yL−1


 =

1√
W + 1

G




b0
...

bL−1


+




w0

...
wL−1


 , (6)

2Temporalcoupling may be an appropriate naming, rather than spatial coupling. Nonetheless, we follow [24] to use the term “spatial coupling” in this
paper.
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with

G =




S0,0 S0,L−W · · · S0,L−1

...
. . .

. . .
...

...
. . . SW−1,L−1

SW,0
. . .

. . .
. . .

SL−1,L−W−1 · · · · · · SL−1,L−1




. (7)

It is straightforward to confirm that the simplified graph representation in Fig. 3 corresponds to the one for the SC-SCDMA
system withr = 3, L = 9, andW = 2.

We reduce the system loads for positionsl = 0, . . . ,W − 1. This corresponds to the situation under which the SC-SCDMA
system (4) has two phases: initialization and communication phases. The spreading factorsNl for the initialization phase
l = 0, . . . ,W − 1 are fixed to a large valueNinit to allow the receiver to detect the data symbols transmittedin the phase. On
the other hand, the spreading factorsNl for the communication phasel =W, . . . , L− 1 are set to a small valueN to increase
the sum rate.

The average system load̄β of the SC-SCDMA system is given by

β̄=
KL

NinitW +N(L−W )

=
1

β−1
init(W/L) + β−1{1− (W/L)} , (8)

whereβinit = K/Ninit andβ = K/N denote the system loads for the initialization and communication phases, respectively.
The average system load (8) converges to the system loadβ for the conventional SCDMA system (2) whenγ = W/L tends
to zero.

We only consider the quasi-regular ensemble with spatial coupling. Throughout this paper, the matrix (7) is assumed to be
drawn from the(r, L,W )-quasi-regular ensemble below.

Example 3 (Quasi-Regular Ensemble with Spatial Coupling). In the (r, L,W )-quasi-regular ensemble with spatial coupling,
all row weights of the matrix (7) are fixed tor. Each non-zero submatrixSl,l′ has the row weightr/(W + 1) for all rows.
Thus, the row weightr of (7) must be a multiple ofW +1. Each submatrixSl,l′ is a member of ther/(W +1)-quasi-regular
ensemble with the number of usersK and the spreading factorNl, presented in Example 2. The average column weights
{c̄l,k,l′} are equal toc̄l,k,l′ = r/{(W + 1)βinit} for the initialization phasel = 0, . . . ,W − 1 and c̄l,k,l′ = r/{(W + 1)β}
for the communication phasel = W, . . . , L − 1. The (r, L,W )-ensemble consists of all possible matrices (7) that satisfy the
conditions above. It is guaranteed that the(r, L,W )-ensemble of factor graphs corresponding to the(r, L,W )-ensemble of
(7) has the ACF property in the large-system limit, althoughits proof is omitted.

III. I TERATIVE RECEIVERS

A. Belief Propagation

The goal of the receiver is to compute the marginal posteriorprobability for each data symbolbk,l′ , given by

p(bk,l′ |Y,G) =
∑

\bk,l′

p(B|Y,G), (9)

where the joint posterior probabilityp(B|Y,G) of B = {bl′ : l′ ∈ L} givenY = {yl : l ∈ L} andG is defined as

p(B|Y,G) =
p(Y|G,B)p(B)

p(Y|G)
, (10)

with
p(Y|G) =

∑

B

p(Y|G,B)p(B). (11)

In (10), the conditional pdfp(Y|G,B) represents the SC-SCDMA system (6). It is well-known that the IO decision̂b(IO)
k,l′ =

argmaxbk,l′∈{−1,1}p(bk,l′ |Y,G) and the soft IO decision̂b(SIO)
k,l′ =

∑
bk,l′∈{−1,1} bk,l′p(bk,l′ |Y,G) minimize the bit error rate

(BER) and the mean-squared error (MSE), respectively [4].
BP is an iterative algorithm for computing the marginal posterior probability (9) efficiently. Messages are exchanged between

the variable and function nodes on the factor graph for the SC-SCDMA system (4). Letq(i)n,l(bk,l′) (resp.m(i)
n,l(bk,l′)) denote

the message passed from the function nodeyn,l (resp. variable nodebk,l′ ) to the variable nodebk,l′ (resp. function nodeyn,l)
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in iterationi. A tentative marginal posterior probability ofbk,l′ in iterationi is given by the product of all incoming messages
to the variable nodebk,l′ ,

p(i)(bk,l′ |Y,G) ∝
∏

(ñ,l̃)∈∂(k,l′)

q
(i)

ñ,l̃
(bk,l′), (12)

where the set of index pairs∂(k, l′) ⊂ Nmax × L, with Nmax = {1, . . . ,maxlNl}, denotes the neighborhood of the variable
nodebk,l′ . The BP decision is defined as the hard (or soft) decision based on the marginal posterior probability (12) in each
iteration.

The messagesq(i)n,l(bk,l′) andm(i)
n,l(bk,l′) are updated as follows:

q
(i)
n,l(bk,l′) =

∑

\bk,l′

p


yn,l

∣∣∣∣∣∣

∑

(k̃,l̃′)∈∂(n,l)

sn,l,k̃,l̃′bk̃,l̃′√
(W + 1)c̄l,k̃,l̃′




·
∏

(k̃,l̃′)∈∂(n,l)\(k,l′)

m
(i−1)
n,l (bk̃,l̃′), (13)

m
(i)
n,l(bk,l′) = α

(i)
n,l,k,l′

∏

(ñ,l̃)∈∂(k,l′)\(n,l)

q
(i)

ñ,l̃
(bk,l′ ), (14)

with the initial valuesm(0)
n,l(bk,l′ ) = 1/2. In (13), the set of index pairs∂(n, l) ⊂ K × L denotes the neighborhood of the

function nodeyn,l. Furthermore, the conditional pdf in (13) represents the SC-SCDMA system (4) for thenth received signal
in symbol periodl. In (14), α(i)

n,l,k,l′ denotes the normalization constant. We hereafter refer to the update rules (13) and (14)
as the sum and product steps, respectively.

It is known that BP computes the exact marginal posterior probabilities if there are no cycles in the factor graph [13].
When the factor graphs have cycles, the convergence of BP is not guaranteed in general. Even if BP has converged, the
computed marginal posterior probabilities (12) are approximate. Fortunately, the(r, L,W )-ensemble of factor graphs has
the ACF property in the large-system limit: There are no cycles with finite length in the large-system limit. Thus, the BP
receiver (12) is guaranteed to converge in the infinite-iteration limit i → ∞ after taking the large-system limit. Note that the
two limits do not commute with each other.

B. Gaussian Approximation

The computational complexity of the BP receiver is exponential in the row weightr, whereas the complexity is linear inK
andL. Consequently, a large row weightr cannot be used in terms of the complexity. We derive an approximate BP-based
iterative receiver that works efficiently for larger, following [18]. The update rule (13) can be regarded as a marginalization
with respect to the independent variablesbk̃,l̃′ ∼ m

(i)
n,l(bk̃,l̃′) for all (k̃, l̃′) ∈ ∂(n, l)\(k, l′). Let us define the postulated

interference to the data symbolbk,l′ in the function nodeyn,l as

Ĩ
(i)
n,l,k,l′ =

∑

(k̃,l̃′)∈∂(n,l)\(k,l′)

sn,l,k̃,l̃′ b̃
(i)

k̃,l̃′√
(W + 1)c̄l,k̃,l̃′

, (15)

whereb̃(i)
k̃,l̃′

∼ m
(i)
n,l(bk̃,l̃′). The central limit theorem implies that the interference (15) converges in law to a Gaussian random

variable in the limit|∂(n, l)| = r → ∞. The meañµ(i)
n,l,k,l′ and variancẽv(i)n,l,k,l′ of (15) are given by

µ̃
(i)
n,l,k,l′ =

∑

(k̃,l̃′)∈∂(n,l)\(k,l′)

sn,l,k̃,l̃′E[b̃
(i)

k̃,l̃′
]

√
(W + 1)c̄l,k̃,l̃′

, (16)

ṽ
(i)
n,l,k,l′ =

∑

(k̃,l̃′)∈∂(n,l)\(k,l′)

s2
n,l,k̃,l̃′

E[(b̃
(i)

k̃,l̃′
− E[b̃

(i)

k̃,l̃′
])2]

(W + 1)c̄l,k̃,l̃′
, (17)

respectively. We use the GA of (15) to approximate the updaterule (13) by

q
(i)
n,l(bk,l′)

=E
Ĩ
(i−1)

n,l,k,l′

[
p

(
yn,l

∣∣∣∣∣
sn,l,k,l′bk,l′√
(W + 1)c̄l,k,l′

+ Ĩ
(i−1)
n,l,k,l′

)]

≈g
(
yn,l −

sn,l,k,l′bk,l′√
(W + 1)c̄l,k,l′

− µ̃
(i−1)
n,l,k,l′ ; ṽ

(i−1)
n,l,k,l′ + σ2

n

)
, (18)
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whereg(x;σ2) denotes the pdf (1) for a zero-mean Gaussian random variablewith varianceσ2. The complexity of the BP
receiver with GA (18) is linear in the row weightr, as well as inK andL.

IV. M AIN RESULTS

A. Density Evolution Analysis

The asymptotic properties of the BP receiver (12) are analyzed in this section. Let us define the equivalent channel between
bk,l′ and the corresponding output in iterationi, denoted byb(i)k,l′ , as

p(b
(i)
k,l′ |bk,l′) =

∫
p(i)(bk,l′ = b

(i)
k,l′ |Y,G)p(Y|G, bk,l′)dY , (19)

where the overline represents the expectation with respecttoG. The average BER and SIR can be calculated from the equivalent
channel (19).

We consider five limits: the large-system limit, the dense limit r → ∞, the continuum limitL,W → ∞ with γ = W/L
kept constant, the infinite-iteration limiti → ∞, andγ → 0. We first present the main result in the first two limits, i.e. in
the large-sparse-system limit where the dense limitr → ∞ is takenafter the large-system limit. The main result is that the
equivalent channel (19) converges to the one for a scalar AWGN channel in the large-sparse-system limit. The remaining three
limits will be investigated in the next subsection.

We first introduce the equivalent AWGN channel for iterationi,

z
(i)
k,l′ = bk,l′ + w

(i)
k,l′ , (20)

with wk,l′ ∼ N (0, (sir
(i)
l′ )−1), in which sir

(i)
l′ will be defined shortly. Let〈bk,l′〉i denote the posterior mean estimator ofbk,l′

in iteration i,
〈bk,l′ 〉i =

∑

bk,l′=±1

bk,l′p(bk,l′ |z(i)k,l′), (21)

where the posterior probabilityp(bk,l′ |z(i)k,l′) in iteration i is defined as

p(bk,l′ |z(i)k,l′) =
p(z

(i)
k,l′ |bk,l′)p(bk,l′)
p(z

(i)
k,l′)

, (22)

with
p(z

(i)
k,l′) =

∑

bk,l′=±1

p(z
(i)
k,l′ |bk,l′ )p(bk,l′). (23)

The MSEξ(sir(i)l′ ) for the posterior mean estimator (21) in iterationi is given by

ξ(sir
(i)
l′ ) = E

[
(bk,l′ − 〈bk,l′〉i)2

]
. (24)

Theorem 1. Suppose that (7) is picked up from the(r, L,W )-ensemble, presented in Example 3. Then, the equivalent
channel (19) for the BP receiver in iterationi converges to the equivalent channel for the scalar AWGN channel (20) in
the large-sparse-system limit:

p(b
(i)
k,l′ |bk,l′) →

∫
p(bk,l′ = b

(i)
k,l′ |z

(i)
k,l′)p(z

(i)
k,l′ |bk,l′)dz

(i)
k,l′ . (25)

In (25), the posterior probabilityp(bk,l′ |z(i)k,l′) is given by (22). The conditional pdfp(z(i)k,l′ |bk,l′) represents the scalar AWGN

channel (20) in iterationi. In evaluating these expressions, the asymptotic SIRsir
(i)
l′ is given via the coupled equations

sir
(i)
l′ =

1

W + 1

W∑

w=0

1

σ2
(l′+w)L

(i)
, (26)

σ2
l (i) = σ2

n +
βl

W + 1

W∑

w=0

ξ
(
sir

(i−1)
(l−w)L

)
, (27)

with sir
(0)
l′ = 0 for all l′ ∈ L. In (27), βl = K/Nl is equal toβinit for l = 0, . . . ,W − 1 and to β for l = W, . . . , L − 1,

respectively.

Proof: See Appendix A.
The expressions (26) and (27) determine the evolution of theasymptotic equivalent channel (25) with respect toi. Thus,

they are referred to as DE equations.
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As is obvious from the proof of Theorem 1, the GA for the postulated interference (15) is exact in the large-sparse-system
limit. Thus, we have the following result.

Theorem 2. Suppose that (7) is picked up from the(r, L,W )-ensemble, presented in Example 3. Then, the equivalent channel
for the BP receiver with GA converges to the asymptotic equivalent channel for the true BP receiver, i.e. the right-hand side
(RHS) of (25) in the large-sparse-system limit.

Proof: Repeat the proof of Theorem 1.
From Theorem 2, the performance of the BP receiver with GA is indistinguishable from that of the true BP receiver in the

large-sparse-system limit. Thus, we hereafter focus on thetrue BP receiver.
We here investigate the performance of the BP receivers for finite L andW . It is proved that the asymptotic SIRs (26)

monotonically converge toward a fixed-point of the DE equations (26) and (27) asi→ ∞.

Proposition 1. For all positionsl′,
sir

(0)
l′ ≤ sir

(1)
l′ ≤ · · · ≤ sir

(∞)
l′ , (28)

where{sir(∞)
l′ : l′ ∈ L} denotes a fixed-point of the DE equations (26) and (27).

Proof: See the proof of Lemma 1 in Section V.
It is shown that the BP receiver can achieve the same performance as that for the (soft) IO receiver if the fixed-point is

unique.

Theorem 3. Suppose that (7) is picked up from the(r, L,W )-ensemble, presented in Example 3. If the fixed-point of the DE
equations (26) and (27) is unique, the asymptotic SIR for theBP receiver converges to that for the (soft) IO receiver in the
infinite-iteration limit i→ ∞ after taking the large-sparse-system limit.

Proof: We follow an argument based on a genie-aided BP receiver in [23] to prove Theorem 3. For a fixed number of
iterationsi, let Y(i)

k,l′ denote the set of the received signals{yn,l} utilized in the BP detection ofbk,l′ . The data symbols are

classified into two groups: the data symbolsX (i)
k,l′ that connect only to the function nodes inY(i)

k,l′ , and the remaining data

symbols. The ACF property of the(r, L,W ) ensemble implies thatX (i)
k,l′ consists of the data symbols whose depth (distance

from the rootbk,l′ ) is less than or equal to2(i− 1). Furthermore,Y(i)
k,l′ is composed of the function nodes that have depth less

than2i. The BP detection ofbk,l′ with the number of iterationsi is equivalent to the soft IO detection ofbk,l′ based onY(i)
k,l′ ,

whereas the soft IO detection ofbk,l′ is based on the entire received signalsY. We use a genie-aided BP receiver to obtain
an upper bound on the asymptotic SIR of the soft IO receiver. Let a genie inform the BP receiver about the data symbols not
in X (i)

k,l′ . Since information about the received signals not inY(i)
k,l′ is passed only through theknowndata symbols with depth

2i, using the informationY\Y(i)
k,l′ does not improve the performance of the genie-aided BP receiver. Thus, the soft IO receiver

cannot outperform the genie-aided BP receiver. In other words, the asymptotic SIR for the genie-aided BP receiver provides
an upper bound on that for the soft IO receiver.

The performance of the genie-aided BP receiver can be evaluated in the large-sparse-system limit by repeating the proof
of Theorem 1. The asymptotic SIR converges to (26), which aredetermined by the DE equations (26) and (27). The only
difference is that the initial condition is notsir(0)l′ = 0 but sir(0)l′ = ∞, because the data symbols with depth2i are known
to the receiver. Let us take the infinite-iteration limiti → ∞. Since we have assumed that the DE equations have the unique
fixed-point, the solution to the DE equations converges to the unique fixed-point asi→ ∞, regardless of the initial condition.
This observation implies that the performance of the genie-aided BP receiver coincides with that of the BP receiver asi→ ∞
after taking the large-sparse-system limit. Since the performance of the soft IO receiver is sandwiched between the performance
of the two BP receivers, the BP receiver can achieve the same performance as that for the soft IO receiver.

B. Threshold Analysis

We have so far considered the two limits: the large-system limit and the dense limit. In this section, the remaining limits
are investigated. We start with the definition of the BP threshold.

Definition 1 (BP Threshold). Let {sir(opt)l′ } denote the fixed-point of the DE equations (26) and (27) that has the largest SIR
at the middle pointl′/L = 1/2 among all possible fixed-points. The BP threshold is defined as the supremum ofβth such that
L−1

∑
l′∈L |sir(i)l′ − sir

(opt)
l′ | converges to zero for allβ ∈ (0, βth).

Let us postulate that the DE equations (26) and (27) for the uncoupled caseW = 0 have multiple fixed-points. For the
SC-SCDMA system withW > 0, reliable information about the data symbols should propagate toward the middle point
l′/L = 1/2. Thus, the asymptotic SIR at the middle point should be worstamong those for all positions. Furthermore, the SIR
sir

(opt)
L/2 at the middle point is close to1/σ2

n for high SNR whenβ is below the BP threshold, as shown in Section VI, so that

the SIRs{sir(opt)l′ } are close to1/σ2
n at all positions. This implies that the BP threshold corresponds to a boundary between
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the interference-limited region and the non-limited region for the BP receivers. The BP receivers can mitigate the MAI well
whenβ is below the BP threshold.

If the DE equations (26) and (27) forW > 0 have the unique fixed-point{sir(opt)l′ }, the asymptotic SIRs converge to
{sir(opt)l′ } asi→ ∞. Otherwise, the asymptotic SIRs are expected to be trapped in the other fixed-point, as noted in Section V.
Thus, the BP threshold should be equal to the supremum ofβth such that the DE equations (26) and (27) have the unique
fixed-point for all system loadsβ ∈ (0, βth).

We focus on the BP threshold for the SC system in the limitL,W → ∞ with γ =W/L→ 0, since analytical evaluation of
the BP threshold for finiteL andW > 0 is intractable. In order to distinguish the BP threshold forthe SC system from that
for the uncoupled system, the one for the uncoupled systemW = 0 is denoted byβBP. On the other hand, the BP threshold
for the SC system in the limitL,W → ∞ with γ =W/L→ 0 is written asβ(SC)

BP .
Before evaluating the BP thresholdβ(SC)

BP for the SC-SCDMA system, we shall review the performance assessment of the
soft IO receiver for the uncoupled dense CDMA system based onthe non-rigorous replica method [10], [12], and define the
IO threshold.

Proposition 2 (Tanaka 2002). The asymptotic SIR of the soft IO receiver for the uncoupled dense BPSK-input CDMA system
with system loadβ converges tos in the large-system limit, in whichs is a solution to the following fixed-point equation,

1

s
= σ2

n + βξ(s), (29)

whereξ(s) denotes the MSE for the posterior mean estimator of the BPSK data symbol transmitted through the scalar AWGN
channel with SNRs. If the fixed-point equation has multiple solutions, the solution s is selected to minimize the free energy

F (s) = βC(s) +
1

2

[
σ2
ns− ln(σ2

ns)− 1
]
, (30)

whereC(s) denotes the input-output mutual information in nats for theBPSK-input scalar AWGN channel with SNRs.

The fixed-points of the DE equations (26) and (27) for the uncoupled SCDMA systemW = 0 coincide with the solutions to
the fixed-point equation (29). When the fixed-point equation(29) has multiple solutions, there is a difference in performance
between the BP and IO receivers for the uncoupled case. The IOreceiver can achieve the largest solution to (29) if it is the
global minimum of the free energy (30), whereas the BP receivers cannot.

It is straightforward to find that the solutions to the fixed-point equation (29) corresponds to a stationarypoint of the free
energy (30), with a general relationship proved in [48] between the mutual informationC(s) and the MSEξ(s) for the scalar
AWGN channel

dC

ds
(s) =

1

2
ξ(s). (31)

Korada and Montanari [49] proved that the minimum of the freeenergy (30) overs is equal to the sum capacity in nats for
the uncoupled dense CDMA system with BPSK inputs in the large-system limit. Unfortunately, it is still open whether or not
the asymptotic SIR for the soft IO receiver coincides with the solutions to minimize the free energy (30) when the fixed-point
equation (29) has multiple solutions, although the non-rigorous replica analysis [10], [12] suggests so.

The fixed-point equation (29) has the unique solution for allsystem loads in the low-to-moderate SNR regime. On the other
hand, it has multiple solutions for high system loads3 in the high SNR regime. In other words, the free energy (30) isbistable
for high system loads, as shown in Fig. 1. The latter situation is the target of spatial coupling.

Only the free energy (30) at the solutions to (29) is used in Proposition 2. Consequently, one can apply any change of
variables as long as it maps the global stable solution of theoriginal free energy to that of the obtained one. We use this
ambiguity to derive another expression of the free energy that is suitable for understanding the BP threshold for the SC-SCDMA
system. Let us consider the free energyF̃ (s) obtained by substituting (29) intos in the second term of (30),

F̃ (s) =βC(s) +
1

2

[
σ2
n

σ2
n + βξ(s)

− ln
σ2
n

σ2
n + βξ(s)

− 1

]

=βC(s) +
1

2

[
ln
σ2
n + βξ(s)

σ2
n

− βsξ(s)

]
. (32)

In the derivation of the last expression, we have used (29) again. The statement of Proposition 2 would be unchanged even if
the free energy (32) were used instead of (30).

Remark 1. The shape of the free energy (32) as a function ofs is qualitatively the same as that of the original one (30). In
fact, calculating the stationarity condition for (32) yields

F̃ ′(s) =
βξ′(s)

2

[
1

σ2
n + βξ(s)

− s

]
= 0, (33)

3 This is the definition of the term “high system load” in this paper.
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where we have used (31). Since the MSEξ(s) is a monotonically decreasing function of SNRs, the stationarity condition (33)
reduces to the original one (29). The values of the free energy (32) at the stationary points coincide with those of the original
one (30) at the same stationary points. Furthermore, any twoadjacent stationary points in the free energy are connectedby a
monotonic curve. These observations imply that the metastable, unstable, and global stable solutions to the free energy (32)
are equal to the corresponding solutions of the original one(30), respectively.

We shall present the definition of the IO threshold for the uncoupled CDMA system.

Definition 2 (IO Threshold). The IO thresholdβIO for the uncoupled CDMA system is defined as the supremum ofβth such
that the asymptotic SIR for the IO receiver is equal to the largest solution of the free energy (30) or (32) for allβ ∈ (0, βth).

Proposition 2 implies that the IO thresholdβIO is equal to the system loadβ such that the free energy (30) or (32) has two
global minima. It is obvious that the IO thresholdβIO is larger than the conventional BP thresholdβBP. The IO threshold
corresponds to a boundary between the interference-limited region and the non-limited region for the IO receiver. The IO
receiver can mitigate the MAI well whenβ is below the IO threshold.

We move on to the evaluation of the BP threshold for the SC-SCDMA system. The following result implies that the BP
threshold can be improved up to the IO threshold by spatial coupling.

Theorem 4. Let βinit = 0 and take the continuum limitL,W → ∞ with γ =W/L kept constant,i→ ∞, and finallyγ → 0.
Then,

βIO ≤ β
(SC)
BP . (34)

Proof: We use the two functionsψ(v) = −ξ(v) andϕ(u) = 1/(σ2
n − u) to define a potential energy function as

V (u) = vu−
∫
βψ(v)dv −

∫
ϕ(u)du, (35)

with v = ψ−1(u/β). In (35), the integrals denote indefinite integrals. Letβ̃
(SC)
BP denote the potential threshold that is defined

asβ such that the potential (35) has two global minima. In Section V we will prove β̃(SC)
BP ≤ β

(SC)
BP . Thus, it is sufficient to

show β̃(SC)
BP = βIO.

Calculating the RHS of (35) with (31) andu = βψ(v), we obtain

V (u) = −βvξ(v) + 2βC(v) + ln(σ2
n + βξ(v)) +A, (36)

with any constantA. SettingA = − lnσ2
n yieldsV (u) = 2F̃ (ψ−1(u/β)), given by (32). Since the transformation of variables

v = ψ−1(u/β) does not change the qualitative shape of the free energy (32), from the definition of the IO threshold we find
β̃
(SC)
BP = βIO.
As shown in Section V, the DE equations (26) and (27) have the unique fixed-point in the limitW,L → ∞ with γ → 0

if β is smaller than the IO thresholdβIO. From Theorem 3, the BP receiver is optimal in the limitW,L → ∞ with γ → 0
for β < βIO if the limit W,L → ∞ with γ = W/L fixed commutes with the infinite-iteration limiti → ∞ in Theorem 3,
whereas Theorem 3 was proved in the limiti→ ∞ for finite L andW .

Remark 2. We shall conjecture the position of the BP thresholdβ
(SC)
BP for the SC-SCDMA system. The non-rigorous replica

analysis presented in [29] implies that the IO thresholdβ(SC)
IO for the SC-CDMA system converges to the conventional IO

thresholdβIO from above in the limitL,W → ∞ with γ → 0. Since the BP thresholdβ(SC)
BP is bounded from above byβ(SC)

IO ,
we obtainβ(SC)

BP ≤ βIO in the limit L,W → ∞ with γ → 0. Combining this upper bound and Theorem 4, we can conclude

β
(SC)
BP = βIO, (37)

if the replica analysis provides a correct result. Thus, we hereafter refer to the potential threshold̃β(SC)
BP as the BP threshold

for the SC-SCDMA system.
The convergence ofβ(SC)

IO to βIO implies that spatial coupling never improves the performance of IO detection. In other
words, spatial coupling should be regarded as a method for improving the performance of iterative detection. Unfortunately,
we can provide no rigorous proof for the convergence, which may be intuitively understood as follows: The reason whyβ

(SC)
IO

is aboveβIO is due to the rate loss, which vanishes in the limitL,W → ∞ with γ → 0.

V. PHENOMENOLOGICAL STUDY ON SPATIAL COUPLING

A. Continuum Limit

1) Density-Evolution Equations:We shall present the proof of Theorem 4 in a general setting. We assume that two functions
ϕ(u) andψ(v) are bounded, strictly increasing, twice continuously differentiable. LetD ⊂ R and D̃ ⊂ R denote the images
of ϕ andψ, respectively. We assume thatD and D̃ are bounded, and that the supremumumax of D̃ is equal toumax = 0,
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without loss of generality. Let(vl(i), ul(i)) ∈ D × D̃ denote the state in iterationi ≥ 0 at positionl ∈ L = {0, . . . , L− 1} of
an SC system with the number of subsystemsL and coupling widthW , governed by the following DE equations

vl(i) =
1

W + 1

W∑

w=0

ϕ(u(l+w)L(i)), (38)

ul(i) =
βl

W + 1

W∑

w=0

ψ(v(l−w)L(i− 1)), (39)

with the initial conditionvl(0) = vmin ≡ inf D. In (39), the parameterβl ≥ 0 is given by

βl =

{
0 l ∈ {0, . . . ,W − 1}
β l ∈ {W, . . . , L− 1}. (40)

The DE equations (38) and (39) include (26) and (27) for the SC-SCDMA system as a special case, which can be confirmed
by letting vl(i) = sir

(i)
l , ul(i) = σ2

n − σ2
l (i) ≤ 0, ϕ(u) = 1/(σ2

n − u), andψ(v) = −ξ(v).
From (40) the DE equations (38) and (39) can be represented as

vl(i) =
1

W + 1

W∑

w=0

ϕ(ul+w(i)) l ∈ {0, . . . , L− 1}, (41)

ul(i) =
β

W + 1

W∑

w=0

ψ(vl−w(i− 1)) l ∈ {W, . . . , L− 1}, (42)

with ul(i) = 0 for l /∈ {W, . . . , L − 1}. Note that the boundaries are fixed to the supremumumax = 0 of the setD̃. The
monotonicityϕ′(u) > 0 implies thatvmax = ϕ(umax) is also the supremum ofD.

Let vr denote the largest solution to the fixed-point equationv = ϕ(βψ(v)) for the uncoupled case. The solution(vr, ur)
satisfies the following fixed-point equations:

vr = ϕ(ur), ur = βψ(vr). (43)

We assume that(vr, ur) is a stable fixed-point for the DE equations (41) and (42) in the uncoupled caseW = 0.
We first prove that the DE equations (41) and (42) are convergent asi→ ∞.

Lemma 1. For any l ∈ L and i,

vl(i) ≤ vl(i+ 1), ul(i) ≤ ul(i+ 1). (44)

Proof: We follow [35] to prove the statement by induction. Fori = 0 the statementvl(0) ≤ vl(1) holds for anyl because
of vl(0) = vmin. Assumevl(i − 1) ≤ vl(i) for all x. From (42), we obtain

ul(i+ 1)− ul(i)

=
β

W + 1

W∑

w=0

{ψ(vl−w(i))− ψ(vl−w(i − 1))} ≥ 0, (45)

for all l ∈ {W, . . . , L− 1}. In the derivation of the inequality, we have used the assumption vl(i− 1) ≤ vl(i) andψ′(v) > 0.
Combining this observation and the boundary conditionul(i) = umax for any i and l /∈ {W, . . . , L − 1}, we obtainul(i) ≤
ul(i + 1) for any l ∈ L. Repeating the same argument for (41), we findvl(i) ≤ vl(i + 1) for any l ∈ L. By induction, the
statement holds for anyi.

We take three limits to analyze the DE equations (41) and (42): In a first limit calledcontinuum limit, L andW tend to
infinity while the ratioγ =W/L is kept constant. A second limit is the infinite-iteration limit i→ ∞. In the last limit,γ tends
to zero. The goal of Section V-A is to prove that the state governed by the DE equations converges to a stationary solution
of a temporally-continuous and spatially-continuous partial differential equation in the limits above. The proof strategy is as
follows: We first take the continuum limit to reduce the DE equations (41) and (42) to discrete-time and spatially-continuous
integral systems. Subsequently, we approximate the integral systems by a continuous-time partial differential equation asγ → 0
after takingi→ ∞, whereas Donoho et al. [35] analyzed the integral systems directly. The main theorem in Section V-A can
be rigorously proved by deriving the partial differential equation via the integral systems. Furthermore, the partialdifferential
equation provides an intuitive understanding of spatial coupling, as shown in Section V-B.
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2) Integral Systems:We define two spatially-continuous state functionsvγ(x, i) anduγ(x, i) as

vγ(x, i) = F[uγ(·, i);ϕ](x), |x| ≤ 1, (46)

uγ(x, i) =

{
βF[vγ(·, i − 1);ψ](x) |x| < 1− γ
umax |x| ≥ 1− γ,

(47)

with

F[u;ϕ](x) =
1

2γ

∫ γ

−γ

ϕ(u(x+ ω))dω. (48)

We impose the initial conditionvγ(x, 0) = vmin for |x| ≤ 1.
Let C2

1−2γ denote the space of continuous even functions on[−1, 1] that are twice continuously differentiable on(−1, 1)−
{±(1− 2γ)}. The functionvγ(x, i) is shown to be contained in the spaceC2

1−2γ for any i.

Lemma 2. 1) For anyx, i, and anyγ > 0,

vγ(x, i) ≤ vγ(x, i+ 1), uγ(x, i) ≤ uγ(x, i+ 1). (49)

2) For any i, uγ(x, i) is an even function and continuous onR− {±(1− γ)}. Furthermore,vγ(x, i) ∈ C2
1−2γ for any i.

3) For any i and γ > 0,

lim
W=γL→∞

1

L

∑

l∈L

∣∣∣∣vl(i)− vγ

(
2l

L
− 1, i

)∣∣∣∣ = 0, (50)

lim
W=γL→∞

1

L

∑

l∈L

∣∣∣∣ul(i)− uγ

(
2l

L
− 1− γ, i

)∣∣∣∣ = 0. (51)

Proof: The first property is proved by repeating the proof of Lemma 1.Thus, we shall prove the second property. The
symmetry ofvγ(x, i) anduγ(x, i) follows from the symmetries of the initial conditionvγ(x, 0) = vmin and of the integral
systems (46) and (47). It is straightforward to observe that, for any even functionu(x), the functionF[u;ϕ](x) is also an even
function. Indeed, one has

F[u;ϕ](−x)= 1

2γ

∫ γ

−γ

ϕ(u(−x+ ω))dω

=
1

2γ

∫ γ

−γ

ϕ(u(−x− ω))dω

=
1

2γ

∫ γ

−γ

ϕ(u(x+ ω))dω = F[u;ϕ](x). (52)

Thus, the integral systems (46) and (47) with the even initial function vγ(x, 0) = vmin define even functionsvγ(x, i) and
uγ(x, i) for any i.

Let us show the statement on continuity. Expression (46) canbe represented as

vγ(x, i) =
1

2γ

∫ x+γ

x−γ

ϕ (uγ(ω, i))dω, |x| ≤ 1. (53)

Since the initial functionvγ(x, 0) = vmin is measurable, the integral systems (46) and (47) with the bounded functionsϕ and
ψ define measurable functionsvγ(x, i) anduγ(x, i) for any i. This observation and the boundedness ofϕ andψ imply that
the integrand in (53) is Lebesgue-integrable. Thus,vγ(x, i) is (absolutely) continuous [50] on[−1, 1] for any i. Repeating the
same argument for (47), we find thatuγ(x, i) is continuous for|x| < 1 − γ. Combining this observation and the boundary
conditionuγ(x, i) = umax for |x| ≥ 1− γ, the functionuγ(x, i) is continuous onR− {±(1− γ)}.

The statement on differentiability follows from (53). Whenthe integrand in (53) is continuous atω = x ± γ, from the
fundamental theorem of calculus [51], the derivative of (53) exists and is given by

dvγ
dx

(x, i) =
ϕ(uγ(x+ γ, i))− ϕ(uγ(x− γ, i))

2γ
. (54)

Sinceuγ(x, i) is continuous with the exception ofx = ±(1−γ), vγ(x, i) is continuously differentiable on(−1, 1)−{±(1−2γ)}.
Repeating the same argument foruγ(x, i), we find thatuγ(x, i) is continuously differentiable with the exception of the
discontinuous pointsx = ±(1 − γ). The functionvγ(x, i) is twice continuously differentiable when the RHS of (53) is
continuously differentiable. Thus,vγ(x, i) is twice continuously differentiable on(−1, 1)− {±(1− 2γ)}.
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The last property holds from the definition of the Riemann integral. See [35] for a formal proof of the last property by
induction. We here present a sketch of the proof. Assume that(50) holds for somei. From (42) and (47), calcuating the
difference|ul(i+ 1)− uγ(xl − γ, i+ 1)| for xl = (2l/L)− 1 yields

|ul(i+ 1)− uγ(xl − γ, i+ 1)|

<
1

W + 1

W∑

w=0

|ψ(vl−w(i))− ψ(vγ(xl−w, i))|

+

∣∣∣∣∣
1

W + 1

W∑

w=0

ψ(vγ(xl−w , i))

− 1

2γ

∫ γ

−γ

ψ(vγ(xl − γ + ω, i))dω

∣∣∣∣ . (55)

Taking the sumL−1
∑

l∈L, letting ω = −(2w/L) + γ, and considering the continuum limit, it is possible to showthat the
first term tends to zero from the assumption (50). Furthermore, the second term is also proved to converge to zero from the
definition of the Riemann integral. Repeating the same argument for (41) and (46) results in the last property of Lemma 2.

From the first property in Lemma 2, it is guaranteed that the state (vγ(x, i), uγ(x, i)) of the integral systems (46) and (47)
converges a stationary solution(vγ(x), uγ(x)) as i → ∞. Since the integrands in (46) and (47) are bounded, we can usethe
dominated convergence theorem [50] to exchange the order ofthe limit i→ ∞ and the integrals. Thus, any stationary solution
(vγ(x), uγ(x)) satisfies the fixed-point equations

vγ(x) = F[uγ(·);ϕ](x), |x| ≤ 1, (56)

uγ(x) =

{
βF[vγ(·);ψ](x) |x| < 1− γ
umax |x| ≥ 1− γ,

(57)

with F defined in (48). Although differentiability for stationarysolutions is non-trivial in general, we can prove that any
stationary solution(vγ(x), uγ(x)) has the same differentiability as(vγ(x, i), uγ(x, i)).

Lemma 3. Suppose thatvγ(x) is any stationary solution to the fixed-point equations (56)and (57). Then,vγ(x) ∈ C2
1−2γ .

Proof: Repeat the proof of the second property in Lemma 2, by using the fact that the sequence of measurable functions
converges to a measurable function.

3) Differential Systems:We study stationary solutions to the fixed-point equations (56) and (57) in the limitγ → 0. It is
done by introducing a continuous-time system with a state functionu(x, t) for x ∈ [−1, 1] at timet ≥ 0, whose time evolution
is governed by a partial differential equation. The continuous-time system is to be constructed so that any stable solution to
the fixed-point equations (56) and (57) is characterized in the limit γ → 0 by a stationary solution to the partial differential
equation. Intuitively, one may regard the derivative∂u(x, t)/∂t as an approximation of the differenceuγ(x, t+ 1)− uγ(x, t).

Let us define a potential functionV (u) as

V (u) = −D(ψ−1(u/β)‖u), (58)

whereD(v‖u) similar to the divergence4 in information geometry [52] is given by

D(v‖u) =
∫
βψ(v)dv +

∫
ϕ(u)du − vu. (59)

The integrals in (59) denote indefinite integrals, so that the first and second terms in (59) are functions ofv andu, respectively.
Furthermore, we define a differential operatorL as

L[u](x) =
B′(u(x))

2

(
∂u

∂x
(x)

)2

+B(u(x))
∂2u

∂x2
(x), (60)

for a twice continuously differential functionu(x) on [−1, 1], with

B(u) =
1

3
ϕ′(u) > 0. (61)

Then, the partial differential equation that governsu(x, t) is defined as

∂u

∂t
= A(u(x, t))

{
−V ′(u(x, t)) + γ2L[u(·, t)](x)

}
, (62)

4 The indefinite integrals ofϕ and βψ are connected to each other via the Legendre transform in information geometry, whereas the two functions are
independent functions in this paper.
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with

A(u) = βψ′

(
ψ−1

(
u

β

))
> 0. (63)

We impose the boundary conditionu(±1, t) = umax and the initial conditionu(x, 0) = βψ(vinit(x)). In the initial condition,
vinit(x) is a twice continuously differentiable function that satisfies |vinit(x)−vγ(x,∞)| < ǫinit for anyǫinit > 0, with vγ(x,∞)
denoting the fixed-point of the integral systems (46) and (47) as i → ∞. We note that such a functionvinit(x) exists from
Lemma 3.

Lemma 4. For any ǫ > 0 andx ∈ [−1, 1], there exist somet0 > 0 and stationary solutionu(x) such that

|u(x, t)− u(x)| < ǫ, (64)

for all t ≥ t0 and γ > 0.

Proof: See Appendix B for a sketch of the proof.
The goal of Section V-A is to prove the following theorem.

Theorem 5. Let ṽ(x) = limt→∞ ψ−1(u(x, t)/β). Then,

lim
γ→0

lim
i→∞

lim
W=γL→∞

1

L

∑

l∈L

∣∣∣∣vl(i)− ṽ

(
2l

L
− 1

)∣∣∣∣ = 0. (65)

The potential (58) was originally defined in [30]. The contribution of this paper is to provide a systematic derivation ofthe
potential via the approximation of the DE equations (41) and(42) by the partial differential equation (62).

Theorem 5 implies that the analysis of fixed-points to the DE equations (41) and (42) reduces to that of the structure
of stationary solutions to the partial differential equation (62). The analysis will be presented in the next section toprove
Theorem 4.

4) Proof of Theorem 5:The proof strategy of Theorem 5 is as follows: The relationship between the DE equations and the
integral systems has been established in Lemma 2. Thus, we need to assess the relationship between the stationary solution
u(x) of the differential system (62) ast→ ∞ and that of the integral systems (46) and (47) asi→ ∞. In order to show that
the difference between the two stationary solutions is negligibly small for sufficiently smallγ, we use the two properties of
the differential system: One property is the asymptotic stability of the differential system shown in Lemma 4. This implies that
there exists some timet0 > 0 such that the difference between the stationary solutionu(x) and the stateu(x, t0) at timet = t0
is negligibly small. The other property is that the state of the differential system moves very slowly for sufficiently small γ,
since the differential system is an approximation of the integral systems asγ → 0, and since the initial state of the differential
system is very close to the fixed-point solution of the integral systems. This property implies a negligibly small changeof the
state for the differential system as long as finite time-evolution is considered. Combining the two properties yields Theorem 5.

We first prove the latter property. Letvγ(x) = G[vγ(·)](x) denote a single fixed-point equation forvγ(x) obtained by
eliminatinguγ(x) from the fixed-point equations (56) and (57). In order to evaluate the operatorG, we define a continuous-
time differential system as

∂ṽ

∂t
= −ṽ(x, t) + G̃[ṽ(·, t)](x), (66)

for x ∈ [−1, 1]. In (66), the operator̃G is given by

G̃[ṽ(·, t)](x) = ϕ(βψ(ṽ(x, t))) + γ2L[βψ(ṽ(·, t))](x), (67)

with L defined in (60). We impose the boundary conditionṽ(±1, t) = vmax for anyt and the initial conditioñv(x, 0) = vinit(x),
defined below (63).

We first confirm that the system (66) is equivalent to the partial differential equation (62) under the change of variables
u = βψ(ṽ). This property and Lemma 4 imply that the differential system (66) is convergent ast → ∞ for any γ > 0. The
coefficientA(u) in (62) is due to the chain rule∂u/∂t = A(u)∂ṽ/∂t. Let us show that̃v − ϕ(βψ(ṽ)) corresponds to the
derivative of the potential (58) under the change of variables. By definition,

∫
{ṽ − ϕ(βψ(ṽ))}du =

∫
{ṽ − ϕ(βψ(ṽ))}βψ′(ṽ)dṽ

=−D(ṽ‖βψ(ṽ)), (68)

which is equal toV (u), because of̃v = ψ−1(u/β). Thus, the partial differential equation (66) is equivalent to (62).
The differential system (66) is obtained by Taylor-expanding the RHSs of (46) and (47) with respect toγ aroundγ = 0 up

to the second order for the bulk regionX = (−(1− 2γ), 1− 2γ).
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Proposition 3. Suppose thatv(x) is any twice continuously differentiable function on[−1, 1]. For anyǫ > 0, there exists some
γ0 > 0 such that ∫ 1

−1

∣∣∣G[v](x) − G̃[v](x)
∣∣∣ dx < ǫ, (69)

for all γ ∈ (0, γ0).

Proof: Decomposing the integral (69) into two parts, we obtain
∫ 1

−1

∣∣∣G[v](x) − G̃[v](x)
∣∣∣ dx

=

∫

X

∣∣∣G[v](x) − G̃[v](x)
∣∣∣ dx+

∫

X̄

∣∣∣G[v](x) − G̃[v](x)
∣∣∣ dx,

(70)

whereX̄ = [−1,−(1 − 2γ)] ∪ [1 − 2γ, 1] denotes the boundary region. We first upper-bound the secondterm. The second
property of Lemma 2 implies thatG[v](x) is bounded on[−1, 1] for given v(x). Furthermore, from Lemma 4 we find that
G̃[v](x) is also bounded. Thus, the second term on the RHS of (70) is bounded from above by

∫

X̄

∣∣∣G[v](x) − G̃[v](x)
∣∣∣ dx

<4γ

(
sup
x∈X̄

|G[v](x)| + sup
x∈X̄

∣∣∣G̃[v](x)
∣∣∣
)
, (71)

which tends to zero asγ → 0.
We next prove that the integrand|G[v](x)− G̃[v](x)| in the first term of (70) tends to zero asγ → 0 for x ∈ X in the bulk

region. This will complete the proof of Proposition 3 because of the following argument: Since|G[v](x)− G̃[v](x)| is bounded
on X for givenv(x), from the dominated convergence theorem we can exchange theorder of the limitγ → 0 and the integral∫
X
dx. These observations imply that the first term on the RHS of (70) tends to zero asγ → 0. Thus, Proposition 3 holds.

Let us prove that|G[v](x) − G̃[v](x)| tends to zero asγ → 0 for x ∈ X . Sincev(x) is twice continuously differentiable,
we expand the integrandψ(v(x + ω)) in F[v;ψ](x) given by (48) with respect toω up to the second order to obtain

F[v;ψ](x) =

(
1 +

γ2

6

d2

dx2

)
ψ(v(x)) + o(γ2), (72)

for x ∈ X .
We next expand (46) for the bulk regionx ∈ X to derive

G[v](x) =

(
1 +

γ2

6

d2

dx2

)
ϕ(βF[v;ψ](x)) + o(γ2), (73)

for x ∈ X . Substituting (72) into (73) and expanding the obtained expression with respect toγ, we arrive atG[v](x) =
G̃[v](x)+o(γ2) given by (67) for the bulk regionx ∈ X . Thus, the difference|G[v](x)− G̃[v](x)| converges to zero asγ → 0
for x ∈ X .

It is expected from Proposition 3 that the solutionṽ(x, t) to the partial differential equation (66) is very close to the initial
state for sufficiently smallγ as long ast is finite, since the initial state corresponds to the fixed-point of the integral systems (46)
and (47) asi→ ∞. More precisely, we have the following lemma.

Lemma 5. For any t0 ≥ 0 and ǫ > 0, there exists someγ0 > 0 such that
∫ 1

−1

|ṽ(x, t0)− ṽ(x, 0)|dx < ǫ, (74)

for all γ ∈ (0, γ0).

Proof: See Appendix C for a proof based on Proposition 3.
We are ready to prove Theorem 5.

Proof of Theorem 5:Let vγ(x) = limi→∞ vγ(x, i) and ṽ(x) = limt→∞ ṽ(x, t). From Lemma 1 and the first property of
Lemma 2, for anyx ∈ [−1, 1], l ∈ L, andǫ > 0 there exists someI ∈ N such that

|vl(i)− vl(I)| < ǫ, (75)

|vγ(x, i)− vγ(x)| < ǫ, (76)
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for all i ≥ I. For this numberI of iterations andxl = (2l/L)− 1, we use the triangle inequality and (75) to obtain

1

L

∑

l∈L

|vl(i)− ṽ(xl)|

<
1

L

∑

l∈L

|vl(I)− vγ(xl, I)|+
1

L

∑

l∈L

|vγ(xl, I)− ṽ(xl)|+ ǫ.

(77)

The last property of Lemma 2 implies that the first term on the upper bound (77) tends to zero in the continuum limit. From
the definition of the Riemann integral, the sumL−1

∑
l∈L in the second term can be replaced by the integral2−1

∫ 1

−1 dx.
More precisely, we have

lim
W=γL→∞

2

L

∑

l∈L

|vγ(xl, I)− ṽ(xl)| =
∫ 1

−1

|vγ(x, I)− ṽ(x)|dx. (78)

From (76) we have the following bound for the integrand

|vγ(x, I)− ṽ(x)| < |vγ(x) − ṽ(x)|+ ǫ. (79)

Applying these observations to (77) yields

lim
γ→0

lim
i→∞

lim
W=γL→∞

1

L

∑

l∈L

|vl(i)− ṽ(xl)|

<
1

2
lim
γ→0

∫ 1

−1

|vγ(x)− ṽ(x)|dx + 2ǫ. (80)

Thus, it is sufficient to prove that the first term on the upper bound (80) is equal to to zero.
Lemma 4 implies that̃v(x, t) converges uniformly tõv(x) as t → ∞ with respect toγ > 0. Since |ṽ(x, t) − ṽ(x)| is

bounded, from the dominated convergence theorem we find thatfor any ǫ1 > 0 there exists somet0 > 0 such that

1

2

∫ 1

−1

|ṽ(x, t) − ṽ(x)|dx < ǫ1, (81)

for all t ≥ t0 andγ > 0. From this observation, we use the triangle inequality to obtain

1

2

∫ 1

−1

|vγ(x) − ṽ(x)|dx < 1

2

∫ 1

−1

|vγ(x)− ṽ(x, t0)|dx + ǫ1. (82)

From the initial condition|ṽ(x, 0)− vγ(x)| < ǫinit, Lemma 5 implies that the first term on the upper bound converges to zero
asγ → 0. Thus, the upper bound (80) tends to zero.

B. Review of Phenomenological Study

We shall review our phenomenological study on spatial coupling [29]. This section is organized as an independent section of
Section V-A. The study characterizes the position of the BP threshold for SC systems. Furthermore, it helps us understand why
spatial coupling improves the conventional BP threshold. We first explain the dynamics of the partial differential equation (62),
although it is sufficient to investigate the properties of stationary solutions from Theorem 5.

We start with the following partial differential equation:

∂u

∂t
= A(u(x, t))

{
−V ′(u(x, t)) + γ2L[u(·, t)](x)

}
, (83)

with L defined in (60). In (83),t ≥ 0 andx ∈ (−1, 1) denote the temporal and spatial variables, respectively. The stateu(x, t)
is associated with a performance measure, such as SIR, ME, and so on. Without loss of generality, we assume that largeru
implies better performance. The parameterγ > 0 represents thestrengthof spatial coupling. The dynamics of the uncoupled
systemγ = 0 is characterized by a potential energy functionV (u), which is assumed to be bounded below. The two functions
A(u) > 0 andB(u) > 0 in (60) and (83) are arbitrary smooth functions. These assumptions hold for the CDMA case, in
which ψ(v) = −ξ(v) andϕ(u) = 1/(σ2

n − u) for u < 0.
Let us consider the uncoupled systemγ = 0. In this case, the partial differential equation (83) reduces to the ordinary

differential equation
∂u

∂t
= −A(u)V ′(u). (84)

Since the stateu(x, t) does not depend on the spatial variablex anymore, we re-write it asu(t) for the uncoupled system. It
is straightforward to find

d

dt
V (u(t)) = −A(u){V ′(u(t))}2 ≤ 0, (85)
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where the equality holds if and only ifV ′(u(t)) = 0. This implies that the energyV (u(t)) monotonically decreases with the
time-evolution of the stateu(t). Since the potential is bounded below, the stateu(t) converges to a (local) minimum of the
potentialV (u) as t→ ∞.

Suppose that the potentialV (u) has a parameterβ, and that the shape of the potential as a function ofu changes with the
increase ofβ, as shown in Fig. 1. The potentialV (u) is assumed to have the unique stable solution for smallβ. As β increases
across a critical value ofβ, denoted byβBP, a metastable solution emerges to the left side of the globalstable solution. The
BP threshold for the uncoupled systemγ = 0 is defined as the supremum ofβth such that the state converges to the rightmost
stable solution ast → ∞ for all β ∈ (0, βth). When the initial state is smaller than the infimum of the unstable solution of
V (u) over all β > βBP, the BP threshold is equal to the critical valueβBP such that the potentialV (u) is monostable (resp.
bistable) for allβ < βBP (resp.β > βBP). In fact, the state for the uncoupled systemγ = 0 is trapped in the left stable
solution forβ > βBP, since the initial state is smaller than the unstable solution of V (u), whereas it can arrive at the rightmost
stable solution forβ < βBP. Spatial coupling allows the state to escape from the left stable solution and to arrive at the right
stable solution forβ ∈ (βBP, β̃

(SC)
BP ), in which the potential threshold̃β(SC)

BP will be specified shortly, whereas the state may
be trapped in the left stable solution forβ > β̃

(SC)
BP . The goal of this section is to elucidate the mechanism of escaping from

the left stable solution and to specify the position ofβ̃
(SC)
BP . We hereafter focus on the caseβ > βBP, in which the potential

V (u) is bistable.
Let ul andur denote the left (smaller) and right (larger) stable solutions ofV (u), respectively. The boundaries of the state

u(x, t) are assumed to be fixed to the right stable solution, i.e.u(±1, t) = ur for all t ≥ 0. The correct boundary condition
u(±1, t) = umax will be considered shortly. Furthermore, we impose an initial conditionu(x, 0) = uinit(x), with some function
uinit(x). The stateu(x, t) governed by (83) moves around in a space of functions on[−1, 1] ast increases. Ifuinit(x) is smaller
than the unstable solution ofV (u) for any x ∈ (−1, 1), the state for the uncoupled systemγ = 0 is trapped inu(x) = ul for
all x ∈ (−1, 1). Why can the state escape from the left stable solution for SCsystems? When can the state arrive at the right
stable solutionur for all x as t→ ∞? Our phenomenological study provides answers to these questions.

In order to answer the former question, we represent the system (83) as a gradient system

∂u

∂t
= −A(u(x, t))δH

δu
[u(·, t)](x), (86)

where the energy functionalH [u] is given by

H [u] =

∫ 1

−1

[
V (u(x)) +

γ2B(u(x))

2

(
∂u

∂x

)2
]
dx. (87)

In (86), δ/δu denotes the functional derivative with respect tou. See Appendix B for the derivation of (86). As shown in the
same appendix, it is straightforward to find

dH

dt
[u(·, t)] = −

∫ 1

−1

A(u(x, t))

(
δH

δu
[u(·, t)](x)

)2

dx ≤ 0, (88)

where the equality holds if and only ifδH/δu = 0. This implies that the energy functional (87) monotonically decreases with
the time-evolution of the state. Since (87) is bounded below, H [u(·, t)] converges to a finite value ast → ∞. Thus, the state
u(x, t) is guaranteed to converge to a stationary stateu(x) ast→ ∞, which is a local minimum of the energy functional (87).
It is obvious that the uniform solutionu(x) = ur is a stable stationary solution to (86), since the boundaries are fixed to the
right stable solutionur. The second term in the integrand of (87) smooths the stateu(x, t) spatially. This smoothing effect
helps the state escape from the left stable solution and movetoward the uniform solution for allx ∈ [−1, 1]. Surprisingly, the
smoothing effect will be shown to work even in the limitγ → 0.

We next elucidate the answer to the latter question. The following theorem presents a partial answer to the question.

Theorem 6. Suppose that the boundary is fixed to the right stable solution ur of the potentialV (u). If and only ifur is the
unique global stable solution ofV (u), the uniform solutionu(x) = ur is the unique stationary solution to the system (83) in
the limit γ → 0.

Proof: See Section V-C.
As shown from (88), the stateu(x, t) converges to a stable stationary solution ast → ∞. Combining this observation and

Theorem 6 implies that the stateu(x, t) converges to the uniform solution ifur is the unique global stable solution of the
potentialV (u). In other words, the stateu(x, t) can escape from the left stable solution and arrive at the right stable solution
ur for all x, whenur is the unique global stable solution of the potentialV (u).

Recall that the shape of the potentialV (u) with a positive parameterβ is assumed to change with the increase ofβ, as
shown in Fig. 1. The BP threshold for the SC system is defined asthe parameterβth such that the stateu(x, t) converges
to the uniform solution forβ < βth, whereas it is trapped in a non-uniform stationary solutionfor β > βth. Suppose that
V (ul) = V (ur) holds atβ = β̃

(SC)
BP . Theorem 6 implies that̃β(SC)

BP is a lower bound on the BP threshold, since the state is
guaranteed to converge to the uniform solution forβ < β̃

(SC)
BP .
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It depends on the initial conditionu(x, 0) = uinit(x) whetherβ̃(SC)
BP is equal to the BP threshold. In other words, it depends

on the initial condition whether the state converges to a stable non-uniform solution when the non-uniform solution exists. As
a trivial example, let us consider the initial conditionu0(x) = ur. Even if there is a non-uniform stationary solution to (83) the
stateu(x, t) never converges to the non-uniform solution ast→ ∞, since the initial state is a stable stationary solution to (83).
When the initial state is smaller than the left stable solution ul in a bulk region far from the boundaries, on the other hand, the
state is expected to converge toward a stable non-uniform stationary solution if the non-uniform solution exists. Unfortunately,
we could not prove the convergence toward a stable non-uniform stationary solution under the latter initial condition.If we
could prove it, we would be able to present the complete answer to the question: When can the state arrive at the right stable
solutionur for all x as t→ ∞?

Remark 3. The condition presented in Theorem 6, i.e. the global stability of the potentialV (u) at u = ur may not be
necessary for strictly positiveγ, whereas it is sufficient for anyγ > 0: The uniform solution may be the unique stable
stationary solution for strictly positiveγ, whenβ is slightly larger thanβ̃(SC)

BP . Let us consider the limitγ → ∞ to present an
intuitive understanding of this statement. The first term inthe integrand of (87) is negligible in the limitγ → ∞. Thus, the
energy functional (87) has the unique stable solution that satisfies∂u/∂x = 0 and u(±1) = ur or equivalentlyu(x) = ur.
This observation implies that for sufficiently largeγ the state converges to the uniform solution ast → ∞, regardless ofβ.
The smoothing effect withγ > 0, given by the second term in the integrand of (87), helps the state converge to the uniform
solution forβ slightly larger thanβ̃(SC)

BP .

Corollary 1. Suppose that the boundary is fixed toū > ur. If ur is the unique global stable solution ofV (u), a solutionu(x)
that satisfiesu(x) ≥ ur for all x is the unique stationary solution to the system (83) for anyγ > 0.

Proof: See Section V-C.
Theorem 4 follows from Theorem 5 and Corollary 1.

C. Proof of Theorem 6

Let g(u) denote a monotonically increasing function that satisfies

g′(u) =
√
B(u). (89)

Letting ũ = g(u) transforms the system (83) into

∂ũ

∂t
= A(u)B(u)

[
γ2
∂2ũ

∂x2
− V ′(u)√

B(u)

]
, (90)

with u = g−1(ũ). The newly introduced variablẽu corresponds to the normal coordinate system in differential geometry [53].
Let us introduce an effective potential energy functionU(ũ) that satisfies

U ′(ũ) =
V ′(u)√
B(u)

, (91)

with u = g−1(ũ). It is straightforward to confirmU(ũ) = V (g−1(ũ)) + C, with a constantC. Note thatũr = g(ur) is the
global stable solution of the effective potentialU(ũ) if and only if ur is the global stable solution of the original oneV (u).

We first prove the sufficiency of Theorem 6, i.e. the uniform solution is the unique stable stationary solution ifũr is the
unique global stable solution ofU(ũ). The following result is valid for anyγ > 0.

Theorem 7 (Takeuchi et al. 2012). Suppose that the boundary is fixed to the right stable solution ũr of the potentialU(ũ). If
ũr is the unique global stable solution of the effective potential U(ũ), the uniform solutioñu(x) = ũr is the unique stationary
solution to (90).

Proof of Theorem 7:We follow [29] to prove Theorem 7. A stationary solutioñu(x) to (90) satisfies

γ2
d2ũ

dx2
= U ′(ũ), (92)

with the boundary conditioñu(±1) = ũr. Integrating (92) after multiplying both sides bydũ/dx, we obtain

γ2

2

(
dũ

dx

)2

= U(ũ) + C, (93)

with a constantC. Sinceũr is the global stable solution ofU(ũ), the boundary conditioñu(±1) = ũr and the positivity of
the left-hand side (LHS) on (93) implyC ≥ −U(ũr). Let us proveC = −U(ũr). From the symmetry of the boundary-value
problem (92) withũ(±1) = ũr, any solutionũ(x) is symmetric about the axisx = 0, i.e. an even functioñu(−x) = ũ(x).
The pointx = 0 is the middle point of the interval[−1, 1]. Furthermore, any stationary solutioñu(x) must be continuously
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differentiable since it is a solution to the second-order differential equation (92). Thus, we finddũ/dx|x=0 = 0. Evaluating
(93) atx = 0 yieldsU(ũ(0)) = −C ≤ U(ũr). Combining this result with the global stability of̃ur, i.e.U(ũ(0)) ≥ U(ũr), we
obtainC = −U(ũ(0)) = −U(ũr). Note that the uniqueness of the global stable solution implies ũ(0) = ũr.

We shall show that the uniform solutioñu(x) = ũr is the unique solution to (93) withC = −U(ũr). We have decomposed
the boundary-value problem on[−1, 1] into two equivalent subproblems on[−1, 0] and[0, 1]. Repeating this argument infinitely,
we find thatũ(x) is equal toũr at x = k/2j for all {k ∈ Z : |k| ≤ 2j} and allj ≥ 0. Sinceũ(x) is continuous, this observation
implies ũ(x) = ũr for all x. Thus, the uniform solutioñu(x) = ũr is the unique solution to (93) or (92).

Remark 4. Hassani et al. [28] presented an intuitive argument based onclassical mechanics, and obtained results equivalent
to Theorem 7. We shall review their intuitive argument. The differential equation (92) is regarded as the Newton equation of
motion: The statẽu(x) is regarded as the position of a particle with massγ2 at timex, moving subject to the potential energy
−U(ũ). Note thatx corresponds to the temporal variable in this interpretation, althoughx has been defined as the spatial
variable in the original phenomenological system (83). Expression (93) corresponds to the conservation of mechanicalenergy.

The boundary conditioñu(−1) = ũr implies that the particle is on the right maximum of the inverted potential−U(ũ)
at time x = −1. The uniform solution corresponds to the situation under which the particle continues to stay on the right
maximum. Can the other solutions exist? In other words, can the particle move from the initial position at timex = −1 and
return to the initial position at timex = 1? Sinceũr is the global maximizer of the inverted potential−U(ũ), the conservation
of mechanical energy implies that the velocityũ′(x) at timex = 0 must be non-zero if the particle moves to some position
ũ(0) 6= ũr. From the symmetry of̃u(x) about the axisx = 0, however, the non-zero velocitỹu′(x) 6= 0 at timex = 0 indicates
that ũ(x) is non-differentiable at timex = 0. This is a contradiction, sincẽu(x) is the solution to the second-order differential
equation (92). Thus, it is impossible for the particle to move from the initial position and to return to the initial position at
time x = 1. These observations imply that the uniform solutionũ(x) = ũr is the unique solution to (92).

Let us prove Corollary 1. The transformation of variablesũ = g(u) mapsū > ur to a pointg(ū) greater thañur. Corollary 1
holds trivially from the physical intuition, since it is impossible for the particle to return to the initial positiong(ū) > ũr when
the particle gets over the hill̃u = ũr. The proof is formally given as follows:

Proof of Corollary 1: The statement holds if̃u(x) > ũr for all x. Thus, we consider the case in whichũ(x) ≤ ũr for
somex. Since the stationary solution is continuous,ũ(x) = ũr holds at some pointsx ∈ [0, 1]. Let x0 ∈ [0, 1] denote the
maximum of such points. Thus, we find̃u(x) > ũr for all x ∈ (x0, 1]. The symmetry of stationary solutions implies that
ũ(−x0) = ũr. This problem can be regarded as a boundary-value problem on[−x0, x0] ⊂ [−1, 1] with the boundary condition
ũ(±x0) = ũr. Repeating the proof of Theorem 7, we find thatũ(x) = ũr for all x ∈ [−x0, x0]. Thus,ũ(x) ≥ ũr holds for all
x.

Theorem 7 implies that the sufficiency of Theorem 6 is correct. We next prove the necessity of Theorem 6, i.e. there is
a stable non-uniform stationary solution in the limitγ → 0, if ũr is the metastable solution ofU(ũ). Let us focus on a
non-uniform stationary solutioñu(x) to (90) that satisfiesdũ/dx < 0 (resp.dũ/dx > 0) for x ∈ (−1, 0) (resp.x ∈ (0, 1)).
The following theorem guarantees the existence of such a stable non-uniform stationary solution in the limitγ → 0.

Theorem 8. Suppose that the boundary is fixed to the right stable solution ũr of the potentialU(ũ), and that ũr is the
metastable solution of the effective potentialU(ũ). Let us definẽul and ũun as ũl = g(ul) and the pointũun ∈ (ũl, ũr)
satisfyingU(ũun) = U(ũr), respectively (See Fig. 4). Then, for sufficiently smallγ > 0 there are two non-uniform stationary
solutionsũs(x) and ũun(x) to (90). Furthermore, one stationary solutioñus(x) converges tõul for x ∈ (−1, 1) in the limit
γ → 0. The other stationary solutioñuun(x) converges tõur for x 6= 0 in the limit γ → 0, whereasũun(0) tends toũun in
the limit γ → 0. In particular, ũs(x) is stable in the limitγ → 0.

Proof of Theorem 8:See Appendix D.

Remark 5. The two solutions̃us(x) and ũun(x) in the limit γ → 0 can be interpreted in terms of classical mechanics
as follows: For ũs(x), a particle starts rolling down from the right maximum of theinverted potential−U(ũ) toward the
left maximum at timex = −1. The velocity is infinitely large, when the mass is infinitelysmall. In a moment, the particle
approaches the left maximum of the inverted potential with vanishing velocity. If the approaching velocity were finite,the
particle would pass through the left maximum and roll down the left cliff. At timex = 0, the particle starts rolling down
from the left maximum toward the right maximum with infinitely small velocity. Just before timex = 1 the velocity becomes
infinitely large, and returns to the right maximum of the inverted potential at timex = 1.

For the other solutioñuun(x), a particle starts rolling down from the right maximum of theinverted potential to the left
side with infinitely small velocity at timex = −1. Just before timex = 0, the velocity of the particle becomes infinitely large,
and stops at the point̃uun at timex = 0, because of the conservation of mechanical energy. If the initial velocity were finite,
the particle could not stop at the point̃uun. The particle starts rolling down from the pointũun with infinitely large velocity,
and approaches the right maximum with vanishing velocity ata moment. Then, the particle climbs the hill slowly, and returns
to the right maximum of the inverted potential at timex = 1.

Theorem 8 is useful for plotting the stationary solutions to(83). Intuitively, the non-uniform solutioñus(x) that converges
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Fig. 4. Inverted potential−U(ũ) for β > β̃
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Fig. 5. Multiuser efficiency versusl′/L for 1/σ2n = 10 dB, L = 32, W = 1, andβinit = 0. The solid lines denote the MEs forβ = 1.97. The dashed
line shows the ME forβ = 1.99 and i = 105.

to ũl for all x ∈ (−1, 1) in the limit γ → 0 represents the situation under which the stateũ(x, t) is trapped around the left
stable solutioñul as t→ ∞. We conjecture that̃uun(x) is unstable, although we could not prove the instability.

VI. N UMERICAL RESULTS

A. Density-Evolution Analysis

The DE equations (26) and (27) are numerically solved to estimate the position of the BP threshold for the SC-SCDMA
system. We focus on the MEη(i)l′ = σ2

nsir
(i)
l′ in iteration i. Since the SIRsir(i)l′ must be smaller than the SNR1/σ2

n, the ME
takes a value between0 and1. Figure 5 shows the MEη(i)l′ for β = 1.97 andβ = 1.99. The BP thresholdβ(SC)

BP for the SC-
SCDMA system based on Theorem 4 and Remark 2 is given byβ

(SC)
BP ≈ 1.982 67 for 1/σ2

n = 10 dB. Forβ = 1.97 < β
(SC)
BP ,

the BP receiver first obtains reliable information about thedata symbols at the boundariesl′/L = 0 and l′/L = 1 − 1/L,
transmitted in the initialization phase. Then, the reliable information propagates toward the middle positionl′/L = 1/2 as i
increases. Eventually, the ME tends toward an almost uniform solution, which is close to1 for all positionsl′. This result
implies that the BP receiver can eliminate the MAI forβ = 1.97. For β = 1.99 > β

(SC)
BP , on the other hand, the ME tends to

a non-uniform solution after many iterations: The ME fori = 105 is close to0 around the centerl′/L = 1/2, whereas it is
close to1 near the boundariesl′/L = 0 and l′/L = 1− 1/L. This observation implies that the system is interference-limited
for β = 1.99.

In order to investigate the convergence speed of the continuum limit, we focus on the fixed-points to the DE equations (26)
and (27). See [24] for how to find the fixed-points to the DE equations (26) and (27). Figure 6 shows the ME at the center
l′/L = 1/2, given via the fixed-points to (26) and (27). The MEs forW = 1 andW = 2 are represented by the solid and
dashed lines, respectively. The dotted line shows the ME in the limitL,W → ∞ with γ =W/L→ 0, based on Theorem 8. The
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TABLE I
BP THRESHOLDS FOR THESC-SCDMASYSTEMS. 1/σ2n = 10 DB AND βinit = 1. βBP AND β

(SC)
BP ARE APPROXIMATELY GIVEN BY βBP ≈ 1.730 78

AND β
(SC)
BP ≈ 1.982 67, RESPECTIVELY.

W
1 2 3 4

16 1.97947 1.99150 2.04385 2.16470
L 32 1.97925 1.98266 1.98321 1.98665

64 1.97925 1.98264 1.98267 1.98267
128 1.97925 1.98264 1.98267 1.98267

asymptotic5 ME is indistinguishable from that forW = 2. In the limit L,W → ∞ with γ =W/L→ 0 the DE equations (26)
and (27) have the unique fixed-point whenβ is smaller thanβ(SC)

BP , which is shown by the vertical line, whereas there are
multiple fixed-points forβ > β

(SC)
BP . The ME forW = 1 displays oscillating behavior around the BP thresholdβ

(SC)
BP , as

shown in the inset of Fig. 6. The same phenomenon was observedin SC-LDPC codes [24]. The wiggle decreases slightly the
maximum ofβ at which the DE equations (26) and (27) forW = 1 have a unique fixed-point. Since the amplitude of the
wiggle decreases rapidly with the increase ofW , the ME forW = 2 is indistinguishable from the asymptotic one shown by
the dotted line, except for a neighborhood ofβ = β

(SC)
BP . This oscillating behavior aroundβ(SC)

BP seems to disappear in the
limit L,W → ∞ with γ = W/L → 0. These observations imply that the convergence to the asymptotic ME is so fast that
the asymptotic result can provide good approximations for the SC-SCDMA systems with finiteL andW .

Tables I and II list the BP thresholds for the SC-SCDMA systemfor SNRs1/σ2
n = 10 dB and1/σ2

n = 12 dB, respectively.
The thresholds were estimated by solving the DE equations (26) and (27) numerically. Note that the listed values are not the
average system load̄β but the system loadβ in the communication phase. We find that the thresholds forL = 16 are larger
than the BP thresholdβ(SC)

BP ≈ 1.982 67 in the limit L,W → ∞ with γ = W/L → 0, except forW = 1. This observation is
due to strictly positiveγ: Whenβ is slightly larger thanβ(SC)

BP , as noted in Remark 3, the partial differential equation (83) for
γ > 0 may converge to an almost uniform solution, like the solution for i = 1800 in Fig. 5.

We have so far investigated the static properties of the DE equations (26) and (27). We next consider the dynamic properties
of the DE equations. Figure 7 shows the MEη(i)l′ at l′/L = 1/2 as a function of the number of iterationsi. The conventional BP
thresholdβBP is approximately equal toβBP ≈ 1.730 78 for SNR 1/σ2

n = 10 dB, while the BP threshold for the SC-SCDMA
system is given byβ(SC)

BP ≈ 1.982 67. The number of iterations required for convergence increases asβ grows. Interestingly,
the SC-SCDMA systems converge to the stationary solutions more quickly than the uncoupled systemW = 0 for β = 1.73,
whereas all systems converge at the same speed forβ = 1.55 < βBP. This observation is because the uncoupled system requires
infinitely many iterations for convergence whenβ tends to the BP thresholdβBP from below. The number of iterations required
for L = 64 andW = 2 is roughly half the number of iterations forL = 64 andW = 1, while the one required forL = 128
andW = 1 is roughly twice. These results are consistent with the intuition that reliable information at the boundariesl′ = 0
and l′ = L− 1 should propagate toward the middle positionl′ = L/2 at a speed proportional toγ =W/L.

5 Note that the term “asymptotic” in Section VI-A implies the limit γ → 0 after taking the continuum limit, whereas we have so far usedthe term to mean
the large-sparse-system limit.
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TABLE II
BP THRESHOLDS FOR THESC-SCDMASYSTEMS. 1/σ2n = 12 DB AND βinit = 1. βBP AND β

(SC)
BP ARE APPROXIMATELY GIVEN BY βBP ≈ 1.873 44

AND β
(SC)
BP ≈ 2.507 16, RESPECTIVELY.

W
1 2 3 4

16 2.38479 2.49386 2.53057 2.65917
L 32 2.38479 2.49314 2.50589 2.50726

64 2.38479 2.49314 2.50588 2.50705
128 2.38479 2.49314 2.50588 2.50705
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B. Numerical Simulations

Numerical simulations of the BP receivers are presented. Wefirst focus on uncoupled SCDMA systems, i.e.W = 0. Figure 8
plots the BERs of the (exact) BP receiver. The results forr = 4, 6, 8 are denoted by{+}, {×}, and{�} connected with solid
or dashed lines, respectively. The analytical results in the large-sparse-system limit are also shown by the dotted lines. When
β = 1, the large-sparse-system result can provide a good approximation of the BER forr = 4. Whenβ = 1.45, however,
there are gaps between the large-sparse-system result and the BERs forr = 4, 6, 8 especially in the moderate-SNR regime.
The large-sparse-system result provides a larger estimatethan the actual BER in the low-SNR regime, whereas it predicts a
smaller BER in the high-SNR regime. These observations imply that, as the system load grows, largerr is required in order
for the large-sparse-system result to provide good approximations for the actual BERs.

Figure 9 shows a comparison between the SCDMA systems with and without spatial coupling. We used the BP receiver
with GA to reduce the computational complexity. The horizontal axis is the average system load given by (8). The BER at
the middle positionl′/L = 1/2 is plotted for the SC-SCDMA system. The BERs for the uncoupled SCDMA systems are
denoted by{+} or {×} connected with dashed lines. The BERs for the SC-SCDMA systems are represented by{+} or {×}
connected with solid lines. We find that the performance of the SC-SCDMA system withK = 2048, L = 16, W = 1, and
βinit = β is superior (resp. comparable) to that of the uncoupled SCDMA system with2048 (resp.32768) users. Note that the
SC-SCDMA system performs the BP detection for everyL symbol periods, whereas the uncoupled SCDMA system does for
every symbol period. However, this delay of detection does not necessarily result in the overall delay for coded systems. Since
L is commonly smaller than the code length, the overall delay is dominated by the decoding delay. Thus, the comparisons
between the uncoupled SCDMA system with2048 users and the SC-SCDMA systems make sense for practical coded systems,
although the detection delay for the SC-SCDMA systems is larger than for the uncoupled SCDMA system. These observations
imply that the SCDMA system with one-dimensional coupling can accelerate the convergence speed toward the large-system
limit, compared to the uncoupled SCDMA system with the same number of users. Furthermore, the SC-SCDMA system with
K = 2048, L = 16, W = 1, andβinit = 1.4 can provide a significant improvement in BER for high system loads, compared
to the SC-SCDMA system withβinit = β. The BERs for the SC-SCDMA system withβinit = 1.4 seem to be trapped in the
top (bad) solution obtained from the large-sparse-system analysis, when the average system load is equal to1.9. This is due
to finite L, W , K, andN : Substituting the BP thresholdβ(SC)

BP ≈ 1.982 67 into β in the average system load (8), we find that
the corresponding average system load is approximately equal to 1.93. The remaining gap0.03 seems to be due to finiteK
andN .

In order to achieve the improved BP threshold,L must tend to infinity. Let us discuss the effect of increasingL for finite
K andN . If K andN were infinity, reliable information at the boundariesl′ = 0 and l′ = L − 1 could propagate to the
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adjacent positions successfully. For finiteK andN , however, it is probabilistic whether reliable information can propagate
to the adjacent positions successfully. AsL increases, thus, it becomes difficult for reliable information to propagate to the
middle position successfully. IncreasingK andN results in a reduction of the probability with which the propagation of
reliable information to the adjacent positions fails. These arguments imply that the system size required for achieving a BER
close to the analytical one increases as the average system load gets closer to the improved BP threshold.

VII. C ONCLUSIONS

The SC-SCDMA system has been proposed to improve the performance of iterative MUD based on BP. We have derived the
two iterative receivers, one based on exact BP, and the otheron approximate BP with GA. The two BP receivers can achieve
the same performance in the large-sparse-system limit. Theanalysis of the DE equations for the two receivers implies that the
BP threshold can be improved up to the IO threshold by spatialcoupling. Numerical simulations imply that spatial coupling
can provide a significant improvement in BER for a fixed finite-sized system especially in the region of high system loads,
whereas a quite large system is required for approaching theIO threshold.

We remark a capability of the phenomenological methodologyfor specifying the BP threshold for SC systems and a direction
of future work to conclude this paper. The phenomenologicalresult presented in Section V is applicable to characterizing the
BP threshold for any SC system, if DE equations for the corresponding uncoupled system are described by one parameter
and if DE equations for the SC system is included in the DE equations (41) and (42). Of course, the presented method is not
applicable to all SC systems. A further generalization of the phenomenological model is left as a future work.
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APPENDIX A
PROOF OFTHEOREM 1

A. Reparametrization

In order to prove Theorem 1, we evaluate the evolution of the tentative marginal posterior probability (12) in the large-
sparse-system limit, following [23], [54]. The marginal posterior probability is a random variable on the space of probability
distributions, because of the randomness ofY andG. Since we have assumed BPSK, the marginal posterior probability (12) can
be represented with one parameter. Selecting the log likelihood ratio (LLR) as the parameter is suitable for proving Theorem 1.
Evaluating the evolution of the tentative marginal posterior probability (12) is equivalent to tracing the evolution of the pdf of
the LLR.

Let L(i)
(n,l)→(k,l′) denote the LLR for the message (13) provided from the function node(n, l) to the variable node(k, l′) in

iteration i,

L
(i)
(n,l)→(k,l′) = ln

q
(i)
n,l(bk,l′ = 1)

q
(i)
n,l(bk,l′ = −1)

. (94)

Furthermore, we write the LLR for the message (14) propagating along the same edge in the opposite direction as

L
(i)
(k,l′)→(n,l) = ln

m
(i)
n,l(bk,l′ = 1)

m
(i)
n,l(bk,l′ = −1)

. (95)

The product step (14) can be represented as follows:

L
(i)
(k,l′)→(n,l) =

∑

(ñ,l̃)∈∂(k,l′)\(n,l)

L
(i)

(ñ,l̃)→(k,l′)
. (96)

The ACF property of the(r, L,W )-ensemble presented in Example 3 guarantees that the incoming LLRs {L(i)

(ñ,l̃)→(k,l′)
} are

independent random variables in the large-system limit. Furthermore, the central limit theorem implies that the LLR (96)
converges in law to a Gaussian random variable in the large-sparse-system limit, i.e. in the dense limit after taking thelarge-
system limit. Thus, it is sufficient to evaluate the mean and variance of the LLR (96) conditioned on the data symbols{bk,l′}
in the large-sparse-system limit. In the proof of Theorem 1,we always fix the data symbols and omit conditioning with respect
to the data symbols.

B. Density Evolution

1) Mean and Variance of (96):In order to calculate the mean and variance of the LLR (96), wefirst define and calculate
several quantities. Let us definefj(y) and f̃ (i)

j (y) as

fj(y) =

(
y − In,l,k,l′

σ2
n

)j
g(y − In,l,k,l′ ;σ

2
n) for j = 0, 1, (97)

f̃
(i)
j (y) =

∑

{b̃
(i)

k̃,l̃′
}





(
y − Ĩ

(i)
n,l,k,l′

σ2
n

)j
− δj,2

σ2
n





·g(y − Ĩ
(i)
n,l,k,l′ ;σ

2
n)

∏

(k̃,l̃′)∈∂(n,l)\(k,l′)

m
(i)
n,l(b̃

(i)

k̃,l̃′
), (98)

for j = 0, 1, 2. In (97) and (98),̃I(i)n,l,k,l′ andIn,l,k,l′ are given by (15) and

In,l,k,l′ =
∑

(k̃,l̃′)∈∂(n,l)\(k,l′)

sn,l,k̃,l̃′bk̃,l̃′√
(W + 1)c̄l,k̃,l̃′

, (99)

respectively. Furthermore,g(x;σ2) denotes the pdf (1) for a zero-mean Gaussian random variablewith varianceσ2. The two
quantities (97) and (98) are used to Taylor-expand the RHS of(13) in the large-system limit.

Lemma 6. Suppose that (7) is picked up from the(r, L,W )-ensemble, presented in Example 3. Then,

∫ ∞

−∞

f̃
(i−1)
1 (y)

f̃
(i−1)
0 (y)

f1(y)dy → 1

σ̃2
l (i)

, (100)
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∫ ∞

−∞

(
f̃
(i−1)
1 (y)

f̃
(i−1)
0 (y)

)2

f0(y)dy → σ2
l (i)

σ̃4
l (i)

, (101)

in the large-sparse-system limit, where the overlines in (100) and (101) represent the expectation with respect to (7).In the
RHSs of (100) and (101),σ2

l (i) and σ̃2
l (i) are respectively given by

σ2
l (i) = σ2

n +
βl

W + 1

W∑

l′=0

ξ
(i−1)
(l−l′)L

, (102)

σ̃2
l (i) = σ2

n +
βl

W + 1

W∑

l′=0

ξ̃
(i−1)
(l−l′)L

, (103)

with

ξ
(i)
l′ = E

[(
b1,l′ − E[b̃

(i)
1,l′ ]
)2]

, (104)

ξ̃
(i)
l′ = E

[(
b̃
(i)
1,l′ − E[b̃

(i)
1,l′ ]
)2]

. (105)

In (102) and (103),βl = K/Nl is equal toβinit for l = 0, . . . ,W − 1 and toβ for l =W, . . . , L− 1, respectively.

Proof of Lemma 6:As we have noted in Section III-B, the central limit theorem implies that the postulated interference (15)
converges in law to a Gaussian random variable in the dense limit. The mean and variance of (15) are given by (16) and (17),
respectively. Since (98) depends on{b̃(i)

k̃,l̃′
} only through the postulated interference (15), we calculate the marginalization in

(98) as the expectation with respect to the postulated interference to obtain

f̃
(i−1)
0 (y) = g(y − µ̃

(i−1)
n,l,k,l′ ;σ

2
n + ṽ

(i−1)
n,l,k,l′), (106)

f̃
(i−1)
1 (y) =

y − µ̃
(i−1)
n,l,k,l′

σ2
n + ṽ

(i−1)
n,l,k,l′

g(y − µ̃
(i−1)
n,l,k,l′ ;σ

2
n + ṽ

(i−1)
n,l,k,l′), (107)

where µ̃(i)
n,l,k,l′ and ṽ(i)n,l,k,l′ are given by (16) and (17), respectively. Substituting these expressions into (100) and (101) and

performing the integrations with respect toy, we have
∫ ∞

−∞

f̃
(i−1)
1 (y)

f̃
(i−1)
0 (y)

f1(y)dy → 1

σ2
n + ṽ

(i−1)
n,l,k,l′

, (108)

∫ ∞

−∞

(
f̃
(i−1)
1 (y)

f̃
(i−1)
0 (y)

)2

f0(y)dy →
σ2
n + (In,l,k,l′ − µ̃

(i−1)
n,l,k,l′)

2

(σ2
n + ṽ

(i−1)
n,l,k,l′)

2
, (109)

in the large-sparse-system limit.
In order to complete the proof, we take the expectation with respect to (7), picked up from the(r, L,W )-ensemble. The

weak law of large numbers implies that the variance (17) converges in probability to the second term on the RHS of (103)
in the large-sparse-system limit. Since the RHS of (108) is bounded, this implies that (100) holds. Next, the average of
(In,l,k,l′ − µ̃

(i−1)
n,l,k,l′ )

2 over (7) is equal to

(In,l,k,l′ − µ̃
(i−1)
n,l,k,l′)

2 =
∑

(k̃,l̃′)∈∂(n,l)\(k,l′)

(bk̃,l̃′ − E[b̃
(i−1)

k̃,l̃′
])2

(W + 1)c̄l,k̃,l̃′
, (110)

which converges in probability to the second term on the RHS of (102) in the large-sparse-system limit. This observation
implies that (101) holds.

We shall evaluate the mean and variance of the LLR (96) in the large-sparse-system limit. For that purpose, we use Lemma 6
to calculate (94) up toO(r−1). Expanding the RHS of (13) with respect tosn,l,k,l′bk,l′/

√
(W + 1)c̄l,k,l′ up to the second

order yields

q
(i)
n,l(bk,l′ ) =f̃

(i−1)
0 (yn,l) + f̃

(i−1)
1 (yn,l)

sn,l,k,l′bk,l′√
(W + 1)c̄l,k,l′

+
f̃
(i−1)
2 (yn,l)

2

s2n,l,k,l′b
2
k,l′

(W + 1)c̄l,k,l′
+O(r−3/2), (111)
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wheref̃ (i)
j (y) is given by (98). Note that{bk̃,l̃′ : (k̃, l̃′) ∈ ∂(n, l)\(k, l′)} in (13) are dummy variables, so that we have replaced

them by{b̃(i)
k̃,l̃′

} to obtain (111). Substituting (111) into (94) and expandingthe obtained formula, we have

L
(i)
(n,l)→(k,l′) =

f̃
(i−1)
1 (yn,l)

f̃
(i−1)
0 (yn,l)

2sn,l,k,l′√
(W + 1)c̄l,k,l′

+O(r−3/2). (112)

We note that no term proportional tor−1 appears under the BPSK assumption, whereas the term does forgeneral data
symbols [23], [54].

In order to calculate the mean and variance of (112), we use the following expansion:

p

(
yn,l

∣∣∣∣∣
sn,l,k,l′bk,l′√
(W + 1)c̄l,k,l′

+ In,l,k,l′

)

=f0(yn,l) + f1(yn,l)
sn,l,k,l′bk,l′√
(W + 1)c̄l,k,l′

+O(r−1). (113)

Evaluating the mean of (112) with this expression, we obtain

E[L
(i)
(n,l)→(k,l′)]

=

∫ ∞

−∞

f̃
(i−1)
1 (yn,l)

f̃
(i−1)
0 (yn,l)

f1(yn,l)dyn,l
2bk,l′

(W + 1)c̄l,k,l′
+O(r−3/2)

=
2

(W + 1)c̄l,k,l′ σ̃2
l (i)

bk,l′ +O(r−3/2), (114)

where we have used (100) in the derivation of the last equality. Similarly, we use (101) to calculate the variance of (112)as

V[L
(i)
(n,l)→(k,l′)] =

4σ2
l (i)

(W + 1)c̄l,k,l′ σ̃4
l (i)

+O(r−3/2). (115)

The two expressions (114) and (115) imply that the mean and variance of the LLR (96) converge to

E[L
(i)
(k,l′)→(n,l)] → 2s̃ir

(i)

l′ bk,l′ , (116)

V[L
(i)
(k,l′)→(n,l)] → 4sir

(i)
l′ , (117)

in the large-sparse-system limit, respectively, with

sir
(i)
l′ =

1

W + 1

W∑

l̃=0

σ2
(l̃+l′)L

(i)

σ̃4
(l̃+l′)L

(i)
, (118)

s̃ir
(i)

l′ =
1

W + 1

W∑

l̃=0

1

σ̃2
(l̃+l′)L

(i)
, (119)

whereσ2
l (i) and σ̃2

l (i) are given by (102) and (103), respectively. In the derivation of (118) and (119), we have used the
assumption that (7) is picked up from the(r, L,W )-ensemble presented in Example 3.

In summary, the LLR (96) converges in law to a Gaussian randomvariable with mean (116) and variance (117) in the
large-sparse-system limit.

2) Decoupling: We shall present the asymptotic expression of the equivalent channelp(b(i)k,l′ |bk,l′) given by (19). Letz(i)k,l′

denote a Gaussian random variable with meanbk,l′ and variancesir(i)l′ /(s̃ir
(i)

l′ )2. The LLR of the tentative marginal posterior

probability (12) is statistically equivalent to the LLR (96) or 2s̃ir
(i)

l′ z
(i)
k,l′ in the large-sparse-system limit. Since the pmfp(x)

for the BPSK random variablex ∈ {1,−1} is proportional toexp(Lx/2), with L = ln{p(x = 1)/p(x = −1)}, we obtain

p(b
(i)
k,l′ |bk,l′)

∝E
z
(i)

k,l′

[
exp

(
s̃ir

(i)

l′ z
(i)
k,l′b

(i)
k,l′

)]

∝
∫
p(b

(i)
k,l′ |z

(i)
k,l′)g

(
z
(i)
k,l′ − bk,l′ ;

sir
(i)
l′

(s̃ir
(i)

l′ )2

)
dz

(i)
k,l′ , (120)
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in the large-sparse-system limit, where the posterior probability p(b(i)k,l′ |z
(i)
k,l′) is given by

p(b
(i)
k,l′ |z

(i)
k,l′) =

g(z
(i)
k,l′ − b

(i)
k,l′ ; (s̃ir

(i)

l′ )−1)

p(z
(i)
k,l′ ; (s̃ir

(i)

l′ )−1)
, (121)

with

p(z
(i)
k,l′ ; (s̃ir

(i)

l′ )−1) =
∑

b
(i)

k,l′
=±1

g(z
(i)
k,l′ − b

(i)
k,l′ ; (s̃ir

(i)

l′ )−1). (122)

In order to prove that the equivalent channel (120) is equal to (25), we show thatsir(i)l′ is given by (26) and that̃sir
(i)

l′ is
equal tosir(i)l′ . Since the LLR of the tentative marginal posterior probability (12) is statistically equivalent to the LLR (96) in
the large-sparse-system limit, the MSE (104) and the posterior variance (105) are equal to

ξ
(i)
l′ = E

[(
b1,l′ − 〈b(i)1,l′〉

)2]
, (123)

ξ̃
(i)
l′ = E

[(
b
(i)
1,l′ − 〈b(i)1,l′〉

)2]
, (124)

where the posterior mean〈b(i)k,l′ 〉 is given by

〈b(i)k,l′ 〉 =
∑

b
(i)

k,l′
=±1

b
(i)
k,l′p(b

(i)
k,l′ |z

(i)
k,l′). (125)

Expressions (102), (103), (118), (119), (123), and (124) provide DE equations with respect tosir(i)l′ and s̃ir
(i)

l′ . The initial
conditionm(0)

n,l(bk,l′) = 1/2 implies ξ(0)l′ = ξ̃
(0)
l′ = 1, because ofE[b̃(0)k,l′ ] = 0.

Let us prove that the DE equations reduce to those presented in Theorem 1 by induction. Wheni = 1, (102) and (103)

implies σ2
l (1) = σ̃2

l (1), given by (27) withi = 1. Furthermore,sir(1)l′ = s̃ir
(1)

l′ , given by (26), holds from (118) and (119).

Next, suppose that the statement holds for iterationi. Sincesir(i)l′ = s̃ir
(i)

l′ , the posterior probability (121) is equal to that for
the scalar AWGN channel (20). Thus, the MSE (123) and the posterior variance (124) coincide with each other for iterationi.

This observation impliessir(i+1)
l′ = s̃ir

(i+1)

l′ , given by (26) for iterationi+ 1.

APPENDIX B
PROOF OFLEMMA 4

Let û(x̃, t) = u(γx̃, t) for x̃ ∈ [−γ−1, γ−1]. We first show that the partial differential equation (62) isrepresented as

∂û

∂t
= −A(û(x̃, t))δH

δû
[û(·, t)](x̃), (126)

with some energy functionalH . In (126),δ/δû denotes the functional (Fréchet) derivative with respectto û. Furthermore, the
boundary condition̂u(±γ−1, t) = umax is imposed.

Let us define the energy functionalH as

H [û] =

∫ γ−1

−γ−1

[
V (û(x̃)) +

B(û(x̃))

2

(
∂û

∂x̃

)2
]
dx̃. (127)

For functionsû(x̃) andw(x̃), we expand the energy functionalH [û+ ǫw], given by (127), aroundǫ = 0 to obtain

H [û+ ǫw] = H [û] + ǫ
∂H

∂ǫ
[û] +O(ǫ2), (128)

with

∂H

∂ǫ
[û] =

∫ γ−1

−γ−1

[
V ′(û(x̃)) +

B′(û(x̃))

2

(
∂û

∂x̃

)2
]
w(x̃)dx̃

+

∫ γ−1

−γ−1

B(û(x̃))
∂û

∂x̃

∂w

∂x̃
dx̃. (129)
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Since û(x̃) + ǫw(x̃) must satisfy the boundary conditionŝu(±γ−1) + ǫw(±γ−1) = umax aroundǫ = 0, we impose the
boundary conditionŝu(±γ−1) = umax and w(±γ−1) = 0. Integrating by parts the last term in (129) with the boundary
conditionw(±γ−1) = 0 yields

∂H

∂ǫ
[û] =

∫ γ−1

−γ−1

{V ′(û(x̃))− L[û](x̃)}w(x̃)dx̃, (130)

with L defined in (60). This expression implies that the functionalderivative of (127) is given by

δH

δû
[û](x̃) = V ′(û(x̃))− L[û](x̃). (131)

Substituting (131) into (126), we find that (126) is equal to (62) under the change of variablesx = γx̃.
We next show that

dH

dt
[û(·, t)] = −

∫ γ−1

−γ−1

A(û(x̃, t))

(
δH

δû
[û(·, t)](x̃)

)2

dx̃ ≤ 0, (132)

where the equality holds if and only ifδH/δû = 0, sinceA(·) given by (63) is a positive function. This implies that the
energy functional (127) is a Lyapunov functional [55] on thespace of twice continuously differentiable functions withthe
norm‖u‖ = ‖u‖∞+‖u′‖∞+‖u′′‖∞. The space is known to be complete with respect to this norm. Lyapunov’s direct method
implies that Lemma 4 follows from (132). The detailed proof is omitted since it is beyond the scope of this paper.

Intuitively, the energy functional (127) monotonically decreases with the time-evolution of the state. Since (127) isbounded
below,H [û(·, t)] converges to a finite value ast → ∞, wheredH/dt = 0 holds and thus the functional derivativeδH/δû
vanishes. Asγ → 0 the problem (126) for the interval[−γ−1, γ−1] reduces to that for the infinite interval(−∞,∞).
Nonetheless, the argument above should be valid asγ → 0, although a careful treatment for the region|x̃| ≫ 1 is required in
considering the energy functional (127) and the functionalderivative (132). These intuitive arguments imply that ast → ∞
the statêu(x̃, t) should converge uniformly to a stationary state with respect to γ > 0.

Let us prove (132). Differentiating (127) yields

dH

dt
[û(·, t)]

=

∫ γ−1

−γ−1

[
V ′(û(x̃, t)) +

B′(û(x̃, t))

2

(
∂û

∂x̃

)2
]
∂û

∂t
dx̃

+

∫ γ−1

−γ−1

B(û(x̃, t))
∂û

∂x̃

∂2û

∂t∂x̃
dx̃. (133)

Integrating by parts the last term, we obtain

dH

dt
[û(·, t)] =

∫ γ−1

−γ−1

δH

δû
[û(·, t)](x̃)∂û

∂t
dx̃, (134)

with (131), where we have used∂u(±γ−1, t)/∂t = 0, which is obtained from the boundary conditionû(±γ−1, t) = umax.
Substituting (126) into (134) yields (132).

APPENDIX C
PROOF OFLEMMA 5

In order to explain the idea for proving Lemma 5, let us discretize the time derivative in (66) as∂ṽ/∂t ≈ (ṽ(x, t + δ) −
ṽ(x, t))/δ for small δ > 0. The differential system (66) is approximated by the discrete-time system̃vn+1(x) = δG̃[ṽn(·)](x)
for n ∈ N, i.e. ṽ(x, nδ) ≈ ṽn(x). Proposition 3 implies that, for sufficiently smallγ > 0, finite iterations of the system should
result in a negligibly small change of the stateṽn(x) when the initial functioñv0(x) is smooth and very close to the solution
vγ(x) of the fixed-point equationvγ(x) = G[vγ(·)](x). Since ṽ(x, t0) ≈ ṽn0(x) for n0 = t0/δ, the state of the differential
system (66) at timet = t0 should be very close to the initial state as long ast0 is finite. The proof of Lemma 5 is based on
this intuition.

Let ṽn(x) = ṽ(x, δn) for δ > 0. We define two coupled sequencesǫn(x) andρn(x) of functions forx ∈ R by

ǫn(x) = δ
{
ρn(x) + (κn(x) + ǫ1)χ[−1,1](x)

}
, (135)

ρn+1(x) = ρn(x) +Aǫn(x) + ǫn(x), (136)

for A > 0 andǫ1 > 0, with

ǫn(x) =
1

(2γ)2

∫

[−γ,γ]2
ǫn(x+ ω1 + ω2)dω1dω2. (137)
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In (135),χ[−1,1](x) denotes the indicator function of the interval[−1, 1] ⊂ R. and the functionκn(x) is given by

κn(x) =
∣∣∣G[ṽ(·, δn)](x) − G̃[ṽ(·, δn)](x)

∣∣∣ . (138)

SinceA and ǫ1 are contained in (135) and (136), we note thatǫn(x) andρn(x) depend onA and ǫ1. We first prove the
following lemma.

Lemma 7. For anyx ∈ [−1, 1], ǫ0 > 0, and anyǫ1 > 0, there exist someA > 0 and δ > 0 such that

|ṽn(x)−G[ṽn](x)| < ρn(x), (139)

|ṽn+1(x)− ṽn(x)| < ǫn(x), (140)

with ρ0(x) = ǫ0χ[−1,1](x).

Proof: Since we focus onx ∈ [−1, 1], χ[−1,1](x) = 1 holds. We first prove that the latter bound (140) is correct ifthe
former bound (139) holds. We use the mean-value theorem [51]to find that for anyǫ1 > 0 there exists someδ > 0 such that

|ṽ(x, t+ δ)− ṽ(x, t)| < δ

∣∣∣∣
∂

∂t
ṽ(x, t)

∣∣∣∣+ δǫ1. (141)

From (66) and (141), we obtain

|ṽn+1(x)− ṽn(x)|
<δ|ṽn(x)− G̃[ṽn](x)|+ δǫ1

<δ
{
|ṽn(x)−G[ṽn](x)| + |G[ṽn](x) − G̃[ṽn](x)|+ ǫ1

}
,

(142)

which implies the latter bound (140) holds if the former bound (139) is correct.
The proof is by induction. Forn = 0 (139) holds by selecting sufficiently smallǫinit > 0, because of|vinit(x)−vγ(x,∞)| <

ǫinit. Thus, the latter bound (140) is also correct. Suppose that (139) holds for somen. Thus, the latter bound (140) is correct.
Using the triangle inequality yields

|ṽn+1(x)−G[ṽn+1](x)|
<|ṽn+1(x)− ṽn(x)|+ |ṽn(x)−G[ṽn](x)|
+ |G[ṽn](x) −G[ṽn+1](x)| . (143)

Since the functionsϕ andψ are continuously differentiable, they are Lipschitz-continuous—there exist some positive constants
Lϕ > 0 andLψ > 0 such that|ϕ(u1) − ϕ(u2)| < Lϕ|u1 − u2| and |ψ(v1) − ψ(v2)| < Lψ|v1 − v2| for all u1, u2 ∈ D̃ and
v1, v2 ∈ D. From (140) and the definition ofG given via (56) and (57), it is possible to prove that

|G[ṽn+1](x)−G[ṽn](x)|
<

A

(2γ)2

∫

[−γ,γ]2
ǫn(x+ ω1 + ω2)dω1dω2, (144)

with A = βLϕLψ. This implies that the RHS of (143) is bounded from above byρn+1(x). By induction, (139) and (140) hold
for anyn.

We next prove that

lim
γ→0

1

δ

∫ 1

−1

sup
n≤n0

ǫn(x)dx = 0, (145)

with n0 = t0/δ ∈ N. Lemma 5 follows immediately from (145). Using the triangleinequality and Lemma 7 yield
∫ 1

−1

|ṽ(x, t0)− ṽ(x, 0)|dx

<

n0−1∑

n=0

∫ 1

−1

|ṽn+1(x)− ṽn(x)|dx

<
t0
δ

∫ 1

−1

sup
n<n0

ǫn(x)dx, (146)

where we have used (140). Applying (145) to (146) implies that Lemma 5 holds.
In order to prove (145), we let

ρ̂n(ω) =

∫ ∞

−∞

ρn(x)e
−iωxdx, (147)
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κ̂n(ω) =

∫ 1

−1

κn(x)e
−iωxdx. (148)

Applying the Fourier transform to both sides of (136), and then substituting (135) into the obtained expression, we obtain

ρ̂n+1(ω) = ρ̂n(ω) + δĈ1(ω)

(
ρ̂n(ω) + κ̂n(ω) + 2ǫ1

sinω

ω

)
, (149)

with

Ĉ1(ω) = A

(
sin γω

γω

)2

+ 1. (150)

Proposition 3 implies that for anyǫ > 0 there exists someγ0 > 0 such that|κ̂n(ω)| < ǫ for all γ ∈ (0, γ0), n ≤ n0, and all
ω ∈ R. Solving (149) yields

|ρ̂n(ω)| ≤ ǫ0

∣∣∣∣
sinω

ω

∣∣∣∣+ Ĉ2(ω)
{(

1 + δ|Ĉ1(ω)|
)n

− 1
}
, (151)

with

Ĉ2(ω) = ǫ+ (ǫ0 + 2ǫ1)

∣∣∣∣
sinω

ω

∣∣∣∣ . (152)

Usingn ≤ n0 = t0/δ and the well-known fact that the functionf(x) = (1+ 1/x)x for x > 0 monotonically increases toward
e, we obtain

|ρ̂n(ω)| < ǫ0

∣∣∣∣
sinω

ω

∣∣∣∣+ Ĉ2(ω)
(
et0|Ĉ1(ω)| − 1

)
. (153)

Takingω → 0 yields

lim
ω→0

|ρ̂n(ω)| < ǫ0 + (ǫ+ ǫ0 + 2ǫ1)
(
et0(A+1) − 1

)
, (154)

which implieslimγ→0 supn≤n0
limω→0 |ρ̂n(ω)| = 0. Sinceρn(x) ≥ 0, from (147) we arrive at

lim
γ→0

∫ 1

−1

sup
n≤n0

ρn(x)dx = 0. (155)

From (135), this implies (145).

APPENDIX D
PROOF OFTHEOREM 8

We start with proving the following lemma.

Lemma 8. Suppose that̃ur is the metastable solution of the effective potentialU(ũ). If there is a solutioñu(0) ∈ (ũl, ũun)
to the fixed-point equationF (ũ(0)) = 1/γ, with

F (x) =

∫ ũr

x

dy√
2{U(y)− U(ũ(0))}

, (156)

then there is a non-uniform stationary solutionũ(x) to (90). Furthermore, the solutioñu(x) satisfies

F (ũ(x)) =
1− |x|
γ

. (157)

Proof of Lemma 8:We confirm that̃u(x) satisfying (157) is a stationary solution to (90). It is obvious that the solution (157)
satisfies the boundary conditioñu(±1) = ũr. Let us show that the solution (157) is a solution to (93). Differentiating (157)
with respect tox yields

γ√
2

dũ

dx
=

{ √
U(ũ)− U(ũ(0)) for x > 0

−
√
U(ũ)− U(ũ(0)) for x < 0,

(158)

which is equivalent to (93) with the constantC = −U(ũ(0)). Furthermore, it is straightforward to show that the LHS of (158)
is differentiable with respect tox. These observations imply that the solution (157) is indeeda non-uniform stationary solution
to (90).

Remark 6. The conservation of mechanical energy explains whyũ(0) must be betweeñul and ũun, as defined in Lemma 8.
Let us assume that there is a solutionũ(x) to the Newton equation (92) such that the solution is on the right maximum of
the inverted potential−U(ũ) at x = −1, and arrives at some positioñu(0) > ũun at x = 0. The velocityu′(0) at x = 0
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must be zero, because of the differentiability ofũ(x) at x = 0. However, the definition of̃uun, i.e. U(ũun) = U(ũr) implies
−U(ũ(0)) < −U(ũr), which breaks the conservation of mechanical energy:

γ2

2
ũ′(0)2 − U(ũ(0)) <

γ2

2
ũ′(−1)2 − U(ũr). (159)

Thus,ũ(0) must be smaller thañuun.
The same argument explains thatũ(0) must be larger thañul. Let us assumẽu(0) < ũl. Then, the conservation of mechanical

energy implies that the velocitỹu′(0) at x = 0 must be non-zero, sincẽul is the global maximizer of the inverted potential
−U(ũ). However, the non-zero velocitỹu′(0) contradicts the differentiability of̃u(x) at x = 0. Thus,ũ(0) must be larger than
ũl. From the arguments above,ũ(0) must be betweeñul and ũun.

In order to prove the first part of Theorem 8, we show thatF (ũ(0)) is bounded for all̃u(0) ∈ (ũl, ũun), and thatF (ũ(0))
tends to infinity as̃u(0) → ũl or asũ(0) → ũun. Lemma 8 and these properties ofF (ũ(0)) imply that there are two non-uniform
stationary solutions to (90) for sufficiently smallγ > 0.

We shall show the former property ofF (ũ(0)). Let ũ0 denote a value betweeñu(0) and the unstable solution of the effective
potentialU(ũ). Splitting the interval of integration(ũ(0), ũr) into the two intervals(ũ(0), ũ0) and (ũ0, ũr) yields

F (ũ(0)) =

∫ ũ0

ũ(0)

dy√
2{U(y)− U(ũ(0))}

+

∫ ũr

ũ0

dy√
2{U(y)− U(ũ(0))}

. (160)

The conditionũ(0) < ũun implies that the second term is bounded, because ofU(y) > U(ũ(0)) for all y ∈ [ũ0, ũr]. Thus, we
focus on the first term. Let̄u denote an appropriately chosen value betweenũ(0) and ũ0. From the mean-value theorem [51],
we obtain

∫ ũ0

ũ(0)

dy√
2{U(y)− U(ũ(0))}

=

∫ ũ0

ũ(0)

dy√
2U ′(ū)(y − ũ(0))

< sup
ũ∈(ũ(0),ũ0)

1√
U ′(ũ)

∫ ũ0

ũ(0)

dy√
2(y − ũ(0))

=
√
2(ũ0 − ũ(0)) sup

ũ∈(ũ(0),ũ0)

1√
U ′(ũ)

, (161)

which is bounded, because ofũ(0) > ũl. Thus, we find thatF (ũ(0)) is bounded for all̃u(0) ∈ (ũl, ũun).
We next show the latter property ofF (ũ(0)). The upper bound (161) on the first term of (160) diverges asũ(0) → ũl,

because ofU ′(ũl) = 0. It is straightforward to show that the first term of (160) tends to infinity asũ(0) → ũl. On the other
hand, the second term of (160) diverges asũ(0) → ũun, owing toU(ũr) = U(ũun). These observations imply thatũ(0) = ũl
and ũ(0) = ũun are solutions to the fixed-point equationF (ũ(0)) = 1/γ in the limit γ → 0.

We have shown that there are two non-uniform stationary solutions ũs(x) and ũun(x) to (90) for sufficiently smallγ > 0,
and thatũs(0) and ũun(0) tend to ũl and ũun in the limit γ → 0, respectively. We next prove thatũs(x) converges tõul for
x ∈ (−1, 1) in the limit γ → 0, and thatũun(x) tends toũr for x 6= 0 in the limit γ → 0. Since the stationary solutions are
even functions, without loss of generality, we focus on the interval (0, 1]. Differentiating (157) forx ∈ (0, 1] with respect to
x yields

ũ′(x)√
2{U(ũ(x))− U(ũ(0))}

=
1

γ
, (162)

where we have used (156). For the stationary solutionũ(x) = ũs(x), the denominator on the LHS of (162) should tend to
zero asγ → 0. Sinceũl is the global stable solution of the potentialU(ũ), the stationary solutioñus(x) tends toũ(0) = ũl
for x ∈ (0, 1] in the limit γ → 0. Similarly, we find thatũun(x) converges tõur or ũun for x ∈ (0, 1] in the limit γ → 0,
because ofU(ũun) = U(ũr).

We shall prove the convergence ofũun(x) toward ũr for x ∈ (0, 1] in the limit γ → 0. For that purpose, we show
ũun(x) > ũun for x ∈ (0, ǫ), with sufficiently smallǫ > 0. Combining this property and̃u′un(x) ≥ 0 for x ∈ (0, 1], obtained
from (162), we findũun(x) > ũun for x ∈ (0, 1]. This implies that̃uun(x) tends toũr for x ∈ (0, 1] in the limit γ → 0.

Let us proveũun(x) > ũun for x ∈ (0, ǫ), for sufficiently smallǫ > 0. The mean-value theorem implies

ũ′un(x) = ũ′un(0) + ũ′′un(x̄)x, (163)
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for x ∈ (0, ǫ) and somēx ∈ (0, x). Substitutingũ′un(0) = 0 and (92) into (163), we obtain

ũ′un(x) =
U ′(ũun(x̄))

γ2
x. (164)

This expression implies that̃u′un(x) is strictly positive forx ∈ (0, ǫ), because ofU ′(ũun(x̄)) > 0. Thus, we findũun(x) >
ũun(0) = ũun in the neighborhood(0, ǫ). This observation corresponds to the physical fact that a free particle cannot continue
to stay at a point on a smooth slope.

We complete the proof of Theorem 8, by analyzing the stability of the non-uniform stationary solutioñus(x) in the limit
γ → 0. Repeating the derivation of (86), we find that (90) can be represented as

∂ũ

∂t
= −A(g−1(ũ))B(g−1(ũ))

δH̃

δũ
[ũ(·, t)](x), (165)

with

H̃ [ũ] =

∫ 1

−1

[
U(ũ(x)) +

γ2

2

(
∂ũ

∂x

)2
]
dx. (166)

SinceA(u) andB(u) are positive,ũs(x) is stable if ũs(x) is a (local) minimizer of the energy functional (166). We shall
prove

lim
γ→0

H̃[ũs] = 2U(ũl), (167)

which implies that̃us(x) attains the global minimum of (166) in the limitγ → 0, sinceũl is the global stable solution of the
potentialU(ũ). Thus, the solutioñus(x) is stable in the limitγ → 0.

Let us prove (167). Substituting (158) into (166) yields

H̃ [ũs] = 2

∫ 1

−1

U(ũs(x))dx − 2U(ũs(0)). (168)

Since the integrandU(ũs(x)) is obviously bounded for allx ∈ [−1, 1], the dominated convergence theorem implies

lim
γ→0

H̃ [ũs] = 2

∫ 1

−1

lim
γ→0

U(ũs(x))dx − 2U(ũl) = 2U(ũl), (169)

where we have used the fact thatũs(x) converges tõul for x ∈ (−1, 1) in the limit γ → 0.
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