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Random Access and Source-Channel Coding

Error Exponents for Multiple Access Channels
L. Farkas, T. Kói

Abstract

A new universal coding/decoding scheme for random access with collision detection is given in the case of two

senders. The result is used to give an achievable joint source-channel coding error exponent for multiple access

channels in the case of independent sources. This exponent is improved in a modified model that admits error free

0 rate communication between the senders.

Index Terms

random access, error exponent, multiple access, source-channel coding, collision detection,0 rate communication

I. I NTRODUCTION

This paper addresses a version of the random access model of Luo, Epremides [10] and Wang, Luo [15], which

is similar to the model studied for one-way channels by Csiszár [4]. In the terminology of this paper, in [4] the

performance of a codebook library consisting of several constant composition codebooks with pre-determined rates

has been analyzed. It has been shown that simultaneously foreach codebook the same error exponent can be

achieved as the random coding exponent of this codebook alone. This theorem is used in [4] to give an achievable

error exponent for joint source-channel coding (JSCC).

Here, the mentioned results of [4] are generalized to (discrete memoryless) multiple access channels (MACs). A

two-senders random access model is introduced, in which thesenders have codebook libraries with constant com-

position codebooks for multiple rate choices. The error exponent of Liu and Hughes [8] for an individual codebook

pair is shown to be simultaneously achievable for each codebook pair in the codebook libraries, supplemented with

collision detection in the sense of [10], [15]. This is achieved via a universal decoder, hence, a positive answer
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is given to the question in [10] whether or not the results there are still valid if the receiver does not know the

channel. Moreover, achievable JSCC error exponents for transmitting independent sources over a MAC are given,

admitting improvements when special error free0 rate communication is allowed between the two senders. The

most direct extension of the JSCC result in [4] is obtained inthe latter case.

Nazari, Anastasopoulos, and Pradhan in [11] derive achievable error exponents for MAC’s usingα-decoding

rules introduced for one-way channels by Csiszár and Körnerin [5]. In the present paper a particularα-decoder is

used, modified similarly as in [4] and supplemented by a threshold criterion in order to allow collision detection.

As the proofs follow [11] closely, it can be seen that otherα-decoders could also be appropriate, depending on

actual assumptions on the analyzed models.

Note that another multiterminal generalization of the JSCCresult in [4] appears in Zhong, Alajaji, Campbell

[17]. We also mention that this paper, as [4], has connections with the topic of unequal protection of messages, see

for example Borade, Nakiboglu, Zheng [1].

Finally we list here some connected recent papers. Luo in [9]generalizes the earlier results in [10], [15]. Papers

[14] and [12] by Wang, Ingber, Kochman and Shkel, Tan, Draper, respectively, analyze the models and the results

of [4] in the finite blocklength regime. Campo, Vazquez-Vilar, Fàbregas, Koch, Martinez in [2] analyze the JSCC

exponent achieved in [4] for one-way channels in greater detail.

II. N OTATION

The notation follows [4] and [11] whenever possible. All alphabets are finite andlog denotes logarithm to the

base2. The set{1, 2, . . . ,M} is denoted by[M ]. In assertions involving a sequence approaching0, the parameters

on which this sequence depends will be indicated in parantheses. An explicit form of this dependence can be

extracted from the corresponding proof.

Random variablesU , X , Y , etc., with alphabetsU , X , Y, etc., will be assigned several different (joint)

distributions. These will be denoted byPU , PUX , PUXY , etc. or VU , VUX , VUXY , etc., and corresponding

conditional distributions byPX|U or VX|U , etc. The first notation will typically refer to a distinguished (joint)

distribution, the second one refers to distributions introduced for technical purposes such as representing joint

types. The family of all distributions onU × X , say, is denoted byP(U × X ), and the family of all conditional

distributions onX conditioned onU by P(X|U). If a multivariate distribution, sayVUXY ∈ P(U × X × Y) is

given thenVU , VUX , VX|U , VY |U , etc. will denote the associated marginal respectively conditional distributions.

The type of ann-length sequencex = x1x2 . . . xn ∈ Xn is the distributionPx ∈ P(X ) wherePx(x) is the

relative frequency of the symbolx in x. The joint type of two or moren-length sequences is defined similarly

and, for(u,x) ∈ Un × Xn, say, it is denoted byP(u,x). The family of all possible types of sequencesx ∈ Xn is

denoted byPn(X ), and forP ∈ Pn(X ) the set of allx ∈ Xn of type Px = P is denoted byT n
P . For u ∈ Un

of type Pu, the set of conditional distributionsVX|U ∈ P(X|U) for which PuVX|U ∈ Pn(U × X ) is denoted by

Pn(X|Pu). The set of allx ∈ Xn with P(u,x) = PuVX|U , non-empty if and onlyVX|U ∈ Pn(X|Pu), is denoted

by T n
VX|U

(u).
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DenoteHV (X,Y ), HV (U,X, Y ), IV (X∧Y ) etc. the entropy and mutual information when the random variables

U , X , Y have joint distributionVXY , VUXY etc. DenoteI(x∧y), H(x,y) etc. the information quantitiesIV (X∧Y ),

HV (X,Y ) etc. with VXY = P(x,y). Moreover, we define multi-information as in [8] (See also [6] exercise 3.9.,

and [16]):

I(X1 ∧X2 ∧ · · · ∧XN |Y ) , H(X1|Y ) + H(X2|Y ) + · · ·+H(XN |Y )−H(X1, X2, . . . , XN |Y ). (1)

Note that a similar notation is used with a different meaningin Yeung’s book [13].

Given a MACW : X × Y → Z, the pentagon






(R1, R2) : 0 ≤ R1 ≤ I(X ∧ Z|U, Y ),

0 ≤ R2 ≤ I(Y ∧ Z|U,X), R1 +R2 ≤ I(X,Y ∧ Z|U)







(2)

whereU,X, Y, Z have joint distribution equal toPUPX|UPY |UW , is denoted byC[W,PU , PX|U , PY |U ]. The union

of these pentagons, i.e., the capacity region of the MACW , is denoted byC(W ).

The following elementary facts will be used (see, e.g., [6]):

|Pn(X )| ≤ (n+ 1)|X |, |Pn(X|Pu)| ≤ (n+ 1)|X ||U|, (3)

2nH(P )

(n+ 1)|X |
≤ |T n

P | ≤ 2nH(P ) andQn(T n
P ) ≤ 2−nD(P‖Q) if P ∈ Pn(X ), (4)

2nHV (X|U)

(n+ 1)|X ||Y|
≤ |T n

VX|U
(u)| ≤ 2nHV (X|U) if VX|U ∈ Pn(X|Pu), VUX = PuVX|U , (5)

Wn(y|x) = 2−n(D(VY |X‖W |Px)+HV (Y |X)) whereVXY = P(x,y). (6)

Here the conditional information divergence is defined by

D(PY |X‖W |PX) ,
∑

x∈X

PX(x)D(PY |X=x‖W (·|x)), (7)

whereD(PY |X=x‖W (·|x)) is the I-divergence between the given conditional distributions on alphabetY.

Finally the variational distance between distributionsP , Q on alphabetX is

||P −Q|| ,
∑

x∈X

|P (x)−Q(x)|. (8)

III. R ANDOM ACCESS WITH COLLISION DETECTION

In this model two transmitters try to communicate over a MACW with one common receiver. The channelW

is unknown to the senders and may also be unknown to the receiver (but see Remarks 5 and 7). Both senders have

multiple codebooks of block lengthn. We assume that a common auxiliary sequenceu is given, and the codewords’

conditional type onu is fixed within codebooks, but can vary from codebook to codebook.
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Definition 1. Let a finite setU , a sequenceu ∈ Un of typePU ∈ Pn(U), positive integersM1 andM2, conditional

distributions{P i
X|U ∈ Pn(X|PU ), i ∈ [M1]}, {P j

Y |U ∈ Pn(Y|PU ), j ∈ [M2]}, rates{Ri
1, i ∈ [M1]} and {Rj

2, j ∈

[M2]} be given parameters.

A constant composition codebook library pair of lengthn with the above parameters is a pair(A,B) where

A andB consist of constant composition codebooks(A1, A2, . . . , AM1) resp.(B1, B2, . . . , BM2) such thatAi =

{xi
1,x

i
2, . . .x

i
Ni

1
} and Bj = {yj

1,y
j
2, . . .y

j

N
j
2

} with xi
a ∈ T n

P i
X|U

(u) and y
j
b ∈ T n

P
j

Y |U

(u), i ∈ [M1], j ∈ [M2],

N i
1 =

⌊

2nR
i
1

⌋

, N j
2 =

⌊

2nR
j
2

⌋

, a ∈ [N i
1], b ∈ [N j

2 ].

Remark 1.In the above definition all parameters can depend onn. Note thatU is fixed in Theorem 1 and it is

assumed thatM1 andM2 grow at most subexponentially withn.

Before sending messages, each transmitter chooses one of its codebooks independently of the other sender.

Denote this selection by(i, j) ∈ [M1] × [M2]. The transmitters do not share the result of their selections with

each other, neither with the receiver. The senders send codewords xi
a, x

j
b. The decoder’s output̂m is either a

quadruple(̂i, â, ĵ, b̂) or "collision". The receiver is required to decode quadruple (i, a, j, b) if the rate pair(Ri
1, R

j
2)

of the chosen codebooks is in the interior1 of C[W,PU , P
i
X|U , P

j

Y |U ] and to declare "collision" otherwise; cf. [10].

Hence, two types of error are defined, one of them should be small according as(Ri
1, R

j
2) is in the interior of

C[W,PU , P
i
X|U , P

j

Y |U ] or not.

Definition 2. For the codebooks(Ai, Bj), the average decoding error probabilityErrd(i, j) is

1

N i
1N

j
2

|Ai|
∑

a=1

|Bj|
∑

b=1

Pr{m̂ 6= (i, a, j, b)|xi
a,x

j
b are sent}. (9)

The average collision declaration error probabilityErrc(i, j) is defined by

1

N i
1N

j
2

|Ai|
∑

a=1

|Bj|
∑

b=1

Pr{m̂ 6= "collision"|xi
a,x

j
b are sent}. (10)

To state our main theorem we need the following notions; the indexLH refers to Liu and Hughes, the authors of

[8].

VLH = VLH(PU , PX|U , PY |U ) ,







VUXY Z ∈ P(U × X × Y × Z) :

VUX = PUPX|U , VUY = PUPY |U}







, (11)

EXLH(R1,W, PU , PX|U , PY |U ) ,

, min
VUXY Z∈VLH

[D(VZ|XY U ||W |VXY U ) + IV (X ∧ Y |U) + | IV (X ∧ Y Z|U)−R1|
+], (12)

EYLH(R2,W, PU , PX|U , PY |U ) ,

, min
VUXY Z∈VLH

[D(VZ|XY U ||W |VXY U ) + IV (X ∧ Y |U) + | IV (Y ∧XZ|U)−R2|
+], (13)

1Here, interior is meant in the relative topology of the nonnegative quadrant. In particular, the rate pairs(R1, 0) with 0 ≤ R1 < I(X∧Z|U, Y )

belong to the interior of the pentagon (2).
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EXYLH(R1, R2,W, PU , PX|U , PY |U ) ,

, min
VUXY Z∈VLH

[D(VZ|XY U ||W |VXY U ) + IV (X ∧ Y |U) + | IV (X ∧ Y ∧ Z|U)−R1 −R2|
+], (14)

ELH(R1, R2,W, PU , PX|U , PY |U ) , min{EXLH , EYLH , EXYLH}. (15)

Theorem 1 shows that the error exponent of [8] for an individual codebook pair is achievable for this general

setting, also guaranteeing that the probability of collision declaration error goes to0 when it is required.

Theorem 1. For eachn let constant composition random access codebook library parameters as in Definition 1

be given with a common setU , and with 1
n
logM1 → 0, 1

n
logM2 → 0 as n → ∞. Then there exist a sequence

δn(|U|, |X |, |Y|, |Z|,M1,M2) → 0 and for eachn a constant composition codebook-library pair(A,B) with the

given parameters, and decoder mappings with the following properties:

(i) For all (i, j) ∈ [M1]× [M2]

Errd(i, j) ≤ 2
−n(ELH(Ri

1,R
j
2,W,PU ,P i

X|U ,P
j

Y |U
)−δn). (16)

(ii) If (Ri
1, R

j
2) is not in the interior ofC[W,PU , P

i
X|U , P

j

Y |U ] then

Errc(i, j) < δn. (17)

Remark 2.The exponentELH(Ri
1, R

j
2,W, PU , P

i
X|U , P

j

Y |U ) in part (i) of Theorem 1 is positive iff(Ri
1, R

j
2) is in

the interior ofC[W,PU , P
i
X|U , P

j

Y |U ].

The next packing lemma is an extension of Lemma 4 in [11] for this multiple codebooks setting, it provides the

appropriate codebook library pair for Theorem 1.

Lemma 1. Let a sequence of constant composition random access codebook-library parameters be given as in

Theorem 1. Then there exist a sequenceδ
′

n(|U|, |X |, |Y|,M1,M2) → 0 and for eachn a constant composition

codebook-library pair(A,B) with the given parameters such that for any(i, k) ∈ [M1]
2 and (j, l) ∈ [M2]

2 and

for all V
UXX̂Y Ŷ

∈ Pn(U × X × X × Y × Y):

Ki,j [VUXY ] ≤ 2−n(IV (X∧Y |U)−Ri
1−R

j
2−δ

′

n), (18)

Ki,j
k [VUXX̂Y ] ≤ 2−n(IV (X∧X̂∧Y |U)−Ri

1−R
j
2−Rk

1−δ
′

n), (19)

Ki,j
l [VUXY Ŷ ] ≤ 2−n(IV (X∧Y ∧Ŷ |U)−Ri

1−R
j
2−Rl

2−δ
′

n), (20)

Ki,j
k,l [VUXX̂Y Ŷ

] ≤ 2−n(IV (X∧X̂∧Y ∧Ŷ |U)−Ri
1−R

j
2−Rk

1−Rl
2−δ

′

n), (21)

where

Ki,j [VUXY ] ,

Ni
1

∑

a=1

N
j
2

∑

b=1

1Tn
VUXY

(u,xi
a,y

j
b), (22)

Ki,j
k [VUXX̂Y ] ,

Ni
1

∑

a=1

N
j
2

∑

b=1

Nk
1

∑

c=1
c 6=a if i=k

1Tn
V
UXX̂Y

(u,xi
a,x

k
c ,y

j
b), (23)
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Ki,j
l [V

UXY Ŷ
] ,

Ni
1

∑

a=1

N
j
2

∑

b=1

N l
2

∑

d=1
d 6=b if j=l

1Tn
V
UXY Ŷ

(u,xi
a,y

j
b ,y

l
d), (24)

Ki,j
k,l [VUXX̂Y Ŷ

] ,

Ni
1

∑

a=1

N
j
2

∑

b=1

Nk
1

∑

c=1
c 6=a if i=k

N l
2

∑

d=1
d 6=b if j=l

1Tn
V
UXX̂Y Ŷ

(u,xi
a,x

k
c ,y

j
b,y

l
d). (25)

Here the subscripts ’c 6= a if i = k’ and ’d 6= b if j = l’ mean that in case ofi = k respectivelyj = l we do not

include in the sums the terms corresponding to indicesa and b respectively.

Remark 3.Actually, (22)-(25) are equal to0 if V does not fulfill marginal conditions determined by the prescribed

conditional distributions for the codebooks.

Proof: Choose a constant composition codebook library pair(A,B) at random, i. e, for alli ∈ [M1], j ∈ [M2]

the codewords ofAi, Bj are chosen independently and uniformly fromT n
P i

X|U

(u) andT n

P
j

Y |U

(u) respectively. We

first claim that under this random selection the expected values of the expressions of form

Ki,j[VUXY ]2
n(IV (X∧Y |U)−Ri

1−R
j
2), (26)

Ki,j
k [V

UXX̂Y
]2n(IV (X∧X̂∧Y |U)−Ri

1−R
j
2−Rk

1), (27)

Ki,j
l [V

UXY Ŷ
]2n(IV (X∧Y ∧Ŷ |U)−Ri

1−R
j
2−Rl

2), (28)

Ki,j
k,l[VUXX̂Y Ŷ ]2

n(IV (X∧X̂∧Y ∧Ŷ |U)−Ri
1−R

j
2−Rk

1) (29)

are bounded above by a polynomial ofn that depends only on the alphabet sizes|U|, |X |, |Y|. We establish this

claim for (29), the other cases are similar. Now, if(i, a) 6= (k, c) and (j, b) 6= (l, d) then

E(1Tn
V
UXX̂Y Ŷ

(u,Xi
a,X

k
c ,Y

j
b ,Y

l
d) =

∑

(x,x̂,y,ŷ)∈
Tn
V
XX̂Y Ŷ |U

(u)

P (Xi
a = x)P (Xk

c = x̂)P (Yj
b = y)P (Yl

d = ŷ), (30)

whereXi
a,X

k
c ,Y

j
b ,Y

l
d denote the random codewords. Using (5) and (1), the sum in (30) is bounded above by

2−n(IV (X∧X̂∧Y ∧Ŷ |U))(n+ 1)2|U|(|X |+|Y|). (31)

Recalling the definition ofN i
1 andN j

2 in Definition 1, this establishes the claim for (29).

Next, denote byS the sum of the expressions of form (26)-(29) for alli, j, k, l and joint typeVUXX̂Y Ŷ .

As M1, M2 grow at most subexponentially withn, and the number of joint types is polynomial, it follows that

E[S] ≤ 2nδ
′

n for suitableδ
′

n(|U|, |X |, |Y|,M1,M2) → 0. Hence, there exists a realization of the codebook library

pair with S ≤ 2nδ
′

n . Then, clearly, inequalities (18)-(21) hold.

Proof of Theorem 1:Lemma 1 provides the appropriate constant composition codebook-library pair(A,B).

To construct the decoder, defineα : P(U ×X ×Y ×Z) → R by α(VUXY Z) = IV (X ∧Y ∧Z|U). In the first stage

of decoding, the receiver tries to find indicesk̂ ∈ [M1], ĉ ∈ [N k̂
1 ], l̂ ∈ [M2], d̂ ∈ [N l̂

2] which uniquely maximize

α(u,xk
c ,y

l
d, z)−Rk

1 −Rl
2, (32)



7

wherez denotes the output sequence andα is evaluated on the joint type of(u,xk
c ,y

l
d, z). If the decoder succesfully

finds a unique maximizer(k̂, ĉ, l̂, d̂), the second stage of decoding starts. In this stage, to deal with collisions, the

decoder checks the following three inequalities:

I(xk̂
ĉ ∧ yl̂

d̂
∧ z|u)−Rk̂

1 −Rl̂
2 > ηn, (33)

I(xk̂
ĉ ∧ yl̂

d̂
, z|u)−Rk̂

1 > ηn, (34)

I(yl̂

d̂
∧ xk̂

ĉ , z|u)−Rl̂
2 > ηn, (35)

whereηn(|U|, |X |, |Y|, |Z|,M1,M2) → 0 is an appropriately chosen positive sequence. If the above three inequal-

ities are fulfilled then the decoder decodesxk̂
ĉ , yl̂

d̂
as the codewords sent, if at least one of them is not fulfilled,

then the decoder reports “collision”.

The necessary calculations can be found in Appendix B.

Remark 4.Using threshold criterion (33)-(35) is a key idea of this paper. A somewhat similar idea for one-way

channels appears in the proof of Theorem 1 in [14]. Note also that this threshold criterion is essential for collision

detection, but is not necessary for achieving part (i) of Theorem 1.

Remark 5.Appendix C shows that if the universal decoder in the proof ofTheorem 1 is used, the collision error

probability may not go to zero exponentially fast. Nevertheless, it is possible to modify this decoder by increasing

the thresholdηn to some positive constant. This could give rise to a collision error exponent at the expense of

decreasing the exponent of decoding error and possibly leading to collision declaration also for rate pairs inside

their pentagons. Using a constant positive threshold appears reasonable mainly if the receiver knows the channel.

Remark 6.When both senders have only one codebook, then maximizingI(xc ∧yd∧z|u)−R1−R2 is equivalent

to minimizingH(xc,yd|u, z) which was the decoder of [8].

Remark 7.Otherα-decoders can also be used (but could be more difficult to analyze); if the receiver knows the

channelW , the functionα can depend onW . For the sake of brevity, the expurgation method for multiple access

channel in [11] is not used in this paper. However, it is possible to prove an expurgated version of Lemma 1 which

yields larger achievable error exponent for small rates.

IV. ERROR EXPONENTS IN SOURCE-CHANNEL CODING

Let two independent discrete memoryless sources (DMS)Q1, Q2 with alphabetsS1, S2 be given. We want to

transmit these sources over MACW . We apply the results of Section III to get achievable error exponent in classical

source-channel coding setting and in a slightly modified setting where a special error free0 rate communication

is allowed between the senders. A standing assumption in this section is that(H(Q1), H(Q2)) is in the interior of

C(W ), hence, the sources can be reliably transmitted over channel W .
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A. Classical setting

Definition 3. A source-channel code of lengthn is a mapping triple(f1, f2, ϕ) with encodersf1 : Sn
1 → Xn,

f2 : Sn
2 → Yn and decoderϕ : Zn → Sn

1 × Sn
2 .

Definition 4. The error probability of a source-channel code(f1, f2, ϕ) of lengthn is defined by

Err(f1, f2, ϕ) =
∑

(s1,s2)∈

Sn
1

×Sn
2

Qn
1 (s1)Q

n
2 (s2)pe(s1, s2), where (36)

pe(s1, s2) = Wn({z ∈ Zn : ϕ(z) 6= (s1, s2)}|f1(s1), f2(s2)). (37)

Definition 5. A numberE > 0 is called achievable error exponent for transmission of sourcesQ1, Q2 over channel

W if to everyδ > 0 and for every sufficiently largen there exists source-channel code(f1, f2, ϕ) of lengthn with

Err(f1, f2, ϕ) less than2−n(E−δ).

For arbitraryU let G1(U) andG2(U) be the set of all mappings[0, log |S1|] → P(X|U) and[0, log |S2|] → P(Y|U)

respectively, and define

Ej(Q1, Q2,W ) , sup
U

PU∈P(U)

sup
g1∈G1(U)

g2∈G2(U)

Ej(Q1, Q2,W, PU , g1, g2) (38)

where

Ej(Q1, Q2,W, PU , g1, g2) , min
0≤R1≤log |S1|

0≤R2≤log |S2|

[

e1(R1, Q1)+e2(R2, Q2)+ELH(R1, R2,W, PU , g1(R1), g2(R2))
]

, (39)

ande1(R1, Q1), e2(R2, Q2) are the source reliability functions

ei(Ri, Qi) , min
P :H(P )≥Ri

D(P‖Qi), i ∈ {1, 2}. (40)

The following theorem shows thatEj(Q1, Q2,W ) is an achievable error exponent for this source-channel coding

scenario. More exactly, we show that for any choice ofPU , g1, g2, the exponentEj(Q1, Q2,W, PU , g1, g2) is

achievable even if the senders and the receiver do not know the sources and the channel; if they do know them,

they can optimize inPU , g1, g2, to achieveEj(Q1, Q2,W ) (the suprerum of achievable error exponents is an

achievable error exponent). Note that in both cases the alphabetsS1, S2, X , Y, Z are assumed to be known by the

senders and the receiver.

Theorem 2. Let U , PU ∈ P(U), g1 ∈ G1(U) and g2 ∈ G2(U) be given. There exist a source-channel code for

eachn and a sequenceνn(|S1|, |S2|, |U|, |X |, |Y|, |Z|) → 0 with

Err(f1, f2, ϕ) ≤ 2−n(Ej(Q1,Q2,W,PU ,g1,g2)−νn). (41)
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Proof: Approximate2 PU , g1, g2 byPU [n] ∈ Pn(U), g1[n] : [0, log |S1|] → Pn(X|PU (n)), g2[n] : [0, log |S2|] →

Pn(Y|PU (n)) such that

sup
Ri∈[0,log |Si|]

||PUgi(Ri)− PU [n]gi[n](Ri)|| ≤ ν
′

n, (42)

with ν
′

n(|U|, |X |, |Y|) → 0, i ∈ {1, 2}.

Let u ∈ T n
PU [n] be arbitrary. LetP 1

1 , P
2
1 , . . . , P

|Pn(S1)|
1 andP 1

2 , P
2
2 , . . . , P

|Pn(S2)|
2 denote all possible types from

Pn(S1) andPn(S2) respectively. ChooseM1 = |Pn(S1)| andM2 = |Pn(S2)|. For all i ∈ [M1], j ∈ [M2] let

Ri
1 andRj

2 be equal to1
n
log |T n

P i
1
| and 1

n
log |T n

P
j
2

| respectively, and letP i
X|U andP j

Y |U be equal tog1[n](Ri
1),

g2[n](R
j
2) respectively. Applying Theorem 1 with these parameters consider the resulting codebook library pair

(A,B) and the decoder mappingφ satisfying (16) for all(i, j) ∈ [M1]× [M2].

Let f1 : Sn
1 → Xn andf2 : Sn

2 → Yn be mappings which map eachT n
P i

1
andT n

P
j
2

to Ai andBj respectively.

Let ϕ : Zn → Sn
1 × Sn

2 be the mapping which first determines a codeword pair from(A,B) usingφ, then uses

the inverse off1 andf2 to determine the source sequences. The crucial step is the following equation

Err(f1, f2, ϕ) =

|Pn(S1)|
∑

i=1

|Pn(S2)|
∑

j=1

Qn
1 (T

n
P i

1
)Qn

2 (T
n

P
j
2

)·

·
1

|T n
P i

1
|

1

|T n

P
j
2

|

∑

s1∈Tn

Pi
1

∑

s2∈Tn

P
j
2

pe(s1, s2). (43)

Note that the second line of (43) isErrd(i, j) in the terminology of Theorem 1. Hence substituting (16) into (43)

and using (4), (40), and (42) with the continuity of the present information measures, this theorem is proved.

To analyze the achieved exponent it is useful to consider thefollowing expression:

EsLH(Q1, Q2,W ) , max
0≤R1≤log |S1|

0≤R2≤log |S2|

min
[

e1(R1, Q1), e2(R2, Q2), ELH(R1, R2,W )
]

, (44)

where

ELH(R1, R2,W ) , sup
U

PU∈P(U)

sup
PX|U∈P(X|U)

PY |U∈P(Y|U)

ELH [R1, R2,W, PU , PX|U , PY |U ]. (45)

Remark 8.In [8] it is proved that the suprerum in (45) is attained with|U| = 4.

Note thatEsLH(Q1, Q2,W ) was introduced in [7] as an exponent achievable by separate source and channel

coding, which can be improved replacingELH(R1, R2,W ) by the reliability function of channelW . This statement,

however, has turned out not so easy to prove. The main difficulty is that the channel coding exponent holds for

average (rather than maximal) error, and the classical source coding schemes yield non-uniformly distributed output

(see, for example, [3]). Even the proper definition of "separate source-channel coding" is not particularly obvious.

In [14] a possible definition is given (for one-way channels,but easily extendable to multiple access channels)

which circumvents the mentioned difficulty using shared randomness. Under that definition,EsLH(Q1, Q2,W )

2We use here the fact that distributions on a finite set can be uniformly approximated by types.
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is certainly achievable by separate source-channel coding, but we believe this should also be true under a more

appealing definition. This question, through of interest initself, is a side issue for this paper. The emphasis is on

the fact thatEsLH(Q1, Q2,W ) > 0 and on the following proposition.

Proposition 1. Ej(Q1, Q2,W ) ≥ EsLH(Q1, Q2,W ).

Proof: Restricting the suprerum to constant functionsg1, g2 in (38), Ej(Q1, Q2,W ) can be lower-bonded by

sup
U

PU∈P(U)

sup
PX|U∈P(X|U)

PY |U∈P(Y|U)

min
0≤R1≤log|S1|

0≤R2≤log|S2|

[

e1(R1, Q1) + e2(R2, Q2) + ELH(R1, R2,W, PU , PX|U , PY |U )
]

. (46)

As a consequence of Remark 8 the suprerum is attained in (45),hence, there existR∗
1, R∗

2, P ∗
U , P ∗

X|U andP ∗
Y |U

with

EsLH(Q1, Q2,W ) = min
[

e1(R
∗
1 , Q1), e2(R

∗
2 , Q2), ELH(R∗

1, R
∗
2,W, P ∗

U , P
∗
X|U , P

∗
Y |U )

]

. (47)

Using this notation (46) can be lower-bounded by

min
0≤R1≤log|S1|

0≤R2≤log|S2|

[

e1(R1, Q1) + e2(R2, Q2) + ELH(R1, R2,W, P ∗
U , P

∗
X|U , P

∗
Y |U )

]

. (48)

Using the definition ofe1(R1, Q1), e2(R2, Q2) andELH(R1, R2,W, PU , PX|U , PY |U )] it can be seen that for any

(R1, R2) with 0 ≤ R1 ≤ log|S1| and0 ≤ R2 ≤ log|S2| it is true thate1(R1, Q1) ≥ e1(R
∗
1 , Q1) or e2(R2, Q2) ≥

e2(R
∗
2, Q2) or ELH(R1, R2,W, P ∗

U , P
∗
X|U , P

∗
Y |U ) ≥ ELH(R∗

1, R
∗
2,W, P ∗

U , P
∗
X|U , P

∗
Y |U ). Via this fact and (46)-(48)

the proposition is proved.

Remark 9.In Proposition 1 the inequality is strict except in very special cases.

B. Special0 rate communication is allowed between senders

In this subsection we allow error free0 rate communication between the senders. More exactly, as the following

definition shows, it is assumed that the senders are able to inform each other about the types of their source

sequences.

Definition 6. A type-informed source-channel code of lengthn is a mapping triple(f1, f2, ϕ) with encodersf1 :

Sn
1 × Pn(S2) → Xn, f2 : Sn

2 × Pn(S1) → Yn and decoderϕ : Zn → Sn
1 × Sn

2 .

Definition 7. The error probability of a type-informed source-channel code (f1, f2, ϕ) of lengthn is defined by

Err0(f1, f2, ϕ) =
∑

(s1,s2)∈

Sn
1

×Sn
2

Qn
1 (s1)Q

n
2 (s2)pe0(s1, s2), (49)

wherepe0(s1, s2) = Wn({z ∈ Zn : ϕ(z) 6= (s1, s2)}|f1(s1, Ps2), f2(s2, Ps1)). (50)

Definition 8. A numberE0 > 0 is called achievable error exponent for type-informed transmission of sourcesQ1,

Q2 over channelW if to everyδ > 0 and for every sufficiently largen there exists type-informed source-channel

code(f1, f2, ϕ) of lengthn with Err0(f1, f2, ϕ) less than2−n(E0−δ).
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For arbitraryU let G0,1(U) and G0,2(U) be the set of all mappings[0, log |S1|] × [0, log |S2|] → P(X|U) and

[0, log |S1|]× [0, log |S2|] → P(Y|U) respectively, and defineEj0(Q1, Q2,W ) by

sup
U

PU∈P(U)

sup
g1∈G0,1(U)

g2∈G0,2(U)

Ej0(Q1, Q2,W, PU , g1, g2) (51)

where

Ej0(Q1, Q2,W, PU , g1, g2) , min
0≤R1≤log |S1|

0≤R2≤log |S2|

[

e1(R1, Q1)+e2(R2, Q2)+ELH(R1, R2,W, PU , g1(R1, R2), g2(R1, R2))
]

.

(52)

Remark 10.In (51) we take suprerum over a larger set than in (38), hence,Ej0(Q1, Q2,W ) ≥ Ej(Q1, Q2,W ).

The following theorem shows that for any choice ofPU , g1, g2 the exponentEj0(Q1, Q2,W, PU , g1, g2) is

achievable even if the senders and the receiver do not know the sources and the channel (the alphabets are known);

if they do know them, they can optimize inPU , g1 andg2 to achieveEj0(Q1, Q2,W ).

Theorem 3. Let U , PU ∈ P(U), g1 ∈ G0,1(U) and g2 ∈ G0,2(U) be given. There exist a type-informed source-

channel code for eachn and a sequenceµn(|S1|, |S2|, |U|, |X |, |Y|, |Z|) → 0 with

Err0(f1, f2, ϕ) ≤ 2−n(Ej0(Q1,Q2,W,PU ,g1,g2)−µn). (53)

Proof: Approximate unformly in variational distance (similarly as in (42))PU , g1, g2 by PU [n] ∈ Pn(U),

g1[n] : [0, log |S1|]× [0, log |S2|] → Pn(X|PU (n)), g2[n] : [0, log |S1|]× [0, log |S2|] → Pn(Y|PU (n)).

Let P 1
1 , P

2
1 , . . . , P

|Pn(S1)|
1 and P 1

2 , P
2
2 , . . . , P

|Pn(S2)|
2 denote all possible types fromPn(S1) and Pn(S2) re-

spectively. We use Theorem 1 with the following parameters.Let u ∈ T n
PU [n] be arbitrary. The senders have the

same number of codebooks in their codebook libraries:M1 = M2 = |Pn(S1)||P
n(S2)|. We index the codebooks

in the codebook libraries by pairs(k, l), k ∈ [|Pn(S1)|], l ∈ [|Pn(S2)|]. For all possible indices(k, l) let R(k,l)
1 and

R
(k,l)
2 be equal to1

n
log |T n

Pk
1
| and 1

n
log |T n

P l
2
| respectively, and letP (k,l)

X|U andP (k,l)
Y |U be equal tog1[n](R

(k,l)
1 , R

(k,l)
2 ),

g2[n](R
(k,l)
1 , R

(k,l)
2 ) respectively. Applying Theorem 1 with these parameters consider the resulting codebook library

pair (A,B) and the decoder mappingφ.

Let f1 : Sn
1 × Pn(S2) → Xn andf2 : Sn

2 × Pn(S1) → Yn be the mappings which map eachT n
Pk

1
× {P l

2} ⊂

Sn
1 × Pn(S2) andT n

P l
2
× {P k

1 } ⊂ Sn
2 × Pn(S1) to A(k,l) andB(k,l) respectively. Letϕ : Zn → Sn

1 × Sn
2 be the

mapping which first determines a codeword pair from(A,B) usingφ, then uses the inverse off1 andf2 to determine

the source sequences. The following equation finishes the proof because its second part isErrd((k, l), (k, l)) in

the terminology of Theorem 1 (see also the end of the proof of Theorem 2).

Err(f1, f2, ϕ) =

|Pn(S1)|
∑

k=1

|Pn(S2)|
∑

l=1

Qn
1 (T

n
Pk

1
)Qn

2 (T
n
P l

2
)

1

|T n
Pk

1
|

1

|T n
P l

2
|

∑

s1∈Tn

Pk
1

∑

s2∈Tn

Pl
2

pe0(s1, s2). (54)
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The following theorem gives a simpler equivalent form for the achieved exponent.

Theorem 4. The achievable exponentEj0(Q1, Q2,W ) for type-informed transmission of sourcesQ1, Q2 over

channelW is equal to

min
0≤R1≤log |S1|

0≤R2≤log |S2|

[e1(R1, Q1) + e2(R2, Q2) + ELH(R1, R2,W )]. (55)

Proof: Using (45) the last term in (52) can be upper-bounded byELH(R1, R2,W ). Hence, (55) upper-bounds

Ej0(Q1, Q2,W ).

The other direction can be proved in the following way. Denote byPU (R1, R2), PX|U (R1, R2), PY |U (R1, R2)

the maximizing distributions in (45). Using Remark 8 it can be assumed that for each rate pair(R1, R2) the

cardinality of the support ofPU (R1, R2) is 4. Denote this support by{a, b, c, d}.

In (51) let U be [k] andPU be the uniform distribution on this set. For each rate pair(R1, R2) divide [k] into

4 disjoint setsSβ , β ∈ {a, b, c, d} such thatPU (Sβ) approximatesPU (R1, R2)(β). For u ∈ Sβ, β ∈ {a, b, c, d},

let g1(R1, R2) andg2(R1, R2) conditioned onu bePX|U=β(R1, R2) andPY |U=β(R1, R2) respectively. With this

particular choice

ELH(R1, R2,W, PU , g1(R1, R2), g2(R1, R2)) (56)

approximatesELH(R1, R2,W ) uniformly in (R1, R2) ask goes to infinity. This establishes the other direction.

Remark 11.Theorem 4 provides the most direct counterpart of the JSCC result in [4]. Note, howevever, that the

achievability of the error exponent in Theorem 4 has been proved only with type-informed encoders.

Remark 12.Analogously to Lemma 2 of [4], it follows from (54) that even if this special error free0 rate

communication is allowed between the senders the error exponent cannot be greater than

min
0≤R1≤log |S1|

0≤R2≤log |S2|

[e1(R1, Q1) + e2(R2, Q2) + E(R1, R2,W )] (57)

whereE(R1, R2,W )] is the (unknown) reliability function of channelW . If not only this special0 rate communi-

cation is allowed, but the channelW has positive0 error capacity, then (57) is easily achievable by communicating

the types of the source sequences to the receiver witho(n) symbols. Not entering here the question whether the

last assertion holds even if no communication whatsoever isallowed between senders, we only mention that we

believe to have a counterexample.

V. CONCLUSIONS

A version of the random access model has been studied. We haveshown that the error exponent of [8] for an in-

dividual codebook pair is simultaneously achievable for each codebook pair in the codebook libraries, supplemented

with collision detection in the sense of [10], [15]. Moreover, this has been achieved with a universal decoder. In

particular, a positive answer has been given to the questionin [10] whether or not the results there are still valid

if the receiver does not know the channel.
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The random access model has been connected with the problem of source-channel transmission of independent

sources via MAC. We have given an achievable error exponent to this problem together with an improvement when

error free0 rate communication is allowed between the senders. This improvement is the most direct counterpart

of the JSCC result in [4].

In general little is known about the tightness of error exponents for MACs, and this applies for the achieved error

exponents of this paper. However, for a specific class of MACsthe authors have a heuristic proof that (i) the error

exponentELH(R1, R2,W ) of Liu and Hughes is tight for "large"(R1, R2) (ii) the exponent in Theorem 4 is tight

if the minimum in (55) is attained for(R1, R2) as in (i) (iii) this exponent is not achievable if no communication

is allowed between the senders. We intend to return to this issue elsewhere.

APPENDIX A

SIMPLE IDENTITY FOR MULTI -INFORMATION

The following lemma is useful in Appendix B.

Lemma 2 (Special case of Theorem 1 in [16]).Let a vector valued random variable(X1, X2, . . . , XN , U) be

given. Let(I,J ) be a partition of[N ], I = {i1, i2, . . . , ik}, J = {j1, j2, . . . , jN−k}. ThenI(X1∧X2∧· · ·∧Xn|U)

is equal to

I(Xi1 ∧Xi2 ∧· · ·∧Xik |U)+I(Xj1 ∧Xj2 ∧· · ·∧XjN−k
|U)+I(Xi1 , Xi2 , . . . , Xik ∧Xj1 , Xj2 , . . . , XjN−k

|U). (58)

Proof:

I(X1 ∧X2 ∧ · · · ∧Xn|U) =
∑

i∈I

H(Xi|U) +
∑

j∈J

H(Xj |U)−H(X1, X2, . . . , Xn|U) (59)

=
(

∑

i∈I

H(Xi|U)−H(Xi1 ∧Xi2 ∧ · · · ∧Xik |U)
)

(60)

+
(

∑

j∈J

H(Xj |U)−H(Xj1 ∧Xj2 ∧ · · · ∧XjN−k
|U)

)

+
(

H(Xi1 ∧Xi2 ∧ · · · ∧Xik |U) + H(Xj1 ∧Xj2 ∧ · · · ∧XjN−k
|U)−H(X1, X2, . . . , Xn|U)

)

.

APPENDIX B

PROOF OFTHEOREM 1 (CALCULATIONS)

In this section we suppose that a codebook library pair as in Lemma 1 is given, and prove rigorously that, with

the decoder specified in the proof of Theorem 1, it fulfills theerror requirements.

Proof of part (i) of Theorem 1

Step 1: Some definitions
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The following definitions are meant for all possible combinations of indicesi ∈ [M1], j ∈ [M2], a ∈ [N i
1],

b ∈ [N j
2 ], k ∈ [M1], l ∈ [M2]. Note that sets denoted by normal fonts consist ofn-length sequences, while sets

denoted by calligraphic fonts consist of joint distributions. The expressionTH refers to the word "threshold".

THi,j
a,b ,



















z ∈ Zn : I(xi
a ∧ y

j
b ∧ z|u)−Ri

1 −Rj
2 ≤ ηn or

I(xi
a ∧ y

j
b , z|u)−Ri

1 ≤ ηn or

I(yj
b ∧ xi

a, z|u)−Rj
2 ≤ ηn.



















(61)

V i,j
a,b ,



















z ∈ Zn : α(u,xi
a,y

j
b , z)−Ri

1 −Rj
2

≥ α(u,xk
c ,y

l
d, z)−Rk

1 −Rl
2, for all

k ∈ [M1], l ∈ [M2], c ∈ [Nk
1 ], d ∈ [N l

2].



















(62)

T Hi,j
,











































VUXY Z ∈ P(U × X × Y × Z) :

VUX = PUP
i
X|U , VUY = PUP

j

Y |U

IV (X ∧ Y, Z|U)−Ri
1 ≤ ηn or

IV (Y ∧X,Z|U)−Rj
2 ≤ ηn or

IV (X ∧ Y ∧ Z|U)−Ri
1 −Rj

2 ≤ ηn.











































(63)

VX i,j
k ,































VUXX̃Y Z ∈ P(U × X × X × Y × Z) :

α(VUXY Z)−Ri
1 ≤ α(VUX̃Y Z)−Rk

1 ,

VUX = PUP
i
X|U , VUX̃ = PUP

k
X|U ,

VUY = PUP
j

Y |U .































(64)

VYi,j
l ,































VUXY Ỹ Z ∈ P(U × X × Y × Y × Z) :

α(VUXY Z)−Rj
2 ≤ α(VUXỸ Z)−Rl

2,

VUX = PUP
i
X|U , VUY = PUP

j

Y |U ,

VUỸ = PUP
l
Y |U .































(65)

VXY i,j
k,l ,











































VUXX̃Y Ỹ Z ∈ P(U × X × X × Y × Y × Z) :

α(VUXY Z)−Ri
1 −Rj

2

≤ α(VUX̃Ỹ Z)−Rk
1 −Rl

2,

VUX = PUP
i
X|U , VUX̃ = PUP

k
X|U ,

VUY = PUP
j

Y |U , VUỸ = PUP
l
Y |U .











































(66)

T Hn,i,j
, T Hi,j ∩ Pn(U × X × Y × Z) (67)

VXn,i,j
k , VX i,j

k ∩ Pn(U × X × X × Y × Z) (68)

VYn,i,j
l , VYi,j

l ∩ Pn(U × X × Y × Y × Z) (69)

VXYn,i,j
k,l , VXYi,j

k,l ∩ Pn(U × X × X × Y × Y × Z) (70)
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ETHi,j , min
VUXY Z∈T Hi,j

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U)
]

(71)

EX i,j
k , min

VUXX̃Y Z∈VX i,j

k

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (X̃ ∧X,Y, Z|U)−Rk
1 |

+
]

(72)

EY i,j
l , min

V
UXY Ỹ Z

∈VYi,j

l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (Ỹ ∧X,Y, Z|U)−Rl
2|

+
]

(73)

EXY i,j
k,l , min

V
UXX̃Y Ỹ Z

∈VXYi,j

k,l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U)

+
∣

∣

∣ IV (X̃, Ỹ ∧X,Y, Z|U) + IV (X̃ ∧ Ỹ |U)−Rk
1 −Rl

2

∣

∣

∣

+]

(74)

Step 2: Relating error probabilities to packing functions

For all (i, j) ∈ [M1]× [M2] we have

Errd(i, j) ≤
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn
(

THi,j
a,b|x

i
a,y

j
b

)

(75)

+
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn







Ni
1

⋃

c=1
c 6=a

V i,j
c,b |x

i
a,y

j
b







+
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn







N
j
2

⋃

d=1
d 6=b

V i,j
a,d|x

i
a,y

j
b







+
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn







Ni
1

⋃

c=1
c 6=a

N
j
2

⋃

d=1
d 6=b

V i,j
c,d |x

i
a,y

j
b







+

M1
∑

k=1
k 6=i

1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn





Nk
1

⋃

c=1

V k,j
c,b |xi

a,y
j
b





+

M2
∑

l=1
l 6=j

1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn





N l
2

⋃

d=1

V i,l
a,d|x

i
a,y

j
b





+

M1
∑

k=1
k 6=i

M2
∑

l=1
l 6=j

1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn





Nk
1

⋃

c=1

N l
2

⋃

d=1

V k,l
c,d |x

i
a,y

j
b



 .

For the sake of brevity, we introduce the following notations for the terms of the right-hand side of equation (75):

Errd(i, j) ≤ thi,j + errorX i,j
i + errorY i,j

j + errorXY i,j
i,j

+

M1
∑

k=1
k 6=i

errorX i,j
k +

M2
∑

l=1
l 6=j

errorY i,j
l +

M1
∑

k=1
k 6=i

M2
∑

l=1
l 6=j

errorXY i,j
k,l . (76)

In words,thi,j is the average probability of the event that the sent codewords do not fulfill the threshold criterion

(33)-(35) when codebook pair(i, j) was chosen by the senders. The other terms correspond to the average probability

that the sent codewords do not uniquely maximize (32).
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We claim that the terms of (76) can be bounded via packing functions of Lemma 1 in this way:

thi,j ≤
∑

VUXY Z∈

T Hn,i,j

(

2−n[D(VZ|UXY ||W |VUXY )] 1

N i
1N

j
2

Ki,j(VUXY )
)

(77)

errorX i,j
k ≤

∑

V
UXX̃Y Z

∈

VX
n,i,j
k

(

2−n[D(VZ|UXY ||W |VUXY )] 1

N i
1N

j
2

min{2−n IV (X̃∧Z|XY U)Ki,j
k (VUXX̃Y ),K

i,j(VUXY )}
)

(78)

errorY i,j
l ≤

∑

V
UXY Ỹ Z

∈

VY
n,i,j
l

(

2−n[D(VZ|UXY ||W |VUXY )] 1

N i
1N

j
2

min{2−n IV (Ỹ ∧Z|XY U)Ki,j
l (VUXY Ỹ ),K

i,j(VUXY )}
)

(79)

errorXY i,j
k,l ≤

∑

V
UXX̃Y Ỹ Z

∈

VXY
n,i,j
k,l

(

2−n[D(VZ|UXY ||W |VUXY )] 1

N i
1N

j
2

min{2−n IV (X̃Ỹ ∧Z|XY U)Ki,j
k,l(VUXX̃Y Ỹ ),K

i,j(VUXY )}
)

(80)

First let us prove inequality (77).

thi,j =
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn
(

THi,j
a,b|x

i
a,y

j
b

)

(81)

≤
∑

VUXY Z∈

T Hn,i,j

Ni
1

∑

a=1

N
j
2

∑

b=1

(

2−n[D(VZ|UXY ||W |VUXY )+HV (Z|UXY )] 1

N i
1N

j
2

∣

∣z ∈ Zn : P(u,xi
a,y

j

b
,z) = V

∣

∣

)

, (82)

In (82) we have used (6). Using (5) we obtain

∣

∣z ∈ Zn : P(u,xi
a,y

j

b
,z) = V

∣

∣ ≤ 1Tn
VUXY

(u,xi
a,y

j
b) · 2

n[HV (Z|UXY )]. (83)

Substituting inequality (83) in (81) and (82) and taking into account the definition of packing functionKi,j [VUXY ]

from Lemma 1, the bound (77) follows.

Let us prove now inequality (80). The bounds (78) and (79) canbe proved analogously.

errorXY i,j
k,l =

1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn







Nk
1

⋃

c=1
c 6=a if i=k

N l
2

⋃

d=1
d 6=b if j=l

V k,l
c,d |x

i
a,y

j
b






(84)

≤
∑

V
UXX̃Y Ỹ Z

∈

VXY
n,i,j
k,l

Ni
1

∑

a=1

N
j
2

∑

b=1

2−n[D(VZ|UXY ||W |VUXY )+HV (Z|UXY )] 1

N i
1N

j
2

∣

∣z ∈ Zn : for some(c, d) P(u,xi
a,x

k
c ,y

j

b
,yl

d
,z) = V

∣

∣.

(85)

In (85) we have used (6). Using (5) we obtain two bounds

∣

∣z ∈ Zn : for some(c, d) P(u,xi
a,x

k
c ,y

j

b
,yl

d
,z) = V

∣

∣ ≤ 1Tn
VUXY

(u,xi
a,y

j
b) · 2

n[HV (Z|UXY )], (86)
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and

∣

∣z ∈ Zn : for some(c, d) P(u,xi
a,x

k
c ,y

j

b
,yl

d
,z) = V

∣

∣

≤

Nk
1

∑

c=1
c 6=a if i=k

N l
2

∑

d=1
d 6=b if j=l

1Tn
V
UXX̃Y Ỹ

(u,xi
a,x

k
c ,y

j
b,y

l
d) · 2

n[HV (Z|UXX̃Y Ỹ )]. (87)

Substituting inequalities (86), (87) in (84) and (85) and taking into account the definition of packing functions from

Lemma 1, the bound (80) follows.

Step 3: Error exponents of type [11]

The following consequences of Lemma 2 are used in this step:

IV (X ∧ X̃ ∧ Y |U) = IV (X̃ ∧X,Y |U) + IV (X ∧ Y |U), (88)

IV (X ∧ Y ∧ Ỹ |U) = IV (Ỹ ∧X,Y |U) + IV (X ∧ Y |U), (89)

IV (X ∧ X̃ ∧ Y ∧ Ỹ |U) = IV (X̃, Ỹ ∧X,Y |U) + IV (X̃ ∧ Ỹ |U) + IV (X ∧ Y |U). (90)

SubstituteN i
1 =

⌊

2nR
i
1

⌋

andN j
2 =

⌊

2nR
j
2

⌋

in inequalities (77), (78), (79) and (80), use Lemma 1 to upper-bound

the packing functions. Then use (3) and the above identities(88)-(90), take into account the uniform continuity (the

alphabets are finite) of the present information measures (in order to exchangeT Hn,i,j to T Hi,j andVXn,i,j
k to

VX i,j
k etc.) and draw the following conclusions:

thi,j ≤ 2−n(ETHi,j−δ
′′

n ), (91)

errorX i,j
k ≤ 2−n(EXi,j

k
−δ

′′

n ), errorY i,j
l ≤ 2−n(EY i,j

l
−δ

′′

n ), (92)

errorXY i,j
k,l ≤ 2−n(EXY

i,j

k,l
−δ

′′

n ) (93)

for some sequenceδ
′′

n(|U|, |X |, |Y|, |Z|) → 0.

Step 4: Final calculations

The following inequalities are consequences of the chain rule for mutual information and Lemma 2:

IV (X̃ ∧X,Y, Z|U) ≥ IV (X̃ ∧ Y, Z|U), (94)

IV (Ỹ ∧X,Y, Z|U) ≥ IV (Ỹ ∧X,Z|U), (95)

IV (X̃, Ỹ ∧X,Y, Z|U) + IV (X̃ ∧ Ỹ |U) ≥ IV (X̃, Ỹ ∧ Z|U) + IV (X̃ ∧ Ỹ |U) = IV (X̃ ∧ Ỹ ∧ Z|U). (96)

Via inequalities (94), (95) and (96) the exponentsEX i,j
k , EY i,j

l , EXY i,j
k,l can be bounded from below in the

following way:

EX i,j
k ≥ min

V
UXX̃Y Z

∈VX i,j

k

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (X̃ ∧ Y, Z|U)−Rk
1 |

+
]

, (97)

EY i,j
l ≥ min

V
UXY Ỹ Z

∈VYi,j

l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (Ỹ ∧X,Z|U)−Rl
2|

+
]

, (98)

EXY i,j
k,l ≥ min

V
UXX̃Y Ỹ Z

∈VXYi,j

k,l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (X̃ ∧ Ỹ ∧ Z|U)−Rk
1 −Rl

2|
+
]

.

(99)
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If we examine definitions (64)-(66) and take into account Lemma 2 we can draw the following two conclusions.

If VUXX̃Y Z ∈ VX i,j
k thenIV (X̃ ∧ Y, Z|U)−Rk

1 is not smaller thanIV (X ∧ Y, Z|U)−Ri
1. If VUXY Ỹ Z ∈ VYi,j

l

thenIV (Ỹ ∧X,Z|U)−Rl
2 is not smaller thanIV (Y ∧X,Z|U)−Rj

2. Using these conclusions to lower-bound the

right hand sides of (97)-(99) leads to the following inequalities

EX i,j
k ≥ EX i,j

LH , EY i,j
k,l ≥ EY i,j

LH , EXY i,j
k,l ≥ EXY i,j

LH , (100)

where for anyβ ∈ {X,Y,XY } the expressionEβi,j
LH is equal toEβLH(Ri

1, R
j
2,W, PU , P

i
X|U , P

j

Y |U ).

Now we examine the relationship between exponentETHi,j and exponentsEX i,j
LH , EY i,j

LH , EXY i,j
LH . For the

sets on which the minima are taken we haveT Hi,j ⊆ V i,j
LH = VLH(PU , P

i
X|U , P

j

Y |U ), see (11). Furthermore, for

anyVUXY Z ∈ T Hi,j there existβ ∈ {X,Y,XY } such that the difference between the optimized functions inthe

definition of ETHi,j andEβi,j
LH evaluated inVUXY Z is at leastηn. These considerations lead to the inequality

min(EX i,j
LH , EY i,j

LH , EXY i,j
LH) ≤ ETHi,j + ηn. (101)

As M1 andM2 grow subexponentially inn, part (i) of Theorem 1 is proved via inequalities (76), (91)-(93), (100),

(101). Note that in this partηn(|U|, |X |, |Y|, |Z|,M1,M2) can be arbitrary positive sequence which goes to0 as

n → ∞. However, it will turn out from the proof of part (ii) that thesequenceηn has to converge to0 sufficiently

slowly.

Proof of part (ii) of Theorem 1

Step 1: Some definitions

The following definitions are meant for all possible combinations of indicesi ∈ [M1], j ∈ [M2], k ∈ [M1],

l ∈ [M2]. The symbolC refers to "complement in some sense".

CT Hi,j
,











































VUXY Z ∈ P(U × X × Y × Z) :

VUX = PUP
i
X|U , VUY = PUP

j

Y |U ,

IV (X ∧ Y, Z|U)−Ri
1 > ηn,

IV (Y ∧X,Z|U)−Rj
2 > ηn,

IV (X ∧ Y ∧ Z|U)−Ri
1 −Rj

2 > ηn.











































(102)

CT HX i,j
k ,























































VUXX̃Y Z ∈ P(U × X × X × Y × Z) :

VUX = PUP
i
X|U , VUX̃ = PUP

k
X|U ,

VUY = PUP
j

Y |U ,

IV (X̃ ∧ Y, Z|U)−Rk
1 > ηn,

IV (Y ∧ X̃, Z|U)−Rj
2 > ηn,

IV (X̃ ∧ Y ∧ Z|U)−Rk
1 −Rj

2 > ηn.























































(103)
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CT HYi,j
l ,























































VUXY Ỹ Z ∈ P(U × X × Y × Y × Z) :

VUX = PUP
i
X|U , VUY = PUP

j

Y |U ,

VUỸ = PUP
l
Y |U ,

IV (X ∧ Ỹ , Z|U)−Ri
1 > ηn,

IV (Ỹ ∧X,Z|U)−Rl
2 > ηn,

IV (X ∧ Ỹ ∧ Z|U)−Ri
1 −Rl

2 > ηn.























































(104)

CT HXYi,j
k,l ,



































































VUXX̃Y Ỹ Z ∈

P(U × X × X × Y × Y × Z) :

VUX = PUP
i
X|U , VUX̃ = PUP

k
X|U ,

VUY = PUP
j

Y |U , VUỸ = PUP
l
Y |U ,

IV (X̃ ∧ Ỹ , Z|U)−Rk
1 > ηn,

IV (Ỹ ∧ X̃, Z|U)−Rl
2 > ηn,

IV (X̃ ∧ Ỹ ∧ Z|U)−Rk
1 −Rl

2 > ηn.



































































(105)

ECTHi,j , inf
VUXY Z∈CT Hi,j

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U)
]

(106)

ECTHX i,j
k , inf

VUXX̃Y Z∈CT HX i,j

k

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (X̃ ∧X,Y, Z|U)−Rk
1 |

+
]

(107)

ECTHY i,j
l , inf

V
UXY Ỹ Z

∈CT HYi,j

l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) + | IV (Ỹ ∧X,Y, Z|U)−Rl
2|

+
]

(108)

ECTHXY i,j
k,l , inf

V
UXX̃Y Ỹ Z

∈CT HXYi,j

k,l

[

D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U)

+
∣

∣

∣ IV (X̃, Ỹ ∧X,Y, Z|U) + IV (X̃ ∧ Ỹ |U)−Rk
1 −Rl

2

∣

∣

∣

+]

(109)

Step 2: Calculations

Errc(i, j) ≤
1

N i
1N

j
2

Ni
1

∑

a=1

N
j
2

∑

b=1

Wn
(

z : for somek ∈ [M1], l ∈ [M2], c ∈ [Nk
1 ], d ∈ [N l

2], z /∈ THk,l
c,d|x

i
a,y

j
b

)

. (110)

Using union bound, it is possible to expand (110) similarly as Errd(i, j) is expanded in (75). The differences are

that instead ofTHi,j
a,b its complement should be taken and instead of the setV k,l

c,d the complement of the setTHk,l
c,d

should be taken for all(k, c, l, d) 6= (i, a, j, b).

Replicating the proof of part (i) leads to the following statements. For some sequenceδ
′′′

n (|U|, |X |, |Y|, |Z|) → 0,

the first term in the upper bound ofErrc(i, j) (where the complement ofTHi,j
a,b is present) can be upper-bounded

by

2−n(ECTHi,j−δ
′′′

n ), (111)
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while the sum of the other terms can be upper-bounded by the following expression:

M1
∑

k=1

2−n(ECTHX
i,j

k
−δ

′′′

n ) +

M2
∑

l=1

2−n(ECTHY
i,j

l
−δ

′′′

n ) +

M1
∑

k=1

M2
∑

l=1

2−n(ECTHXY
i,j

k,l
−δ

′′′

n ). (112)

It remains to show that (111) and (112) approach0 if ηn > 0 goes to0 sufficiently slowly.

Using the definitions of the sets (103), (104) and (105), in expressions (107), (108), and (109) the positive part

signs | . . . |+ can be lower-bounded byηn. As M1, M2 grow at most subexponentially inn we are done with

expression (112).

To prove rigorously the claim about (111) we need the following argument. In part (ii) of Theorem 1 it is assumed

that (Ri
1, R

j
2) is not in the interior ofC[W,PU , P

i
X|U , P

j

Y |U ]. Hence, the distributionPUP
i
X|UP

j

Y |UW is in T Hi,j .

Actually for eachVUXY Z ∈ CT Hi,j , one of the following inequalities holds

IV (X ∧ Y, Z|U)− I
PUP i

X|U
P

j

Y |U
W
(X ∧ Y, Z|U) > ηn, (113)

IV (Y ∧X,Z|U)− I
PUP i

X|U
P

j

Y |U
W
(Y ∧X,Z|U) > ηn, (114)

IV (X ∧ Y ∧ Z|U)− I
PUP i

X|U
P

j

Y |U
W
(X ∧ Y ∧ Z|U) > ηn. (115)

Using uniform continuity of mutual information, it followsthat there exists someγ(ηn, |U|, |X |, |Y|, |Z|) > 0

such that ifVUXY Z ∈ CT Hi,j then its variational distance fromPUP
i
X|UP

j

Y |UW is at leastγ. Note that if

VUXY Z ∈ CT Hi,j thenVU = PU by definition, hence||VUXY Z − PUP
i
X|UP

j

Y |UW || is equal to

∑

u∈U

PU (u)
∑

(x,y,z)∈X×Y×Z

|VXY Z|U=u(x, y, z)− P i
X|U=uP

j

Y |U=u
W (x, y, z)|. (116)

It follows that for eachVUXY Z ∈ CT Hi,j there existsu ∈ U such that the variational distance ofVXY Z|U=u and

P i
X|U=uP

j

Y |U=u
W is at least γ

|U|PU (u) . Note also that in (106),D(VZ|UXY ||W |VUXY ) + IV (X ∧ Y |U) is equal

to D(VXY Z|U ||P
i
X|UP

j

Y |UW |PU ). Hence, taking into account the Pinsker inequality and (7) the claim about (111)

follows.

Altogether, part (ii) of Theorem 1 is proved.

APPENDIX C

NONEXISTENCE OF COLLISION ERROR PROBABILITY EXPONENT IN THEPROOF OFTHEOREM 1

The following proposition shows that (112) does not go to zero exponentially fast, under very reasonable

assumptions on the codebook library pair.
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Proposition 2. Let us assume that a positive real numberηn and a constant composition codebook-library pair as

in Definition 1 is given such that for somei ∈ [M1], j ∈ [M2], k ∈ [M1] the conditional distributionsP i
X|U and

P k
X|U are equal, the rate pair(Ri

1, R
j
2) is not in the interior ofC[W,PU , P

i
X|U , P

j

Y |U ], and

I
PUPk

X|U
P

j

Y |U
W
(X ∧ Y, Z|U)−Rk

1 > ηn, (117)

I
PUPk

X|U
P

j

Y |U
W
(Y ∧ Z|U)−Rk

1 −Rj
2 > ηn. (118)

ThenECTHX i,j
k defined by (103) and (107) is equal toηn.

Remark 13.Inequalities (117) and (118) imply that the rate pair(Rk
1 , R

j
2) is in the interior ofC[W,PU , P

k
X|U , P

j

Y |U ].

Proof: Let the joint distribution of(U,X, Y, Z) be equal toPUP
i
X|UP

j

Y |UW . Let X̂∗ be independent ofX given

UY Z with conditional distribution onUY Z equal to the conditional distribution ofX on UY Z. Furthermore, let

X̂∗∗ be independent of(X,Y, Z) givenU with conditional distribution onU equal to the conditional distribution of

X onU . Let us denote the joint distribution of(U,X, X̂∗, Y, Z) and(U,X, X̂∗∗, Y, Z) by V ∗ andV ∗∗ respectively.

For all ε ∈ [0, 1] define joint distributionV ε by (1− ε)V ∗ + εV ∗∗.

For ε equals to0 or 1, and hence for allε ∈ [0, 1] it follows thatD(V ε
Z|UXY ||W |V ε

UXY ) + IV ε(X ∧ Y |U) and

IV ε(X̃ ∧X |U, Y, Z) are equal to0. Keeping in mind (107), definer(ε) by

IV ε(X̃ ∧X,Y, Z|U)−Rk
1 = IV ε(X̃ ∧ Y, Z|U)−Rk

1 . (119)

Thenr(0) > ηn by (117), andr(1) equals−Rk
1 . Using continuity we can findε0 with differencer(ε0) − ηn > 0

arbitrary small. Note that by the chain rule for mutual information and Lemma 2 bothIV ε0 (Y ∧ X̃, Z|U) and

IV ε0 (X̃ ∧ Y ∧ Z|U) are not less thanIV ε0 (Y ∧ Z|U). Hence, using condition (118) it follows thatV ε0 is in set

(103). Taking into account (107), this proposition is proved.
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