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Abstract— This paper studies the delay constrained multicast
capacity of large scale mobile ad hoc networks (MANETS).
We consider a MANET consists ofn, multicast sessions. Each
multicast session has one source angdestinations. The wireless
mobiles move according to a two-dimensional i.i.d. mobili
model. Each source sends identical information to thep des-
tinations in its multicast session, and the information is equired
to be delivered to all the p destinations within D time-slots.

Given the delay constraint D, we first prove that the capacity
D

per multicast session isO min{L(logp)(log (nsp))\/njs i}

We then propose a joint coding/scheduling algorithm achiewmg

a throughput of © (min 4 1, % . Our simulations show that

the joint coding/scheduling algarithm achieves a throughpt of

the same order @ (min {1, \/nzi})) under random walk model
el.

and random waypoint mod

I. INTRODUCTION

flows are expected to be predominant in many of emerging
applications. For example, in battlefield networks, comdsan
need to be broadcast in the network or sent to a specific group
of soldiers. In a wireless video conference, the video néeds
be sent to all the people attending the conference. To suppor
these emerging applications, it is imperative to have a fun-
damental understanding of the multicast capacity of wazle
networks. In [21], [22]. the authors show that the multicast
1

Vs log(nsp))

multicast session. In [23], the multicast capacity of delay
tolerant networkswithout delay constraints is studied, and
then the delay associated with the maximum capacity is
characterized. In [24], the multicast capacity and delagi¢off
is established under a specific routing/scheduling algarit
In this paper, we study the multicast capacity of largeescal

capacity ofstatic ad hoc networks i€ per

Wireless technology has provided an infrastructure-free aMANETSs under a general delay constraint D. We first obtain

fast-deployable method to establish communication, arsd F&n upper bound on the delay constrained multicast capacity,
inspired many emerging networks including mobile ad hoghich holds for any communication algorithm. We then pro-
networks (MANETS), which has broad potential applicationgose a joint coding/scheduling algorithm with a throughput

in personal area networks, emergency/rescue operatiads, that differs from the upper bound by just a logarithm factor

military battlefield applications. For example, the Zebea[ ]

In [18], the authors establish the optimal delay constiine

is an MANET used to monitor and study animal migrationsnicast capacity. The multicast problem differs from thé un
and inter-species interactions, where each zebra is eegiippast problem in the following aspects:

with an wireless antenna and pairwise communication is,
used to transmit data when two zebras are close to each
other. Another example is the mobile-phone mesh network
proposed by TerraNet AB (a Swedish company) [2], where
the participated mobile phones form a mesh network and can
talk to each other without using the cell infrastructure.
Despite the importance of these emerging applications, the
practical deployment of MANETs has been stunned by the
lack of basic understanding of MANETS. Over the past few
years, there have been a lot of interest in characterizieg th
capacity of MANETs under a range of mobility models [3],
[4], [5], [6], [7]. [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17], [18], [19], [20]. Most of these work assumes unicaaf-tr
fic flows and studies the unicast capacity. However, multicas

1Given non-negative functiong(n) and g(n): f(n) = O(g(n)) means
there exist positive constants and m such thatf(n) < cg(n) for all
n > m; f(n) = Q(g(n)) means there exist positive constamtand m
such thatf(n) > cg(n) for all n > m; f(n) = ©(g(n)) means that
both f(n) = Q(g(n)) and f(n) = O(g(n)) hold; f(n) = o(g(n))
means thaflim, . f(n)/g(n) = 0; and f(n) = w(g(n)) means that
limp o0 g(n)/f(n) = 0.

The capacity of MANETS is highly related to the inter-
contact rate (the opportunity two mobiles can commu-
nicate with each other). Since there are multiple des-
tinations in a multicast session, the inter-contact rates
between the source and its destinations and the relays
and their destinations increase. The increase of inter-
contact rates can improve the capacity of MANETSs. On
the other hand, in the multicast scenario, the information
needs to be transmitted reliably from the source to all its
destinations, which generates more traffic in the network
and requires more transmission resource than that in
unicast.

In MANETS, the mobiles communicate with each other
using wireless communication. Due to the broadcast
nature of wireless communication, all mobiles in the
transmission range of a transmitter can simultaneously
receive the transmitted packet. In the unicast scenario,
only the destination of the packet is interested in recgjivin
the packet; however, in the multicast scenario, all the
destinations belonging to the same multicast sessions are
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interested in the packet. Thus, one transmission might
lead to multiple successful deliveries in the multicast
scenario, which can increase the capacity of MANETS.

Due to these differences mentioned, the multicast capacity
of MANETSs obeys a different law from the one for unicast.

In this paper, we study the delay constrained the delay
constrained multicast capacity by characterizing the ciapa
scaling law. The scaling approach is introduced in [25],
and has been intensively used to study the capacity of ad
hoc networks including both static and mobile networks. We
consider a MANET consisting of, multicast sessions. Each . ‘fsf(_l_ll _________ -
multicast session has one source gmdlestinations. The _ , _ _

. . . Fig. 1. A MANET with two multicast sessions, where dst(1, by alst(1,2)
wireless mobiles are assumed to move accordlng to a t\’\é‘?g the destinations of src 1, and dst(2,1) and dst(2,2)hareléstinations of
dimensional independent and identical distributed (2I)i. src 2. A mobile can serve as a relay for other multicast sessio
mobility model. Each source sends identical information to
the p destinations in its multicast session, and the information
is required to be delivered to all thedestinations withinp ~source sends identical information to all its destinatjcarsd

time-slots. The main contributions of this paper include: ~ mobiles not belonging to the multicast session can serve as
. Given a delay constraint D we  prove relays. All mobiles are assumed to be positioned in a unit

that the capacity per multicast session rus, where the left and right edges are connected_, andjnbpa
o (min { 1, (log p) (log (nsp)) \/*}) We then propose bottom edges are also connected. For the theoretical aalys
s we assume the mobiles move two-dimensional identical and
a joint  coding-scheduling _algorithm  achieving - g 4enendently distributed mobility model (2D-i.i.d. mbtyi
throughput of © (mln{l }/7}) . The algorithm is model) [6] such that(i) at the beginning of each time slot,
developed based on an information theoretical approaghmobile randomly and uniformly selects a point from the
where a successful delivery can be separated into thiggit torus and instantaneously moves to that point; éid
phases — broadcast, relay and delivery. Each of tliee positions of mobiles are independent of each other, and
phase can be modeled as a virtual communicatifmdependent from time slot to time slot.
channel. Based on the virtual channel representationEach mobile is equipped with a wireless antenna, and can
we propose an algorithm that exploits erasure codesmmunicate with another mobile within the transmission
to guarantee reliable multicast over the virtual erasuradius. We first assume that each mobile can adapt power
channels. The idea of exploiting coding has been usedadnd use an arbitrary transmission radius, and obtain a agkener
MANETSs with unicast flows [16], [15], [18] and mobile upper-bound on the delay-constrained multicast capaiditgn
sensor networks [26]. we propose a joint coding/scheduling algorithm whigh
o Finally, we evaluate the performance of our algorithmchieves a near-optimal throughput, &iidl requires only two
using simulations. We apply the algorithm to the 2Dtransmission range$L,, L.}, where L; is for sending out
i.i.d. mobility model, random-walk model and randoninformation from sources, anfl, is for delivering packets to
waypoint model. The simulations confirm that the resultgeir destinations.
obtained form the 2D-i.i.d. model holds for more realistic We also adopt the protocol model introduced in [27] for the
mobility models as well. wireless interference. Let; denote the transmission radius of
We would like to remark that(a) Similar to the uni- nodei, then a transmission from nodéo node; is successful
cast scenario [3], the mobility significantly improves theinder the protocol model if and only if the following two
throughput While the multicast capacity of a static networconditions hold:(i) the distance between nodésand j is

ess thano;, and (ii) if mobile & is transmitting at the same
is O oy ) Our algorithm achieves a throughput of i (i) g

O(1) when D = n,. (b) Our result again demonstrates thieme then the distance between nokdeand nodej is at

substantial benefit of using coding. While the algorithm i t(L+ Aoy (see F|gurd]2),_where tha > 0 d(_efmes
a guard zone around the transmission. We adopt this protocol

) 1 .
[24] achieves a throughput &1 (_pfnsT;log_p) with an average model because nodes can transmit with different powers (i.e
delay ©(v/nsplogp), our algorithm achieves a much highejtferent transmission radius) under this model, whiclowd
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throughput® ({‘/ p‘:l’—gp) with the same delay. us to obtain a general upper bound on the multicast capacity
of MANETS. Note that under this protocol model, the receiver
Il. MODEL of node i associates an exclusion region which is a disk

We consider a mobile ad hoc network with, multicast with radius A«;/2 and centered at the receiver of notle
sessions in this paper. Each multicast session consistaeof @ll exclusion regions associated with successful transinis
source node ang destination nodes as shown in Figlile 1should be disjoint from each other. We furthassume that

Thus, there arer = n (p + 1) mobiles in the network. A each successful transmission can transmit 1V bits per time-
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Fig. 2. The two transmissions can succeed simultaneoudlyeifdistance
between nodg and nodek is larger than1+ A)«y, and the distance between
node: and nodeh is larger than(1l + A)a;.

IIl. M AIN RESULTS ANDINTUITION

In this section, we present the main results of this paper
along with the key intuition. We use the virtual channel idea
proposed in [18] to analyze heuristically our system.
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Fig. 3. The three phases of a typical delivery

In general, a successful delivery consists of three phases
(see Figurél3d):
o Phase-l, the packet is transmitted from the source to some
relay node;
o Phase-ll, the relay moves to the neighborhood of one of
the p destinations of the packet; and .
o Phase-lll, the relay sends the packet to its destination.
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Fig. 4. The virtual channel representation of a multicasses

we omit the constanf\ for simplicity. Thus, the number
of simultaneous broadcasting at one time slot is at most
ﬁ. On average, each source hasfraction of time

to transmit, where

1

Ph=—-.
' w(L)?n,

Thus, the throughput of each broadcasting channel is

_w
w(L1)%ng

On average, each packet will be received byl )?n
nodes in the neighborhood, and ha&L;)?n duplicate
copies in the network.

Unreliable relay channel (erasure channel)\We assume
that all relays use a common transmission radigsor
sending packets to their destinations. The probability tha
a duplicated packets does not fall into the transmission
range of a specific one of its destinations duringD
consecutive time slots is

Priss = (1 - W(LZ)Q)D-

Recall that after sent out from the source, each source
packet will haver(L;)%n copies. So the probability that
none of the duplicated packets falls into the transmission
ranges of thep destinations during) consecutive time
slots is

PmissZZ (1 - 7T(L2)2)D7T(L1)2n7

which is the erasure probability of the relay channel.
Reliable receiving channel:Consider the transmissions
from relays to destinations. When a packet is being trans-

Each of these phases can be thought as a virtual channel as mitted from a relay, it is delivered to all the destinations

in Figure[4.

« Reliable broadcasting channel:To avoid interference,
the exclusion regions of successful transmissions should
be disjoint with each other. To simplify our heuristic
analysis, we assume all sources use a common transmis-
sion radiusL; for sending out the information. We also
assume each exclusion region has an al(eia)Q.E Here

2Note these two assumptions, along with other assumptidnsdinced in
this section, are for the purpose of a heuristic argument. 1©sults hold
without these assumptions.

in the transmission range of the relay. We name one of
the deliveries asarget delivery, and the rest afree-ride
deliveries. Note that all exclusion regions associated with
the successful targeted deliveries should be disjoint from
each other. With a common transmission radius a
successful target-delivery associates an exclusion megio
with arear(L,)?. So the number of target deliveries at
one time slot is no more than

w

m(L2)*



Furthermore, along with each target delivery, there areA[T] = >, A;[T]. Furthermore, letB[T] denote the bits
9 delivered by target deliveries up to tinfe
(p—D)m(L2) Note that in the multicast scenario, one transmission might
free-ride deliveries on average. Thus, we can expect lead to multiple successful deliveries when the destimatio
9 belonging to the same multicast session are close to each
W +p- 137T(L2) ) other. We first show that the number of occasions that more
m(Le) than k(1 + py?)log(nsp) destinations belonging to the same
deliveries at each time slot. Since the destinations bsessions are in a disk with radigss small. For a destination
longing to the same multicast session request identicalwe let H(j,~,t) denote the number of destinations that
information, so the throughput per multicast session isbelong to the same multicast session as npdad are within

1+ (p—Dr(La)? W W(p—1) a distance ofy from j at timet. We further define
nspm(La)? — ngpr(Lg)? nsp T
bits per time slot. Zn 1) = ;Z LH Gy )2k (14p7?) log(n.p) -
= J

Let A denote the multicast capacity, i.e., the maximum
throughput per multicast session. Based on the virtualmdlan Lemma 1. There existss > 0, independent of., and p,

representation, we can conclude heuristically that such that for anyy € (0, 1]
o . _ . o\7TD(L1)%n L T
A= i (1 (w0 S R O W
w Wp-1) } holds.
nspm(L2)? nsp Proof: The proof is presented in Appendix A.  m

o D The next lemma establishes a fundamental connection be-
n. |’ tween B[T] and A[T].
Lemma 2: The following inequality holds:

Ns

where the transmission radii, and L, solving the maximiza-

126WT
tion areLt = © (%ﬁ) and L5 =6 (o-— ). EIA[T]] < log(nsp)E [B[T]] + %p(log p) log(nsp).

We would like to comment that all analysis above is heuris-
tic, which however captures the key properties determining prgof: The proof is presented in Appendix B. -
the delay constrained multicast capacity. The rigorouyai®  gagseq on the lemma above, we further obtain the following

will be presented in the rest of the paper, where we will proyg,, reqyits, which charaterize the delay contrained thinpug

the following maip results: _ _ without using relays and only using relays, respectively.
Main Result 1: Given the delay constrainD, the multicast Lemma 3: Consider the 2D-i.i.d. mobility and the protocol

capacity) (per multicast session) is model. Suppose that packets have to be directly transmitted

: o from sources to their destinations. Then, we have
0, it D =o| {/ Togmtogmmr ) i
_ . N /32
A=4 e, ifD=w (W) ; EA[T]] < klog(nsp) <WT F\/n5p>
@) ((1ogp)(log(nsp)), / HQ) , otherwise. 196WT

——p(logp) log(nsp). (2)
Main Result 2: There exists a joint coding/scheduling algo- A2

rithm achieving a throughput o® 1/n2 when D is both
( ) Proof: The proof is presented in Appendix C. [ |

3 | sp)) ando(nyg). . . o
w( /s log(nop)) ons) Lemma 4: Consider the 2D-i.i.d. mobility. Suppose that
IV. UPPERBOUND packets have to be transmitted from relays to their de#tinsit

In this section, we present an upper-bound on the mulitcddten, we have

capacity of MANETs. Note that multicast in MANETS is 3
different from unicast in the following aspects: EIA[T]] < klog(nsp) < FWTp\/nSD>
« A mobile can send a packet to any of jisdestinations,
ich i inter- 126WT
which increases inter-contact rates. i - p(log p) log(1sp). 3)

o When a packet is transmitted, it can be received by all the
destinations in the transmission range, which increases
the efficiency of the transmission. Proof: The proof is presented in Appendix D. m
Let A;[T] to be the number of bits that are delivered tdhe next theorem presents an upper bound on the delay
destination; before their deadlines expire, up to tirfie and constrained multicast capacity.



Theorem 5: The delay constrained multicast capacity undeékssume that) data packets are coded using the Raptor <:50des.
the 2D-i.i.d. mobility and protocol model is The receiver can recover th@ data packets with a high
probability after it receives anfl +9)@ distinct coded packets

07 |f D =o0 ( 3 _(logp)2(?osg(nsp))2> 5 [28] -~ . . -
\ = . . @ We use a modified two-hop algorithm introduced in [3],
o), fD=w ((logp)2(log(nsp))2) ’ which consists two major phases — broadcasting and receiv-

10 ((10gp)(10g(nsp)) /n%) , otherwise. ing. At the broadcasting phase, we partition _the unit tontis i
square cells (broadcasting cells) with each side of lengtiak

Proof: From Lemm4B and Lemnid 4, we can see that t@ 1/1/7s, which is of the same order as the optinigl. Al
throughput by using relay dominates the throughput witho§PUrces use a transmission radifg/,/n in the broadcast-

relay, which implies that the delay constrained multica$td phase. To avoid interference caused by transmissions in
capacity satisfies: neighboring cells, the cells are scheduled according taétie

scheduling algorithm introduced in [25] so that each celi ca
transmit for a constant fraction of time during each timd,slo
and concurrent transmissions do not cause interference. We
assume each cell can support a transmission of two packets
during each time slot. In the receiving step, the unit square
is divided into square cells (receiving cells) with eachesid
length equal tol/ {/nsp?D. The transmission radius used in
this phase is/2/{/p?*n,D.

Similar as in [18], we define four classes of packets in
the network: We also define and categorize packets into four
different types.

« Data packets: uncoded data packets.

o Coded packets: Packets generated by Raptor codes.

« Duplicate packets: Each coded packet could be broadcast
to other nodes to generate multiple copies, called dupli-
cate packets.

Deliverable packets: Duplicate packets that are in the
same destination with one of its destinations.

EA[T]) <

klog(nsp) ( %WTp\/ n3D>

36kWT
+—xzPlogp)log(nsp)

0] (T(logp)(log(%p))\/?) ;

which leads to the last case.
Note whenD = w (Wlw), it can be easily

verified that (logp)(log(nsp)),/n% = w(1). However, each
source can send out at mdét bits per time-slot, so\ < W,
which leads to the second case.

Next whenD = o (,S/W‘W) , it is easy to

verify that DA = o(1). This means under the delay constraint
D, the information can be transmitted is less than one bit.*®
We assume bit is the smallest quantity for information, so th
capacity is zero in this case. m Joint Coding-Scheduling Algorithm: We group every2D
time slots into a supertime slot. At each supertime slot, the
nodes transmit packets as follows:
In this section, we propose new algorithms that aImo\j\;(l) Raptor encoding: Each source takefs.(%\/m data

e

achieve thg upper bound obtained in the previous section. packets, and uses Raptor codes to genefateoded
can two different casesi, = ©(1) andn, = w(1). For the packets.

first case, we can use simple round-robin scheduling alguarit (2) Broadcasting: This step consists oD time slots. At
to achieve the maximum throughput. For the second case, We™ 5.1 time slot. in each cell. one source is randomly

introduce a joint codjng-scheduling algorithm that leyms selected to broadcast a coded packe®tp + 1)/10
erasure-codes and yields a throughput very close to theruppe mobiles in the cell (the packet is sent to all mobiles

bound. in the cell if the number of mobiles in the cell is less
A. Case 1: n, = O(1) than9(p + 1)/10).

V. JOINT CODING-SCHEDULING ALGORITHM

Whenn, = ©(1), a simple scheme is to let the sources ®)

broadcast their packets to all the mobiles in the network in a
round-robin fashion. It is easy to see that the throughput in
this case ig(1) per multicast session. @)

B. Case 2: ns =w(1)

To approach the upper bound obtained in Thedrem 5. In this
subsection, we propose a scheme which exploits coding. This
scheme achieves a significantly larger throughput thanethos
without coding.

To exploit coding to approach the delay constrained mul-

Deletion: After the broadcasting phase, all nodes check
the duplicate packets they have. If more than one du-
plicate packet belongs to the same multicast session,
randomly keep one and drop the others.

Receiving: This step require® time slots. At each time
slot, if a cell contains no more than two deliverable
packets, the deliverable packets are broadcast in the cell;
otherwise, no node in the cell attempts to transmit. At the
end of this step, all undelivered packets are dropped. The
destinations decode the received coded packets using
Raptor decoding.

ticast capacity, in our algorithm, we code data packets intoTheorem 6: Suppose D is both w(¢/nslog(nsp)) and
coded packets using rate-less codes — Raptor codes [28h.), and the delay constraint 8. For sufficiently largen,



at the end of each super time slot, every source successfalfydistinct mobiles receiving duplicate packets from s@ssi

transmits 1. Assume that sourceé sends outD, coded packets. The
D /D number of duplicate copies left after the deletion is the ssam
500 V ng as the number of nonempty bins of the following balls-and-

packets to alp destinations with a probability — —. bins problemThere are n,p—1 bins. At each time slot, 9p/10

Proof: We follow the analysis in [18] to prove the Pinsare selected to receivea ball in each of them. This process
is repeated by D, times.

following three steps: Lot N to be th ber of dulicat kets belonging t
i . . . . et N; to be the number of duplicate packets belonging to
(1) srtggat}iiitguazlr;%utrtz Stgsgg?glgg d:;egécvlrgths . a hlghmulticast session after the deletion. From Lemma 22 in [18],

(2) Step 2: After the deletion step, with a high probability,We have
a source has at Iea%g coded packets that each of them Pr(N; > (1 — §)(nsp— 1)p1) > 1 — 26—62(71517—1)151/3’
has more tharﬁsﬁ duplicate copies in the network.

o ) where
(3) Step 3: Each destination receives more thgg /2 s
distinct coded packets after the broadcasting, which (nsp —1)p1 = (nsp—1) (1—6 PrT0 "“”*1)
guarantees that it can decode the origigl, /= data > (ngp—1) (1 _ 67%)
packets with a high probability. N
9D, 19D, \°
: > (nsp—1) -3
Analysis of step 1 10ns 2 \ 10n,
Let B;[t] denote the event that nodebroadcasts a coded 44
packet to9(p+1)/10 mobiles at time slot. According to the = EDbp-

definition of 5;[t], we have that where the last inequality holds for sufficiently large (recall

Pr(B;[t])) = Pr(>9p/10 mobiles in the cell that D = o(ns) under the assumption _of the theorem).
“Pr (i is selectefl> 9p/10 mobiles in the ce}I;::OOS'ng5 = 1/50, we have that for sufficiently large,
> Pr(>9p/10 destinations in the cell P B
-Pr (i is the only source in the cgll Pr <N1 > %Dbp Z 1, = Db) >1—2¢ 0w, (6)
t=1

Since the nodes are uniformly and randomly positioned,
from the Chernoff bound, we have Given that there are more th&8D,p/25 duplicate packets
left in the network, we can easily verify that more than

. . . —_P_
Pr (= 9p/10 destinations in the cgl> 1 — 2™ 3. 2D, /5 coded packets will havép/5 duplicate copies because

Note that there are, sources in the network, so otherwise less tha?2 D;,p/25 duplicate packets would be left.
N Letting A; denote the number of coded packets of sessjon
Pr(Bi[t]) = (1 — 2(%) (1 — _) , which has more thatp/5 duplicate packets after the deletion,
s we have
which implies that for large andn, we have DIE D .
Pr| A > — 1g. > — | > 1— 2¢ Toooo, 7
Pr (Bi[t]) > 0.36. g ( =15 ; Bilt] = 3 ) 21 -2 (D)
Then from the Chernoff bound again, we have that for suffiNote that after the deletion, all duplicate packets belonging
ciently largeD, to the same multicast session are carried by different mobile
D D nodes.
Pr(Y gy >% | >1—c w0 (5)
P 3 Analysis of step 3

We consider a coded packet of multicast sesgiowhich
has at Ieast‘é—” duplicate copies after the deletion. LB%[t]
denote the event that the coded packet is delivered tilits
destination at time slot.

Analysis of step 2 : ) . .
For analysis purpose, we dropped some of the duplicateFIrSt we consider the probability that one of the duplicate

: i gpies of the coded packet is in the same cell with/fts
packets to guarantee that a mobile carries at most one packet . ° - .
estination. In the receiving phase, we use the cell wittheac

for each multicast session other than the session it befangs . Wy
We next study the number of coded packets that have mgllge of length equal ta/{/n.p>D, so the average number of

than4p/5 duplicate copies. nodes in each cell is
Note that the number of duplicate packets of session ns(p+1) S [ Ts

left in the network after the deletion is equal to the number V/nsp?D D’

Thus, with high probability, more thai/3 coded packets
are broadcast, and each broadcast genefatéld) copies.



;

Recall that the duplicate packets belonging to the same mul+rom inequalities[{10) and_(lL1), we can conclude that the
ticast session are carried by distinct mobiles after thetael, probability that the new added mobile does not change the
so their mobilities are independent. Assuming the number wfimber of deliverable packets in the cell is greater than

duplicate copies of the coded packet under consideration is 2K Dp
M, we have — m.
Pr (only one copy is deliverable to tH&" destination Starting from the mobile carrying the duplicate packet dred t

M1 Ith destination of the packet, the probability that the number
) of deliverable packets does not change after adding additio

_ 1 _ 1
- M\/nspzD (1 V/nep?D
Note thatM < p, so asn, — oo, we have - B
Mo ﬁ (1_ 2K Dp )> (1_ 2MDp )M“‘
1—71 e VD 1. K=2 ns(p+1) - K )~ ns(p+1) — M .
\/ngp2D

For sufficiently largen,, we have

M — 2 mobiles is greater than

WhenM < %‘ /5, we have that for sufficiently larges,

2M Dp _
Pr (only one copy is deliverable to th&" destinatior) P Ry v (M —2) <25,
> _ 39 ®) and
= 50v/n.D an
M
Next, we consider the probability that the duplicate copy is 11 (1 __ 2pKD ) S 25 (12)
delivered given that it is the only copy which is deliverable ot ns(p+1) - K -

to the [*" destination. Suppose we have nodes in the
cell containing thd®" destination. According to the Chernoff
bound, we have

Now according to inequalities](8)[1(9), and {12), we can
conclude that for sufficiently large;,

1 1
_ o Pr (D;[t]) > — , 13
pr(Mg%,/%>z1—em =3 9) Pl = 5 7 49

which implies at each time slot, a coded packet with at least

Note the deliverable copy to th&" destination will be 45 /5 duplicate copies is delivered to itd' destination with a
dellvgred if theM — 2 othir moplle§ (other than the mobileprobability at lealspvlnﬁ' o .
carrying the copy and thg" destination for the copy) do not  Note at each time slot, one destination can receive at most
carry deliverable packets and there are no deliverablegtsickyne packet. So the number of distinct coded packets detivere
for the M/ — 2 mobiles. to the*" destination of multicast sessidris the same as the

Now given K mobiles already in the cell, we study thenumber of nonempty bins of following balls-and-bins prabie
probability that no more deliverable packet appears when Wgppose we have % bins and one trash can. At each time slot,
add another mobile. First, the new mobile should not be th@ drop a ball. Each bin receives the ball with probability
destination of any duplicate packets already in the celthEaﬁ, and the trash can receives the ball with probability

Ns

mobile carries at mosD duplicate packets, so at mo&tD 11_ P, where

duplicate packets are already in the cell. Each duplicatkgia D
hasp destinations. For each duplicate packet, we have P= 120y/nsD’
Pr (the new mobile is its destinatipr= p _ Repeat this D times, i.e, D balls are dropped. Note the
ns(p+1)— K bins represent the distinct coded packets, the balls repres
Thus, from the union bound, we have successful deliveries, and a ball is dropped in a specific bin
means the corresponding coded packet is delivered to the
Pr (the new mobile is a new destination destination.
< ns(zfll))fl(' (10) Let X;, denote the number of distinct coded packets

delivered to destinatiorh of session:i. Under the condition
Note that each source sends out no more thauuplicate that at least 2D /15 coded packets of session 7 have more than
packets and each duplicate packet has no moreitapies, 4p/5 duplicate copies each, X; ; is the same as the number of
so at most/ Dp mobiles carry the duplicate packets towardaonempty bins of the above balls-and-bins problem. Choose

the K existing mobiles in the cell, and d =1/6. From Lemma 22 in [18] we have
Pr (new added mobile brings new deliverable packets Pr (Xi,z > 52D (1 _ e—ﬁ) A, > %)
KDp D
_— . 11 — Db (1-¢ T6VnsD
_ns(p+1)_K ( ) >1— 2 8?0(1 16 D>.



Using the fact thatl — e=* > 2 — 22/2 for anyz > 0 A. Multicast throughput with different numbers of sessions °

D D 2D o - In this simulation, the number of multicast sessions)(
Pr (Xl-_l > a0V o A; > ﬁ) >1—2e™00Vrs  (14) varies from200 to 1000, each multicast session contaims=
: \/ .

10 destinations, and the delay constraint is set t@ be= 200
5 ) time slots. Figurél5 shows the throughput pé» time slots
Note thatD\/ . — oo under the assumption of the theoreny¢ the three mobility models with different values of

(D = wyng log(nsp)). Our theoretical analysis indicates that the throughput is
€] (2D 2D ) To verify this , we pIota(2D 2D ) in

Summary : : _ . : . : :
Figure[$, wherex = 0.09 is obtained by using Matlab to fit

Combining inequalitied {5)[17) an@_{15), we can conclu
that

%e simulation data of the random walk model. Our simulation
result shows that the throughput under the three mobility

by (X» - 2\/?) models all evolves a® \/% . Also, the 2D-i.i.d. mobility
“E= 400 Ng has the largest throughput and the random walk model has
L\/E the smallest throughput. This is because the distance aenobi
213090V e can move within a time slot is the largest under the 2D-i.i.d.
model and is the smallest under the random walk mddet.
results indicates that the throughput is an increasing function

__D_ __D__
> ] — ¢ 3000 — e 10000 —

Furthermore, for sufficiently large, andp, we also have

D /D of the mobility speed (the distance a mobile can move within
Pr| X;; > 4—00,/71— for all 4,1 a time slot).
S
> 1—n5p<e_3’£)()—e_wng—2€%V"%) :
22 —6—2D-iid.
1 Random walk
> 1- , 20 - & - Random waypoint||
nsp 1 - B-a2D(2D/n)"?

£
9
where the last inequality holds under the assumption of the 5 16+ v
theorem D = w¢n;log(nsp)). Note that a destination can 8 14] -
decode theZ-, / n% data packets after getting: . / n% coded é 1] . R i\
packets with a high probability, so the theorem holds. = E 1o TR T9--
From the theorem above, we can see that the throughput f’;i 8 Bl - SN
per multicast session is £ .l
2 2 5 i -0 2 F 200 400 600 800 1000
500V ns 2D ng | ng
V1. SIMULATIONS Fig. 5. Throughput per multicast session [dp time slots with different

In this section, we use simulations to verify our theoréticgs
results. We implement the joint coding-scheduling aldponit
for different mobility models, including 2D-i.i.d. mobi}i, B. Multicast throughput with different delay constraints
random walk model and random waypoint model. We consider|n this simulation, we fixn, = 500 and p = 10, and
an MANET consisting ofn, multicast sessions, and thechangeD from 100 to 400 with a step size o60. We also
mobiles are deployed in an unit square with sub-squares. use Matlab to fit the data under the random walk model to get
The random walk model and random waypoint model atRe coefficienta = 0.075. For all three mobility models, the
defined in the following: simulation results match the theoretical order result.

« Random Walk Model: At the beginning of each time
slot, a mobile moves from its current sub-square c
to one of its eight neighboring sub-squares or stays atIn this simulation,n, = 500, the delay constraint is set to
the current sub-square. Each of the actions occurs wif 2D = 200, andp varies from4 to 40 with a step size of
probability 1/9. 4. Figure[T shows that the throughput is almost invariant with

« Random Waypoint Model [29]: At the beginning of respect top.
each time slot, a mobile generates a two-dimensionalFrom the simulations above, we can see that@l-(e\/nzs)
vector V. = [V,,V,], where the values o¥, andV, throughput is achievable not only under 2D-i.i.d. model, bu
are uniformly selected frorfi/,/ns, 3//n;]. The mobile
moves a distance dfm a|ong the horizontal direction, and 3In our simulations, we only count the number of distinct rskdelivered

di . al h ical di . that are successfully delivered before their deadlinesirexpVe do not
a distance of/, along the vertical direction. consider coding and decoding in our simulations.

eﬁ' Multicast throughput with different session sizes
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[14]
also under more realistic models such as random walk model
and random waypoint model as well, which indicates that thg;
theoretical results we obtain based on the 2D-i.i.d. miybili
model hold for more realistic models as well.

VIlI. CONCLUSION [16]

In this paper, we studied the delay constrained multi-
cast capacity of large-scale MANETs. We first proved th&t’]
the upper-bound on throughput per multicast session is

0 (minjl, (logp)(log (nsp))\/nzi}) , and then proposed a
joint coding-scheduling algorithm that achieves a thrqugh [,
of © (min<1, % . We also validated our theoretical
results using simulations, which indicated that the reshdised |1,
on 2D-i.i.d. model are also valid for random walk model and
random way point model. In our future research, we Wirll
study (i) the impact of mobile velocity on the communicatio ]
delay and multicast throughput; afid) the delay constrained
multicast capacity of MANETs with heterogeneous multica$t!l
sessions, e.g., different multicast sessions have diffesizes

and different delay constraints.
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to deliver bit B. The following lemma is presented in [18].

APPENDIXA: PROOF OFLEMMA [ Inequality [16) holds since the total number of bits trantedi
Recall that each multicast session containdestinations. ©F received inl” time slots cannot exceedpWW'T'. Inequality

The probability that a mobile is within a distance offrom (7 holds since the total number of bits transmitted toyrela
nodej is 7y2. Thus, H (j,v,t) is a binomial random variable Nodes cannot exceed (p+1)WT'. Inequality [I8) holds since

and the theorem holds by guaranteeing 2.

with p — 1 trials and probability of a success,?, and each successful target delivery associates an exclusjponre
) which is a disk with radiuf\a g /2.
EH(j,v, 0] = (p— 17" Lemma 7: Under the simplified protocol model, the follow-
Now chooses such that ing inequalities hold:
k(1 4+ py*)log(nsp) > (p — 1wy, (15) AT < napWT (16)
- RIT < np+D)WT  (@7)
Note that% < 7 for nsp > 3, S0 wWe can choose BIT] xo , WT
x independent of.; andp. Next, define Z - (ap)® < — (18)
5 - F+py*)log(ngp) B=1
- (p— 1)my? 5 where |R[T]| is the cardinality of set R[T].

O
We index the target deliveries usirg. Let 5z denote the
number of deliveries associated with target delivBryGiven

which is positive due to inequality (IL5).
According to the Chernoff bound [30], we have

Pr (H(j,7v,t) > (14 py*)log(nsp)) a~y € [0,1], we classify the target-deliveries accordingatg.
5 (p—1)my? We say a target-delivery belongin_g to cldssm) if 2m 1y <
_° ap < 2™. Thus,A[T] can be written as
- (14 96)t+0 B
(p—1)my?(149)
- e N\ E[A[TY) <E|Y Bplagen| +
- 1+0 B=1
e\ r(Fpy?)log(np) [~logy,v]  [BIT)
= (1 +6) Z E Z 53127n717SQB<2m7
#(1+p7) log(nsp) m=l B=1
_ e Note thatBp > k(1 + py?)log(nsp) implies that
o £(1+py?) log(nsp) )
(p—1)m? H(dp,2y,t) = k(1 + py~)log(nsp)
—K 2 (0] n . . . . . « .
<(ay e FiFPY)los(nap) as shown in Figurgl8, wheré; is the destination receiving
< e rlos(nep) the target delivery, so we have
where inequality(a) holds for anyx such that BBlas<y <K(1+p?)log(nsp)l ap<y
. H(dp,2v,t)<r(14+py?) log(nsp)
<e L + Bl ap <y . (19)

r(1+py?)(logptlogns) —

2 .
=Dr72 H(dp,2v,t)>k(1+py~) log(nsp)




1, and D(s;, t) the distance between sourggand its nearest

< destination, i.e.,
2z ”y T D(s;,t) = min dist(s;,d; ;)(t).
! 8 |4, @ ; 1<j<p
:\ '. ) +Tud'e,-¢me.-; Thus, we have
4 v area 1/ )
S B : Pr(D(s;,t) < L) <1—(1—nL*)?,
LY area 2. which implies
B e ol T ng
1 (s, < WTngprL?.
Fig. 8. H(dp,2v,t) > fBp ;; o “t)<L1 B e
Since at mostV bits a source can send during each transmis-
Furthermore, it can be easily verified that sion, we further have
B[T] B[T]
ZBBl ap<y E[B[T]] = ZlaB<L + E 21QB>L
H(dp,2v,t)>k(14+py?) log(nsp)
[—logs 7] B[T) T ns B[T)
+ Z E Z 631 2m71V<aB<2m’Y = E ZZlD (s,t)<L T Z 1QB>L
H(dp 27 y,0) 2R (14+7°2%™) log(n.p) e o
pWT BIT)
S T < WTngprL? + E | > lagss
WTS B=1
- n2p’ (20) Next, applying the Cauchy-Schwarz inequality to inegyalit
where inequality (a) yields from Lemnia 1. (I8). we can obtain that
Now from the inequalitied (19) and_(20), we have for any B[T] B[T] B[T]
0<y<1, ZQB < Zl Z(OZB)Q
E[A[T)] (21) T
) o < oL,
< + rlog(nsp) | (1 +py°) E 1o + 7r
nip ( ) Bz:; v which implies that
[—log, 7] BIT] AWT 4T
> (L2’ Z Lym-ty<ap <2y \ 7z VEIBITL = By 25 BIT
m=1
N0 2, + rlog(nsp) (1 +p72) E[B[T]] + > FE Z ap
s B=1
[—log~y/log 2]
wr B[T]
1 s 22m 2
K log(nsp) mZﬂ p v Wgszzszz > LE Z loysr
T 5 B=1
w (—log~y)plog(nsp) where the first inequality follows from the Jensen’s inegyal
A 196WT Now we choosel = %, we can obtain that
< wlog(nsp) E[BIT]] + —<5—p(logp) log(nsp),
32
where inequality (b) yields from inequaliti_{118), and thstla WT\[ <5 vnsp 2 E[B[T]].
inequality holds wheny = . o .
VP By substituting into the bound oA[7] in Lemmal2, we have
APPENDIX C: PROOF OFLEMMA [3 =
We first bound the total number of targeted deliveries under  E[A[T]] < klog(nsp) (WT F./nsp> +
the constraint that sources need to directly send infoonati
to their destinations. Let; denote the source of multicast 36WT
- —xzPllogp) log(nsp).

session;, d; ; denote thejth destination of multicast session



APPENDIX D: PROOF OFLEMMA [4

Denote byH (b) the minimum distance between the relay
carrying bitb and any of thep destinations of the bit during
D consecutive time slots. We have

Pr(H(b) <L)<1-(1-nL*P?P,
which implies

E Z lpw<r| < ns(p+ 1)WTrL*Dp,
bER[T]
and

BIT) i [B[T) T
E[B[T)] = E > lap<p| +E | D lagsz
B=1 | | B=1 |
B[T] i (B[] T
< £ Z 1H(B)SL +E Z lap>L
B=1 ] | B=1 |

BIT]

< np+ OWTrL’Dp+E | > lagsi
B=1

(22)

Next, applying the Cauchy-Schwarz inequality to inegyalit
(13), we can obtain that

Bir)  \° BIT] B[1]
dag| < [ Do) D] (an)?
B=1 B=1 B=1
AWT
< BIar
which implies that
4wWr 4T
——\/E|B|T > K ——B|T
Az VEBII] = —z BT
BIT)
> K Z ap
B=1
> LE

B[T)

Z 1ozB>L:|

B=1

> L(E[B[T]] - ns(p+1)WTxL*Dp),

where the first inequality follows from the Jensen'’s inegyal
and the last inequality follows from inequality (22)
Since the inequality holds for anf > 0. By choosing

_ E[B[T]] .
L = \/ swrm (115D We can obtain that

32
\/ 3z WTp\/n.D > E[BIT]].
After substituting into[(2R), we have
32
EA[T]] < rlog(nsp) < A WIry nsD>

126WT
+ Tp(log p)log(nsp).
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