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Abstract—The amount of information lost in sub-Nyquist
sampling of a continuous-time Gaussian stationary process is
quantified. We consider a combined source coding and sub-
Nyquist reconstruction problem in which the input to the encoder
is a noisy sub-Nyquist sampled version of the analog source. We
first derive an expression for the mean squared error in the
reconstruction of the process from a noisy and information rate-
limited version of its samples. This expression is a function of the
sampling frequency and the average number of bits describing
each sample. It is given as the sum of two terms: Minimum
mean square error in estimating the source from its noisy but
otherwise fully observed sub-Nyquist samples, and a second term
obtained by reverse waterfilling over an average of spectral
densities associated with the polyphase components of the source.
We extend this result to multi-branch uniform sampling, where
the samples are available through a set of parallel channels with
a uniform sampler and a pre-sampling filter in each branch.
Further optimization to reduce distortion is then performed over
the pre-sampling filters, and an optimal set of pre-sampling
filters associated with the statistics of the input signal and the
sampling frequency is found. This results in an expression for
the minimal possible distortion achievable under any analog
to digital conversion scheme involving uniform sampling and
linear filtering. These results thus unify the Shannon-Whittaker-
Kotelnikov sampling theorem and Shannon rate-distortion theory
for Gaussian sources.

Index Terms—Source coding, rate-distortion, sub-Nyquist sam-
pling, remote source coding, Gaussian processes.

I. INTRODUCTION

Consider the task of storing an analog source in digital
memory. The trade-off between the bit-rate of the samples
and the minimal possible distortion in the reconstruction of the
signal from these samples is described by the distortion-rate
function (DRF) of the source. A key idea in determining the
DRF of an analog source is to map the continuous-time process
into a discrete-time process based on sampling above the
Nyquist frequency [1, Sec. 4.5.3]. Since wideband signaling
and A/D technology limitations can preclude sampling signals
at their Nyquist frequency [2], [3], an optimal source code
based on such a discrete-time representation may be imprac-
tical in certain scenarios. In addition, some applications may
be less sensitive to inaccuracies in the data, which suggests
that the sampling frequency can be reduced far below the
Nyquist frequency without significantly affecting performance.
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Fig. 1: Combined sampling and source coding model.

These considerations motivate us to consider the source coding
problem in Fig. 1, in which an analog random signal X(·) with
additive noise needs to be reconstructed from its rate-limited
samples. This introduces a combined sampling and source
coding problem, which lies at the intersection of information
theory and signal processing.

The parameters in this problem formulation are the sampling
frequency fs, the source coding rate R and the average
distortion D. If the sampling frequency is such that the
sampled process can be reconstructed from its samples, then
the sampling operation has no effect on distortion and the
trade-off between the source coding rate and the distortion is
given by the indirect DRF (iDRF) of the source [4]. The other
extreme is when the source coding rate R goes to infinity,
in which case we are left with a signal processing problem:
reconstructing an undersampled signal in the presence of noise
[5]. The reductions of the general problem in these two special
cases are illustrated by the diagram in Fig. 2.

In this work we focus on uniform sampling of Gaussian
stationary processes under quadratic distortion, using single
branch and multi-branch uniform sampling. We determine the
expression for the three-dimensional manifold representing
the trade-off among fs, R and D in terms of the power spectral
density (PSD) of the source, the noise and the sampling
mechanism. In addition, we derive an expression for the
optimal pre-sampling filter and the corresponding minimal
distortion attainable under any such uniform sampling
scheme. This minimal distortion provides a lower bound on
the distortion achieved by any A/D conversion scheme with
uniform sampling. In this sense, the distortion-rate sampling
frequency function associated with our model quantifies the
excess distortion incurred when source encoding is based on
the information in any uniform sub-Nyquist sampling scheme
of a Gaussian stationary source in lieu of the full source
information about the analog source.
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Fig. 2: The source coding problem of Fig. 1 subsumes two
classical problems in information theory and signal processing.

It is important to emphasize that in the model in Fig. 1
and throughout the paper, the bitrate R is fixed and represents
the number of bits per time unit rather then the number of
bits per sample. In particular, this model does not capture
memory and quantization constraints of the samples at the
encoder. This means that for any fixed R, minimal distortion is
achieved by taking fs greater than or equal to fNyq, the Nyquist
frequency of X(·), such that X(·) can be reconstructed from
the samples Y [·] with zero error. In particular, our model shows
no benefit for oversampling schemes, in agreement with the
observations in [6] and [7]. In practice, memory and compu-
tational constraints may preclude the encoder from processing
information at high sampling rates or high quantizer resolution.
Our setting provides a distortion-rate bound regardless of the
actual implementation of the ADC, which may be a sampler
followed by a scalar quantizer as in pulse code modulation or
with a feedback loop as in Sigma-Delta modulation [8]. Such
constraints on the encoder (not included in our model) lead to
an interesting trade-off between sampling frequency and the
number of bits per sample, which is investigated in [9].

A. Related work

Shannon derived the quadratic DRF of a Gaussian bandlim-
ited white-noise source [10, Thm. 22]. Shannon’s expression
was extended to continuous-time Gaussian stationary sources
with arbitrary PSD by Pinsker and Kolmogorov in [11], now
known as the Shannon-Kolmogorov-Pinsker (SKP) reverse
waterfilling expression [12]. Gelfand and Yaglom [13] used the
Karhunen-Loéve expansion of the source over a finite time in-
terval to map the continuous-time problem back to a discrete-
time problem, and in this way provided a first source coding
theorem for second order continuous-time stationary processes
under quadratic distortion. A source coding theorem for a
more general class of continuous-time sources was later proved
by Berger [14]. In addition to these source coding theorems
Berger [1, Sec. 4.5.3] also suggested an approach to source
coding based on mapping the continuous-time waveform to
its discrete-time representation by sampling at increasingly
high rates. Berger did not resolved various technical difficulties
that arise in this approach, such as the convergence of mutual
information and error in vector quantization as the sampling
rate increases. Pinsker showed that the mutual information
between a pair of continuous-time Gaussian stationary pro-
cesses can be approximated by the mutual information of their
values over finite sets [15]. Although this result settles some

of the difficulties with the sampling approach to continuous-
time source coding, Pinsker did not discuss it in the context of
source coding theory. The sampling approach to continuous-
time source coding was only recently settled in [16] by
studying the behavior of a vector quantizer as the sampling
frequency approaches infinity. In view of these papers, it
is quite remarkable that SKP reverse waterfilling provides
the minimal distortion theoretically achievable in any digital
representation of a continuous-time source, regardless of the
way the time index is discretized or the specific mapping of
the analog waveform to a finite alphabet set.

Since in our model the encoder needs to deliver infor-
mation about the source but cannot observe it directly, the
problem of characterizing the DRF falls within the regime
of indirect or remote source coding problems [1, Section
3.5]. Indirect source coding problems were first introduced
by Dobrushin and Tsybakov in [4], where a closed form
expression was derived in the case where the observable
process and the source are jointly Gaussian and stationary.
We refer to this setting as the stationary Gaussian indirect
source coding problem. This setting is a special case of our
model when the sampled process can be fully reconstructed
from its samples, which happens for example when X(·)
is bandlimited and sampled above its Nyquist frequency. In
their work, Dobrushin and Tsybakov implicitly showed that
quadratic indirect source coding can be separated into two
independent problems: minimal mean squared error (MMSE)
estimation and standard (direct) source coding. A single shot
version of this separation was investigated by Wolf and Ziv in
[17]. An additional analysis of this separation result was given
by Witsenhausen in [18], who viewed it as a special case of
a reduced distortion measure which holds in indirect source
coding under any fidelity criterion. These results are discussed
in detail in Section V.

The other branch of the diagram in Fig. 2 is obtained if we
relax the rate constraint in the model in Fig. 1. The distortion
at a given sampling frequency is then simply the MMSE in
estimating X (·) from its noisy sub-Nyquist samples Y [·]. An
expression for this MMSE as well as a description of the
optimal pre-sampling filter that minimizes it were derived in
[19] for single branch sampling. See also [5] and [20] for a
simple derivation. In particular, the MMSE expression estab-
lishes the sufficiency of uniform sampling above the Nyquist
frequency for perfect reconstruction of random stationary
signals, a fact which was first noted in [21]. A necessary
and sufficient sampling rate for perfect stable reconstruction
of a sampled signal is the Lebesgue measure of the support
of its spectrum, or the spectral occupancy of the signal.
This condition was derived by Landau [22], which in fact
considered the more general setting of non-uniform sampling
[23], although without a pre-sampling operation. Nevertheless,
it follows from [24] that the spectral occupancy, now termed
the Landau rate,1 is the minimal sampling frequency that
allows zero MSE under uniform sampling even when linear
pre-processing is allowed. One way to achieve zero error at
the Landau rate is by employing multi-branch sampling, in

1Although denoted the Nyquist rate by Landau himself in [22].



which the input is passed through P independent branches
of linear filters and uniform samplers. This sampling strategy
was proposed by Papoulis in [25]. The MMSE in multi-branch
sampling, as well as the optimal pre-sampling filters that
minimize it, were implicitly derived in [26]. It was shown there
that the optimal pre-sampling filters that maximize the capacity
of a channel with sampling at the receiver are the same filters
that minimize the MMSE in sub-Nyquist sampling. These
optimal pre-sampling filters are designed to select a set of
frequency bands with maximal signal to noise ration (SNR)
while preventing aliasing in each sampling branch. This is an
extension of a characterization of the optimal pre-sampling
filter in single branch sampling given in [19]. These results
on the MMSE in sub-Nyquist sampling will be discussed in
more detail in Section IV.

B. Main contributions

The main result of this paper is a closed form expression for
the function D( fs,R) which represents the minimal quadratic
distortion achieved in the reconstruction of any continuous
time Gaussian stationary processes from its rate R uniform
noisy samples at frequency fs. This is shown to be given by a
parametric reverse waterfilling expression, which in the case
of single branch sampling takes the form

R( fs,θ) =
1
2

∫ fs
2

− fs
2

log+
[
S̃X |Y ( f )/θ

]
d f , (1a)

D( fs,R) = σ
2
X −

∫ fs
2

− fs
2

[
S̃X |Y ( f )−θ

]+
d f , (1b)

where the function S̃X |Y ( f ) is defined in terms of the sampling
frequency fs, the pre-sampling filter H( f ), the PSD of the
source SX ( f ) and the PSD of the noise Sη( f ). The proof of
(1) relies on an extension of the stationary Gaussian indirect
source coding problem considered by Dobrushin and Tsybakov
to vector-valued processes, which is given by Theorem 9.

The result of Dobrushin and Tsybakov was obtained for the
case where the source and the observable process are jointly
Gaussian and stationary. In our setting the observable discrete
time process Y [·] and the analog processes X (·) are still
jointly Gaussian, but the optimal reconstruction process under
quadratic distortion, {E [X (t) |Y [·]] , t ∈ R}, is in general not a
stationary process. An easy way to see this is to consider the
estimation error at the sampling times t ∈Z/ fs in the noiseless
case η(·)≡ 0, which must vanish, while the estimation error
at any t /∈ Z/ fs is not necessarily zero. In Section VI we
present a way to overcome this difficulty. The idea is to use
time discretization, after which we can identify a vector-valued
process jointly stationary with the samples Y [·] which contains
the same information as the discretized version of X (·). The
result is the indirect DRF at any given sampling frequency
in a discrete-time version of our problem, which converges to
D( fs,R) under mild conditions.

In practice, the system designer may choose the parameters
of the sampling mechanism to achieve minimal reconstruction
error for a given sampling frequency fs and source coding rate

R. This suggests that for a given source statistic and a sampling
frequency fs, an optimal choice of the pre-sampling filters can
further reduce the distortion for a given source coding rate. In
the single branch setting, this optimization is carried out in
Subsection VI-F and leads to the function D? ( fs,R), which
gives a lower bound on D( fs,R) and is only a function of the
source and noise PSDs. The optimal pre-sampling filter H( f )
is shown to pass only one frequency in each discrete aliasing
set f + fsZ and suppress the rest. In other words, minimal
distortion is achieved by eliminating aliasing.

We later extend our results to systems with P ∈N sampling
branches where the samples are represented by a vector-
valued process Y[·]. We derive expressions for D(P, fs,R) and
D?(P, fs,R), which denote the DRF with average sampling
frequency fs and the DRF under optimal pre-sampling fil-
tering, respectively. As the number of sampling branches P
goes to infinity, D?(P, fs,R) is shown to converge (but not
monotonically, see Fig. 18) to a smaller value D†( fs,R), which
essentially describes the minimal distortion achievable under
any uniform sampling scheme. The functions D?(P, fs,R) and
D†( fs,R) depend only on the statistics of the source and the
noise. In particular, if the noise is zero, then D? (P, fs,R) and
D† ( fs,R) describe a fundamental trade-off in signal processing
and information theory associated with any Gaussian station-
ary source.

Our main result (1) shows that the function D( fs,R) is
obtained by reverse waterfilling over the function S̃X |Y ( f ) that
was initially introduced to calculate the MMSE in sub-Nyquist
sampling in [19] and [5], denoted by mmseX |Y ( fs). As a result,
the optimal pre-sampling filter that minimize D( fs,R) is the
same optimal pre-sampling filter that minimizes mmseX |Y ( fs).
In Section IV we prove this result using an approach based
on a decomposition of the signal to its polyphase components.
We also define the notion of an aliasing-free set, and use it to
describe the optimal pre-sampling filter. This approach allows
us to derive the MMSE in sub-Nyquist sampling using multi-
branch uniform sampling with the number of branches going to
infinity. This polyphase approach to deriving the MMSE also
inspires the derivation of our main result (1). We note that
the fact that the function S̃X |Y ( f ) is used in computing both
mmseX |Y ( fs) and D( fs,R) is not related to recent results on the
relation between mutual information and MMSE estimation
[27]. Indeed, no information measure over a Gaussian channel
is explicitly considered in our setting.

C. Organization

The rest of the paper is organized as follows: the
combined sampling and source-coding problem is presented
in Section II. An overview of the main results in a simplified
version of the problem is given in Section III. Sections IV
and V are dedicated to the special cases of sub-Nyquist
sampling (R→ ∞) and indirect source coding ( fs > fNyq), as
shown in the respective branches in the diagram of Fig. 2.
In Section VI we prove our main results for single branch
sampling, which is extended to multi-branch sampling in
Section VII. Concluding remarks are given in Section VIII.



Throughout this paper, we use round brackets and square
brackets to distinguish between continuous-time and discrete-
time processes. Vectors and matrices are denoted by bold let-
ters. In addition, we use the word ‘rate’ to indicate information
rate rather than sampling rate, and use ‘sampling frequency’
for the latter. In some cases it is more convenient to measure
the information rate in bits per sample, which is given by
R̄ , R/ fs.

II. PROBLEM STATEMENT

The system model for our combined sampling and source
coding problem is depicted in Fig. 1. The source X (·) =
{X (t) , t ∈ R} is a real Gaussian stationary process with
variance σ2

X ,
∫

∞

−∞
SX ( f )d f < ∞, and power spectral density

(PSD)

SX ( f ),
∫

∞

−∞

E [X(t + τ)X(t)]e−2πiτ f dτ.

The noise η(·) is a real Gaussian stationary process indepen-
dent of the source with PSD Sη( f ). The sampler receives the
noisy source as an input, and produces a discrete time process
Y[·] at a rate of fs samples per time unit. The process Y[·] is
in general a complex vector-valued process since pre-sampling
operations that result in a complex valued process are allowed
in the sampler. The encoder represents the samples Y[·] in an
average rate of no more than R bits per time unit. Assuming
the noise is additive and independent poses no limitation on
the generality. Indeed, for any jointly stationary and Gaussian
process pairs X(·) and Z(·), this relationship can be created
via a linear transformation, which can be seen as part of
the sampler structure. When the optimal sampling structure
in this case is considered, the results can be adjusted by
a straightforward reweighing of the PSDs of Z(·) and η(·)
according to the frequency response of this transformation.

The main problem we consider is as follows: given a
sampling scheme with sampling frequency fs, what is the
minimal expected quadratic distortion that can be attained
between X (·) and X̂ (·) over all encoder-decoder pairs with
code-rate that does not exceed R bits per time unit, as T goes
to infinity?

Classical results in rate-distortion theory [4], [28],
[15] imply that this problem has the informational rate-
distortion characterization depicted in Fig. 3, where the
optimization over all encoding-decoding pairs is replaced
by an optimization over the test channel PX̂ |Y of limited
information rate.

Specifically, for a finite T > 0, denote by XT (·) the re-
striction of the process X(·) to the interval [−T,T ]. Similarly
denote by YT [·] the restriction of the process Y[·] obtained
by sampling XT (·). The fidelity criterion is defined by the
squared error between the original source and its reconstruc-
tion X̂(·) =

{
X̂(t), t ∈ R

}
, namely

dT (x̂(·) ,x(·)), ‖x̂(·)− x(·)‖2
T (2)

where ‖x(·)‖T is the L2 norm of the signal x(·) over the interval
[−T,T ], defined by

‖x(·)‖2
T ,

1
2T

∫ T

−T
(x(t))2 dt.

X(·) +

η(·)

fs

X̂(·) PX̂ |Y

IT
(
X̂ ;Y

)
≤ R

Y[·]

sampler

Fig. 3: Rate-distortion representation.
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HP( f )
fs/PZP(·) YP[·]

H1( f )
fs/PZ1(·) Y1[·]

(b) multi-branch sampler

Fig. 4: Two sampling schemes.

Define the function

DT , inf
Y R−→X̂

EdT
(
X(·), X̂

)
(3)

where the infimum is taken over all mappings from YT [·] to
X̂(·) such that the mutual information rate

IT
(
Y[·]; X̂(·)

)
,

1
T

I
(
YT [·]; X̂(·)

)
is limited to R bits per time unit. The indirect distortion-rate
function (iDRF) of X(·) given Y [·], denoted by DX |Y, is defined
by

D = liminf
T→∞

DT . (4)

Note that the number of samples in the interval [−T,T ]
and consequently the number of bits per sample R̄, is a
function of the specific structure of the sampler which
will be defined in the sequel. For example, for a uniform
sampler with spacing 1/ fs between samples we have R̄=R/ fs.

Besides the sampling frequency fs and the source coding
rate R, D in (4) depends on the sampling structure. In this
work we restrict ourselves to samplers consisting of a pre-
sampling filtering operation followed by a pointwise sampler.
We focus on two basic structures:



1) Single-branch uniform sampling (Fig. 4-a): H is an LTI
system with frequency response H( f ) which serves as a pre-
sampling filter. This means that the input to the pointwise
sampler Z(·) = {Z(t), t ∈ R} and X(·) are jointly Gaussian
and stationary with joint spectral density

SXZ( f ),
∫

∞

−∞

E [X(t + τ)Z(t)]e−2πiτ f dτ = SX ( f )H∗( f ).

Although we allow an arbitrary noise PSD Sη( f ), in order for
the uniform sampling operation to be well defined we require
that ∫

∞

−∞

SZ ( f )d f =
∫

∞

−∞

SX+η( f ) |H( f )|2 d f < ∞. (5)

In (5) and henceforth we denote SX+η( f ) , SX ( f )+ Sη( f ),
which is justified since X(·) and η(·) are independent pro-
cesses. We sample Z(·) uniformly at times n

fs
, resulting in the

discrete time process

Y [n] = Z
(

n
fs

)
, n ∈ Z.

Recall that the spectral density of Y [·] is given by

SY
(
e2πiφ)= ∑

k∈Z
E [Y [n]Y [n+ k]]e−2πikφ

= ∑
k∈Z

fsSZ ( fs(φ − k)) .

We denote by D( fs,R) the iDRF (4) using uniform single-
branch sampling at frequency fs.

2) Multi-branch or filter-bank uniform sampling (Fig. 4-b):
For each p= 1, . . . ,P, Zp(·) is the output of the LTI system Hp
whose input is the source X(·). The sequence Yp[·] is obtained
by uniformly sampling Zp(·) at frequency fs/P, i.e.

Yp[n] = Z
(

nP
fs

)
, p = 1, . . . ,P.

The output of the sampler is the vector Y[·] = (Y1[·], . . . ,Yp[·]).
Since each one of the P branches produces samples at rate
fs/P, the sampling frequency of the system is fs. The iDRF
(4) of X(·) given the vector process Y[·] will be denoted
D( fs,R).

The parameters of the two sampling schemes above are
the average sampling frequency fs and the pre-sampling
filters H( f ) or H1( f ), . . . ,HP( f ). Given an average sampling
frequency fs and a source coding rate R, we also consider
the following question: what are the optimal pre-sampling
filters that minimize D(P, fs,R)? The value of D(P, fs,R)
under an optimal choice of the pre-sampling filters is denoted
by D?(P, fs,R), and is only a function of fs, R, P and the
source and noise statistics. We also determine the behavior of
D?(P, fs,R) as the number of branches P goes to infinity.

III. OVERVIEW OF THE MAIN RESULTS

In this section we provide an overview of the main results
under the simplified assumptions of a single branch sampler
P = 1 and no noise η(·)≡ 0.

fs/2 fNyq/2

mmseX |Y ( fs)

lossy compression error

preserved spectrum

θ

fS X
( f
)

S X
( f
+

f s)

S
X ( f −

fs )

S̃ X |Y
( f
)

∑SX ( f − fsk)

Fig. 5: Reverse waterfilling interpretation of (6): The
function D( fs,R) is given by the sum of the sam-
pling error mmseX |Y ( fs) and the lossy compression error∫ fs/2
− fs/2 min

{
S̃X |Y ( f ),θ

}
d f . The function ∑k∈Z SX ( f − fsk) is

the aliased PSD, which represents the full energy of the
original signal within the band (− fs/2, fs/2). The part of the
energy recovered by the MMSE estimator is S̃X |Y ( f ).

Our first main result in Theorem 14 implies that under these
assumptions, the function D( fs,R) is given by the following
parametric form

R( fs,θ) =
1
2

∫ fs
2

− fs
2

log+
[
S̃X |Y ( f )/θ

]
d f ,

D( fs,θ) =mmseX |Y ( fs)+
∫ fs

2

− fs
2

min
{

S̃X |Y ( f ),θ
}

d f ,

(6)

where

S̃X |Y ( f ) =
∑k∈Z |H ( f − fsk)|2 SX ( f − fsk)

2

∑k∈Z |H ( f − fsk)|SX ( f − fsk)
, (7)

and

mmseX |Y ( fs),
∫

∞

−∞

[
SX ( f )− S̃X |Y ( f )

]
d f , (8)

is the MMSE in estimating X(·) from its uniform samples
Y [·]. The parametric solution (6) has the reverse waterfilling
interpretation described in Fig. 5. Note that the function
D( fs,R) converges to mmseX |Y ( fs) as R→∞, and to the DRF
of X(·) as fs exceeds the Nyquist frequency of X(·). This
agrees with the diagram in Fig. 2.

Next, we turn to find an expression for the optimal pre-
sampling filter H?( f ) that minimizes the function D( fs,R).
Since H( f ) appears in both nominator and denominator of
(7), its magnitude has no effect on the distortion and all that
matters is whether H( f ) is zero (in which case we interpret (7)
as zero) or not. Proposition 18 implies that H?( f ) is an anti-
aliasing filter that passes the frequency bands with the highest
SNR (and in the non-noisy case with highest energy), and
suppresses the rest to prevent aliasing. We intuitively explain
this result through Example IV.1. In the special case where
SX ( f ) is unimodal in the sense that it is non-increasing for
f > 0, H?( f ) is a simple low-pass filter with cut-off frequency



fs/2 fNyq/2

mmse?X |Y ( fs)

lossy compression error

preserved spectrum

θ

f

SX
( f
)

Fig. 6: Reverse waterfilling interpretation of (9): The function
D?( fs,R) of a unimodal SX ( f ) and zero noise is given by
the sum of the sampling error mmse?X |Y ( fs) and the lossy

compression error
∫ fs/2

fs/2 min{SX ( f ),θ}d f .

fs/2. The iDRF in this setting is given as:

R( fs,θ) =
1
2

∫ fs
2

− fs
2

log+ [SX ( f )/θ ]d f ,

D? ( fs,θ) =mmse?X |Y ( fs)+
∫ fs

2

− fs
2

min{SX ( f ),θ}d f ,

(9)

where

mmse?X |Y ( fs),
∫

∞

−∞

SX ( f )d f −
∫ fs

2

− fs
2

SX ( f )d f .

Fig. 6 provides an intuitive interpretation of (9) as a sum
of two terms: the error due to sampling and the error
due to lossy compression. The situation in the general
case in which SX ( f ) is not unimodal is less intuitive: it
is generally impossible to define a single pre-sampling
filter that passes the frequencies with the maximal SNR
and simultaneously eliminates aliasing. In such cases, it
is useful to consider multi-branch sampling with a set
of optimal pre-sampling filters. The expression for the
corresponding iDRFs in multi-branch sampling and the iDRF
under an optimal choice of such filters is given in Section VII.

Since the iDRF (4) is always bounded from below by the
MMSE in estimating X(·) from Y[·], we devote the following
section to discuss the behavior the MMSE in sub-Nyquist
sampling and the optimal choice of the pre-sampling filter
that minimizes this error.

IV. MMSE IN SUB-NYQUIST SAMPLING OF A GAUSSIAN
STATIONARY PROCESS

In this section we consider the right side of the diagram
in Fig. 2, obtained from the general sampling and source
coding problem of Fig. 3 with no rate constraint on the source
encoder. This leaves us with the system model in Fig. 7,
in which the problem we consider is to find the MMSE in
estimating the source X(·) from samples Y[·] which we denote
as mmseX |Y( fs):

mmseX |Y( fs), lim
T→∞

E‖X(·)− X̃(·)‖2
T , (10)

X(·) +

η [·]

fs

X̂(·) MMSE
estimator

Y[·]

sampler

Fig. 7: System model for MMSE reconstruction under sub-
Nyquist sampling.

where X̃(t) , E [X(t)|Y[·]], t ∈ R, is the MMSE estimator
of X(·) from its sub-Nyquist samples Y[·]. In addition,
we are interested in the optimal pre-sampling filter that
minimizes the MMSE for a given input signal and sampling
frequency. A single branch version of this problem without
the pre-sampling filter can be found in [5]. The pre-sampling
filter and its optimization is included in [19], where a
similar setting was considered with applications in pulse-code
modulation. The multi-branch case was solved in [26, Prop.
3], but the expression for the optimal pre-sampling filters
was not explicit and relayed on a different proof. The main
contribution of this section is a new way to prove these result,
which is based on a polyphase decomposition of the source.
The new proves of the above results provided here will be
useful in proving our main results in Section VI.

MMSE via polyphase components

Since the instantaneous estimation error X(t) − X̃(t) is
periodic in t hence uniformly bounded, (10) can be written
as

mmseX |Y( fs) = lim
T→∞

1
2T

∫ T

−T
E
[(

X(t)− X̃(t)
)2
]

dt

=
∫ 1

0
lim

N→∞

1
2N +1

N

∑
n=−N

E

[(
X
(

n+∆

fs

)
− X̃

(
n+∆

fs

))2
]

d∆

=
∫ 1

0
mmseX |Y( fs)d∆, (11)

where the process X∆[·] is the ∆ polyphase component of X(·)
[29], defined by

X∆[n], X
(

n+∆

fs

)
, n ∈ Z, (12)

and X̃∆[n], E [X∆[n]|Y[·]]. In (11) we also denoted

mmseX∆|Y ,
1

2N +1

N

∑
n=−N

E

[(
X
(

n+∆

fs

)
− X̃

(
n+∆

fs

))2
]
.

Since X∆[·] and Y[·] are jointly Gaussian and stationary,
mmseX∆|Y can be evaluated using linear estimation techniques.
For the single branch sampler of Fig. 4(a), this leads to



Proposition 1. Consider the model of Fig. 7 where we use the
single branch sampler of Fig. 4(a). The MMSE in estimating
X(·) from Y [·] is given by

mmseX |Y ( fs) = σ
2
X −

∫ fs
2

− fs
2

S̃X |Y ( f )d f , (13)

where σ2
X = E(X(t))2 and

S̃X |Y ( f ),
∑k∈Z S2

X ( f − fsk) |H( f − fsk)|2

∑k∈Z SX+η( f − fsk) |H( f − fsk)|2
. (14)

Proof: This result obtained by evaluating (11). Details
can be found in Appendix A.

Note that since the denominator in (14) is periodic in f with
period fs, (13) can be written as

mmseX |Y ( fs) = σ
2
X −

∫
∞

−∞

S2
X ( f )|H( f )|2

∑k∈Z SX+η( f − fsk)|H( f − fsk)|2
d f

=
∫

∞

−∞

SX ( f )
(

1− SX ( f )|H( f )|2
∑k∈Z SX+η( f − fsk)|H( f − fsk)|2

)
d f .

(15)

This shows that the expression for mmseX |Y ( fs) in Proposi-
tion 1 is equivalent to the [5, Eq. 10]. The alternate proof
of this proposition given here using the new expression for
the MMSE given in (11) provides a new interpretation of
the function S̃X |Y ( f ) as the average of spectral densities of
estimators of the stationary polyphase components of X(·),
namely

S̃X |Y ( f ) =
∫ 1

0
fsSX∆|Y ( f/ fs)d∆. (16)

A. An optimal pre-sampling filter

We now consider the pre-sampling filter H as part of the
system design and ask what is the optimal pre-sampling filter
H? that minimizes (13); as is apparent from (13), this problem
is equivalent to finding the filter that maximizes S̃X |Y ( f ) for
every frequency f ∈ (− fs/2, fs/2) independently, i.e. we are
looking to determine

S̃?X |Y ( f ), sup
H

S̃X |Y ( f )

= sup
H

∑k∈Z S2
X ( f − fsk) |H( f − fsk)|2

∑k∈Z SX+η( f − fsk) |H( f − fsk)|2
(17)

in the domain (− fs/2, fs/2). Note that scaling H( f ) has an
equal effect on the nominator and denominator in (17) and
hence the optimal H( f ) can only be specified by its support,
i.e., those frequencies which are not blocked by the filter.

In what follows we will describe H?( f ) by defining a set
of frequencies F? of minimal Lebesgue measure such that∫

F?

S2
X ( f )

SX+η( f )
d f =

∫ fs
2

− fs
2

sup
k∈Z

S2
X ( f − fsk)

SX+η( f − fsk)
d f . (18)

Since the integrand in the right hand side (RHS) of (18) is
periodic in f with period fs, excluding a set of Lebesgue
measure zero, the set F? will not contain two frequencies
f1, f2 ∈ R that differ by an integer multiple of fs due to its
minimality. This property will be given the following name:

Definition 1 (aliasing-free set). A measurable set F ⊂ R is
said to be aliasing-free with respect to the sampling frequency
fs if, for almost2 all pairs f1, f2 ∈ F, it holds that f1− f2 /∈
fsZ= { fsk, k ∈ Z}.

The aliasing-free property imposes the following restriction
on the Lebesgue measure of a bounded set:

Proposition 2. Let F be an aliasing-free set with respect to
fs. If F is bounded, then the Lebesgue measure of F does not
exceed fs.

Proof: By the aliasing-free property, for any n ∈ Z\{0}
the intersection of F and F?+n fs is empty. It follows that for
all N ∈ N, µ

(
∪N

n=1 {F?+ fsn}
)
= Nµ(F?). Now assume F?

is bounded by the interval (−M,M) for some M > 0. Then
∪N

n=1 {F?+ fsn} is bounded by the interval (−M,M+N fs). It
follows that

µ(F?)

fs
=

Nµ(F?)

N fs
=

µ(∪N
n=1 {F?+n fs})

N fs
≤ 2M+N fs

N fs
.

Letting N→ ∞, we conclude that µ(F?)≤ fs.

We denote by AF( fs) the collection of all bounded aliasing
free sets with respect to fs. Note that a process whose spec-
trum’s support is contained in AF( fs) admits no aliasing when
uniformly sampled at frequency fs, i.e, such a process can be
reconstructed with probability one from its non-noisy uniform
samples at frequency fs [30]. As the following theorem shows,
the optimal pre-sampling filter is characterized by an aliasing-
free set with an additional maximality property.

Theorem 3. For a fixed fs, the optimal pre-sampling filter
H?( f ) that maximizes S̃X |Y ( f ), f ∈ (− fs/2, fs/2) and mini-
mizes mmseX |Y ( fs) is given by

H? ( f ) =

{
1 f ∈ F?,

0 otherwise,
(19)

where F? = F?
(

fs,
S2

X ( f )
SX+η ( f )

)
∈ AF( fs) satisfies∫

F?

S2
X ( f )

SX+η( f )
d f = sup

F∈AF( fs)

∫
F

S2
X ( f )

SX+η( f )
d f . (20)

The optimal MMSE for sampling at frequency fs is

mmse?X |Y ( fs) = σ
2
X −

∫
F?

S2
X ( f )

SX+η( f )
d f , (21)

where σ2
X = E(X(t))2.

Proof: See Appendix A-B.

Remarks:
(i) The proof also shows that∫

F?

S2
X ( f )

SX+η( f )
d f =

∫ fs
2

− fs
2

S̃?X |Y ( f )d f ,

where

S̃?X |Y ( f ), sup
k

S2
X ( f − fsk)

SX+η( f − fsk)
,

2By almost any we mean for all but a set of Lebesgue measure zero.
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Fig. 8: Joint MMSE estimation from a linear combination.

i.e.

mmse?X |Y ( fs) = σ
2
X −

∫ fs
2

− fs
2

S̃?X |Y ( f )d f .

(ii) Since the SNR at each spectral line f cannot be
changed by H( f ), the filter H?( f ) can be specified
only in terms of its support, i.e. in (19) we may replace
1 by any non-zero value, which can vary with f .

Theorem 3 motivates the following definition:

Definition 2. For a given spectral density S( f ) and a sampling
frequency fs, an aliasing free set F? ∈ AF( fs) that satisfies∫

F?
S( f )d f = sup

F∈AF( fs)

∫
F

S( f )d f

is called a maximal aliasing-free set with respect to fs and the
spectral density S( f ). Such a set will be denoted by F? ( fs,S).

Roughly speaking, the maximal aliasing free set F? ( fs,S)
can be constructed by going over all frequencies f ∈
(− fs/2, fs/2), and including in F? ( fs,S) the frequency f ? ∈R
such that S( f ?) is maximal among all S( f ), f ∈ f ?− fsZ. Since
the estimator is aware of the PSD of the source, in order to
estimate X(·) it needs only collect energy and avoid aliasing
so that the signal can be uniquely identified. The question is
whether there is an interesting interplay between collecting
energy and preventing aliasing. Theorem 3 says that the
optimal pre-sampling filter prefers to eliminate aliasing on the
price of completely suppressing the energy of weaker bands.
An intuition for this result is given through the following
example.

Example IV.1 (joint MMSE estimation). Consider the setting
in Fig. 8, where U1 and U2 be two independent Gaussian ran-
dom variables with variances CU1 and CU2 respectively. We are
interested in MMSE estimation of U = (U1,U2) from a noisy
linear combination of their sum V = h1(U1+ξ1)+h2(U2+ξ2),
where h1,h2 ∈R and ξ1,ξ2 are another two Gaussian random
variables with variances Cξ1

and Cξ2
respectively, independent

of U1 and U2 and independent of each other. We have

mmseU|V =
1
2
(
mmseU1|V +mmseU2|V

)
(22)

=
1
2
(CU1 + CU2 −

h2
1C2

U1
+h2

2C2
U2

h2
1(CU1 +Cξ1

)+h2
2(CU2 +Cξ2

)

)
.

The optimal choice of the coefficients vector h = (h1,h2) that
minimizes (22) is

h =


(c,0)

C2
U1

CU1+Cξ1
>

C2
U2

CU2+Cξ2

(0,c)
C2

U1
CU1+Cξ1

<
C2

U2
CU2+Cξ2

,

where c is any constant different from zero. If
C2

U1
CU1+Cξ1

=

C2
U2

C2+Cξ2
, then any non-trivial linear combination results in the

same estimation error.

This example can be generalized to a countable number
of random variables U = (U1,U2, . . .) and respective noise se-
quence ξ =(ξ1,ξ2, . . .) such that V =∑

∞
i=1 hi(Ui+ξi)<∞ with

probability one. The optimal coefficient vector h = (h1,h2, . . .)
that minimizes mmseU|V is the indicator for the maximum
among {

C2
Ui

CUi +Cξi

, i = 1,2, . . .

}
.

In the context of the expression for the optimal pre-
sampling filter (19), each frequency f in the support of SX ( f )
can be seen as an independent component of the process
X(·) with spectrum ≈ 1[ f , f+∆ f )SX ( f ) (see for example the
derivation of the SKP reverse waterfilling in [12]). For a
given f ∈ (− fs/2, fs/2), the analogue for the vector U in
our case are the components of the source process that
corresponds to the frequencies f − fsZ, which are folded
and summed together due to aliasing: each set of the form
f − fsZ corresponds to a linear combination of a countable
number of independent Gaussian random variables attenuated
by the coefficients {H( f − fsk), k ∈ Z}. The optimal choice
of coefficients that minimizes the MMSE in joint estimation
of all source components are those that pass only the spectral
component with maximal S2

X ( f ′)
SX+η ( f ′) among all f ′ ∈ f − fsZ, and

suppress the rest. This means that under the MSE criterion, the
optimal choice is to eliminate aliasing at the price of losing
all information contained in spectral components other than
the maximal one.

An example of a maximal aliasing-free set for a specific
PSD appears in Fig. 9. The MMSE with the optimal pre-
sampling filter and with an all-pass filter are shown in Fig. 10.

It also follows from Theorem 3 and Proposition 2 that a
lower bound on mmse?X |Y ( fs) can be obtained by integrating

over a set of Lebesgue measure fs with maximal S2
X ( f )

SX+η ( f ) (that
is, without the aliasing-free property). This leads to

mmse?X |Y ( fs)≥ σ
2
X − sup

µ(F)≤ fs

∫
F

S2
X ( f )

SX+η

d f (23)

(the supremum is taken over all measurable subsets of R
with Lebesgue measure not exceeding fs). A special case in
which the bound (23) is achieved is described in the following
example.



P = 1 mmse⋆X|Y(fs) = 0.48

P = 2 mmse⋆X|Y(fs) = 0.42

P = 3 mmse⋆X|Y(fs) = 0.41

P → ∞ mmse⋆X|Y(fs) = 0.38

P = 1 mmse⋆X|Y(fs) = 0.24

P = 2 mmse⋆X|Y(fs) = 0.24

P = 3 mmse⋆X|Y(fs) = 0.18

P → ∞ mmse⋆X|Y(fs) = 0.12

Fig. 9: Maximal aliasing-free sets with respect to the PSD
S2

X ( f )/SX+η( f ) and sampling frequencies fs = fNyq/4 (left)
and fs = fNyq/2 (right), for 1,2 and 3 sampling branches. The
first, second and third maximal aliasing-free set is given by the
frequencies below the blue, green and red areas, respectively.
The sets below the total colored area all have Lebesgue
measure fs. Assuming Sη( f )≡ 0, the white area bounded by
the PSD equals mmse?X |Y( fs). The ratio of this area to the
total area bounded by the PSD is specified in each case. From
Theorem 6, the case P→ ∞ corresponds to the set F ? that
achieves the RHS of (29).

Example IV.2 (unimodal PSD). In the special case where
the function S2

X ( f )
SX+η ( f ) is unimodal in the sense that it is non-

increasing for f > 0, the associated maximal aliasing-free set
is the interval (− fs/2, fs/2) and the optimal pre-sampling
filter is a lowpass with cutoff frequency fs/2. Theorem 3 then
implies that

mmse?X |Y ( fs) = σ
2
X −

∫ fs
2

− fs
2

S2
X ( f )

SX+η( f )
d f . (24)

Since SX ( f ) is symmetric and non-increasing for f > 0,
mmse?X |Y ( fs) in (11) achieves the bound (23).

In contrast to the case described in Example IV.2, the bound
in (23) cannot be achieved by a single sampling branch in
general. It can, however, be approached by increasing the
number of sampling branches, as will be discussed in the
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Fig. 10: The MMSE as a function of the sampling frequency
fs in single branch sampling, with an optimal pre-sampling
filter and an all-pass filter. The function S2

X ( f )/SX+η( f ) is
given in the small frame. For the case fs = fNyq/3, the support
of the optimal pre-sampling filter associated with this spectral
density and sampling frequency is given by the shaded area.

following two subsections.

B. Multi-branch sampling

We now extend Propositions 1 and 3 to the case of multi-
branch sampling. The system model is given by Fig. 7 with
the sampler of Fig. 4(b).

Theorem 4 (MMSE in multi-branch sampling). For each
p = 1, . . . ,P, let Zp(·) be the process obtained by passing
a Gaussian stationary source X(·) corrupted by a stationary
Gaussian noise η(·) through an LTI system Hp( f ). Let Yp[·],
be the samples of the process Zp(·) at frequency fs/P, namely

Yp[n] = Z(nP/ fs) = hp(·)? (X(·)+η(·))(nP/ fs), n ∈ Z.

The MMSE in estimating X(·) from the samples Y[·] =
(Y1[·], . . . ,YP[·]), is given by

mmseX |Y( fs) = σ
2
X −

∫ fs
2

− fs
2

Tr
(

S̃X |Y( f )
)

d f . (25)

Here σ2
X = E(X(t))2, S̃X |Y( f ) is the P×P matrix defined by

S̃X |Y ( f ), S̃−
1
2 ∗

Y ( f )K( f )S̃−
1
2

Y ( f ), (26)

where the matrices S̃Y( f ),K( f ) ∈ CP×P are given by(
S̃Y( f )

)
i, j = ∑

k∈Z

{
SX+η H∗i H j

}
( f − fsk) ,



and
(K( f ))i, j = ∑

k∈Z

{
S2

X H∗i H j
}
( f − fsk) .

Proof: See Appendix A.

C. Optimal pre-sampling filter bank

It follows from Theorem 4 that minimizing the MMSE in
multi-branch sampling is equivalent to maximizing the sum of
the eigenvalues of S̃X |Y( f ) of (26) for every f ∈ (− fs/2, fs/2).
A characterization of the set of pre-sampling filter that maxi-
mizes this sum is given in [26, Prop. 3]. We will provide here
a different proof, which will be useful in proving a similar
result for the general combined sampling and source coding
problem.

Theorem 5. The optimal pre-sampling filters
H?

1 ( f ), . . . ,H?
P( f ) that maximize Tr S̃X |Y( f ) of (26) and

minimize mmseX |Y( fs) of (25) are given by

H?
p( f ) = 1F?

p ( f ),

{
1 f ∈ F?

p ,

0 f /∈ F?
p ,

, p = 1, . . . ,P, (27)

where the sets F?
1 , . . . ,F

?
P ⊂ R satisfy:

(i) F?
p ∈ AF( fs/P) for all p = 1, . . . ,P.

(ii) For p = 1, ∫
F?

1

S2
X ( f )

SX+η( f )
d f =

∫ fs
2

− fs
2

J?1 ( f )d f ,

where

J?1 ( f ), sup
k∈Z

S2
X ( f − k fs/P)

SX+η( f − k fs/P)
,

and for p = 2, . . . ,P,∫
F?

p

S2
X ( f )

SX+η( f )
d f =

∫ fs
2

− fs
2

J?p( f )d f ,

where

J?p( f ), sup
k∈Z

S2
X ( f − k fs/P)

SX+η( f − k fs/P)
1
R\
{

F?
1 ∪···∪F?

p−1

}.
The resulting MMSE is

mmse?X |Y ( fs), σ
2
X −

P

∑
p=1

∫
F?

p

S2
X ( f )

SX+η( f )
d f (28)

= σ
2
X −

P

∑
p=1

∫ fs
2

− fs
2

J?p( f )d f .

Proof: See Appendix A.

Remarks:
(i) The proof implies an even stronger statement than

Theorem 5: the filters H?
1 ( f ), . . . ,H?

P( f ) yield a set of
eigenvalues of S̃X |Y( f ) which are uniformly maximal,
in the sense that the ith eigenvalue of S̃X |Y( f ) is always
smaller than the ith eigenvalue of S̃?

X |Y( f ). This is an
important fact that will be used in proving Theorem 21
below.

(ii) As in the single-branch case in Theorem 3, the filters
H?

1 ( f ), . . . ,H?
P( f ) are specified only in terms of their

support and in (27) we can replace 1 by any non-zero
value which may vary with p and f .

(iii) Condition (ii) for the sets F?
1 , . . . ,F

?
P can be relaxed

in the following sense: if F?
1 , . . . ,F

?
P satisfy condition

(i) and (ii), then mmse?X |Y( fs) is achieved by any pre-
sampling filters defined as the indicators of the sets
F ′1, . . . ,F

′
P in AF( fs/P) for which

P

∑
p=1

∫
F ′p

S2
X ( f )

SX+η( f )
d f =

P

∑
p=1

∫
F?

p

S2
X ( f )

SX+η( f )
d f .

(iv) One possible construction for F?
1 , . . . ,F

?
P is as follows:

over all frequencies − fs
2P ≤ f < fs

2P , for each f denote
by f ?1 ( f ), . . . , f ?P( f ) the P frequencies that correspond

to the largest values among
{

S2
X ( f− fsk)

SX+η ( f− fsk) , k ∈ Z
}

. Then
assign each f ?p( f ) to F?

p . Under this construction, the set
F?

p can be seen as the pth maximal aliasing free set with

respect to fs/P and S2
X ( f )

SX+η ( f ) . This is the construction that
was used in Fig. 9.

Fig. 11 illustrates mmse?X |Y( fs) as a function of fs for a
specific PSD and P = 1,2 and 3. As this figure shows, in-
creasing the number of sampling branches does not necessarily
decrease mmse?X |Y( fs) and may even increase it for some3 fs.
However, we will see below that mmse?X |Y( fs) converges to a
fixed number as P increases.

D. Increasing the number of sampling branches

The set F? defined in Theorem 3 to describe mmse?X |Y ( fs)
was obtained by imposing two constraints: (1) a measure
constraint µ(F?)≤ fs, which is associated only with the sam-
pling frequency, and (2) an aliasing-free constraint, imposed
by the sampling structure. Theorem 5 says that in the case
of multi-branch sampling, the aliasing-free constraint can be
relaxed to F? =

⋃P
p=1 F?

p , where now we only require that
each F?

p is aliasing-free with respect to fs/P. This means that
F? need not be aliasing-free but its Lebesgue measure must
still not exceed fs. This implies that the lower bound (23) still
holds with multiple sampling branches. Increasing the number
of branches P allows more freedom in choosing an optimal
frequency set F? =

⋃P
p=1 F?

p , which eventually converges to
a set F ? that achieves the RHS of (23) as shown in Fig. 9.
This means that the RHS of (23) is achieved with an arbitrarily
small gap if we increase the number of sampling branches, as
stated in the next theorem.

Theorem 6. For any fs > 0 and ε > 0, there exists P ∈N and
a set of LTI filters H?

1 ( f ), . . . ,H?
P( f ) such that

mmse?X |Y( fs)− ε < σ
2
X − sup

µ(F)≤ fs

∫
F

S2
X ( f )

SX+η( f )
d f .

3Note that if P1 and P2 are co-primes, then even if P2 > P1, there is no
way to choose the pre-sampling filters for the system with P2 branches and
sampling frequency fs/P2 at each branch to produce the same output as the
system with P1 sampling branches and sampling frequency fs/P1.
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Fig. 11: MMSE under multi-branch sampling and optimal pre-
sampling filter-bank, for P = 1,2 and 3 and P large enough
such that the bound (23) is attained. The upper dashed line
corresponds to P = 1 and no pre-sampling filtering. The PSD
SX ( f ) is given in the small frame, where we assumed Sη( f )≡
0.

Proof: Since any interval of length fs is in AF( fs), it is
enough to show that the set F ? of measure fs that satisfies∫

F ?

S2
X ( f )

SX+η( f )
d f = sup

µ(F)≤ fs

∫
F

S2
X ( f )

SX+η( f )
d f ,

can be approximated by P intervals of measure fs/P (The
set F ? corresponds to the frequencies below the gray area in
the case P→ ∞ in Fig. 9). By the regularity of the Lebesgue
measure, a tight cover of F ? by a finite number of intervals
is possible. These intervals may be split and made arbitrarily
small so that after a finite number of steps we can eventually
have all of them at approximately the same length. Denote
the resulting intervals I1, . . . , IP. For p = 1, . . . ,P, define the
pth filter H?

p( f ) as the indicator function of the pth interval:
H?

p( f ) = 1Ip( f ), 1( f ∈ Ip).
By extending the argument above it is possible to show that

we can pick each one of the sets F?
p to be symmetric about the

y axis, so that the corresponding filter H?
p( f ) has a real impulse

response. In fact, the construction described in Remark (iii) of
Theorem 5 yields a symmetric maximal aliasing free set.

Theorem 6 implies that mmse?X |Y( fs) converges to

σ
2
X − sup

µ(F)≤ fs

∫
F

S2
X ( f )

SX+η( f )
d f ,

as the number of sampling branches P goes to infinity.

U PV |U Enc Dec Û
RV

Fig. 12: Indirect source coding model

Remark: If we take the noise process η(·) to be zero in
(23), we get

mmse?X |Y( fs)≥ σ
2
X − sup

µ(F)≤ fs

∫
F

SX ( f )d f

= inf
µ(F)≤ fs

∫
R\F

SX ( f )d f . (29)

This shows that perfect reconstruction (in L2 norm) of X(·)
is not possible unless the support of SX ( f ) is contained in
a set of Lebesgue measure not exceeding fs, a fact which
agrees with the well-known condition of Landau for a stable
sampling set of an analytic function [23]. See also [31] for a
recent and a much simpler proof of Landau’s theorem.

Theorem 6 shows that uniform multi-branch sampling can
be used to sample at the Landau rate and achieves an arbitrarily
small MMSE by taking enough sampling branches and a
careful selection of the pre-sampling filters. Fig. 11 shows
the optimal MMSE under uniform multi-branch sampling as a
function of the sampling frequency for a specific PSD, which
corresponds to the case P→ ∞.

V. INDIRECT SOURCE CODING

The main goal of this section is to extend the indirect
source coding problem solved in [4], in which the source and
the observation are two jointly stationary Gaussian processes,
to the case where the source and the observation are two
jointly Gaussian vector-valued processes. By doing so we
introduce concepts and notions which will be useful in the
rest of the paper. We begin by reviewing the problem of
indirect source coding.

In an indirect source coding problem, the encoder needs
to describe the source by observing a different process,
statistically related to the source, rather than the source itself
[1, Sec. 4.5.4]. A general model for indirect source coding is
described by the diagram in Fig. 12, where PV |U represents
a general conditional distribution, or a ‘channel’, between
the source U and the observable process V . It follows from
[4] that the minimal averaged distortion attainable between
a stationary source process U and its reconstruction using
any code of rate R bits per source symbol applied to V , is
described by the indirect distortion- rate function (iDRF)
of U given V . This function is defined as the minimal
expected averaged distortion between any pair of stationary
processes U and Û , such that the mutual information rate
between V and Û is limited to R bits per source symbol4 [32].

We will begin by reviewing basic properties of the iDRF for
the special case of jointly Gaussian source and observations.

4This is in agreement with the notation introduced in Section II, i.e., R is
measured by bits per time unit when the source is in continuous-time .



A. Quadratic Gaussian indirect distortion-rate

The general quadratic Gaussian settings of the iDRF cor-
responds to the case where the source U and the observable
process V are jointly Gaussian. The definition of the iDRF in
this case is similar to the definition of the function D( fs,R) in
Section II, where the minimization in (3) is over all mappings
from U to V̂ such that the mutual information rate between
U and V does not exceed R bits per source symbol. In the
discrete-time version of this problem, we replace the distortion
in (2) with the distortion

dN (x[·], x̂[·]), 1
2N +1

N

∑
n=−N

(x[n]− x̂[n])2 , (30)

In order to get some insight into the nature of indirect source
coding in Gaussian settings and the corresponding iDRF, it is
instructive to start with a simple example.

Example V.1. Consider two correlated sequences of i.i.d zero
mean and jointly Gaussian random variables U and V with
variances CU , CV , and covariance CUV . As shown in [17], the
iDRF function of the source sequence U given the observed
sequence V , under a quadratic distortion measure, is given by

DU |V (R) =CU −
(
1−2−2R)C2

UV
CV

(31)

=mmseU |V +2−2RCU |V ,

where mmseU |V = CU −CU |V is the MMSE in estimating U

from V and CU |V ,
C2

UV
CV

is the variance of the estimator
E [U |V ]. The equivalent rate-distortion function is

RU |V (D) =

{
1
2 log

CU |V
D−mmseU |V

CU > D >mmseU |V ,

0 D≥CU .
(32)

Equation (31) can be intuitively interpreted as an extension
of the regular DRF of a Gaussian i.i.d source DU (R)= 2−2RCU
to the case where the information about the source is not
entirely available at the encoder. Since CU |V ≤CU , the slope of
DU |V (R) is more moderate than that of DU (R), which confirms
the intuition that an increment in the bit-rate when describing
noisy measurements is less effective in reducing distortion as
the intensity of the noise increases.

If we denote θ = D−mmseU |V , then (31) and (32) are
equivalent to

D(θ) =mmseU |V +min
{

CU |V ,θ
}

(33a)

=CU −
[
CU |V −θ

]+
,

where

R(θ) =
1
2

log+
(

CU |V
θ

)
, (33b)

i.e, we express the iDRF DU |V (R), or the equivalent rate-
distortion RU |V (D), through a joint dependency of D and R
on the parameter θ .

The relation between V and V̂ under optimal quantization
can also be described by the ‘backward’ Gaussian channel

CVU

CV
V = V̂ +ξ , (34)

−3 −2 −1 0 1 2 3

estimation error

lossy compression error

preserved spectrum

θ

f

S X
( f
)

S X
|Z
( f
)

Fig. 13: Reverse waterfilling interpretation for (35): Water is
being poured into the area bounded by the graph of SX |Z( f )
up to level θ . The rate is determined by integration over
the preserved part through (35a). The distortion in (35b) is
the result of integrating over two parts: (i) SX ( f )− SX |Z( f ),
which results in the MMSE of estimating X(·) from Z(·), (ii)
min

{
SX |Z( f ),θ

}
, which is the error due to lossy compression.

where ξ is a zero-mean Gaussian random variable indepen-
dent of V̂ with variance min

{
CU |V ,θ

}
. The random variable

ξ can be understood as the part of the observable process
that is lost due to lossy compression discounted by the factor
CVU/CV . Since CVU

CV
V = E [U |V ], it also suggests that an

optimal source code can be achieved by two separate steps:

(i) Obtain an MMSE estimate of the source U given the
observed variable V .

(ii) Apply an optimal direct source code to the MMSE
estimator E [U |V ].

Although in this example the parametric representation
(33) is redundant, we shall see below that this representation,
the backward Gaussian channel (34) and the decomposition
of distortion into an MMSE part plus the regular DRF of the
estimator are repeating motifs in quadratic Gaussian indirect
source coding problems.

Next, we consider an indirect source coding problem in
the more general case where the source and the observable
process are jointly Gaussian and stationary. This problem can
be obtained from our general model in Fig. 3 if we assume that
the process Z(·) in Fig. 4 can be recovered from its samples
Y[·] with zero error. In this case, the iDRF of X(·) given Y[·]
reduces to the iDRF of X(·) given Z(·), which we denote as
DX |Z(R). An expression for DX |Z(R) was found by Dubroshin
and Tsybakov in [4].

Theorem 7 (Dobrushin and Tsybakov [4]). Let X(·) and Z(·)
be two jointly stationary Gaussian stochastic processes with
spectral densities SX ( f ), SZ( f ), and joint spectral density
SXZ( f ). The indirect distortion-rate function of X(·) given Z(·)



is

R(θ) =
1
2

∫
∞

−∞

log+
[
SX |Z( f )/θ

]
d f , (35a)

DX |Z (θ) =mmseX |Z +
∫

∞

−∞

min
{

SX |Z( f ),θ
}

d f (35b)

= σ
2
X −

∫
∞

−∞

[
SX |Z( f )−θ

]+ d f ,

where

SX |Z( f ),
|SXZ( f )|2

SZ( f )
=

S2
X ( f ) |H( f )|2

SX+η( f ) |H( f )|2
(36)

is the spectral density of the MMSE estimator of X(·) from
Z(·), [x]+ = max{x,0}, and

mmseX |Z =
∫

∞

−∞

E(X(t)−E [X(t)|Z(·)])2 dt

=
∫

∞

−∞

(
SX ( f )−SX |Z( f )

)
d f

is the MMSE.

Remarks:
(i) In (36) and in similar expressions henceforth, we inter-

pret fractions as zero if both numerator and denominator
are zero, i.e. (36) can be read as

S2
X ( f ) |H( f )|2

SX+η( f ) |H( f )|2
=

S2
X ( f )

SX+η( f )
1suppH( f ),

where 1suppH( f ) is the indicator function of the support
of H( f ).

(ii) Expressions of the form (35) are still correct if the
spectral density SX |Z( f ) includes Dirac delta functions.
This is because the Lebesgue integral is not affected
by infinite values on a set of measure zero. This is
in accordance with the fact that periodic components
can be determined for all times by specifying only their
magnitude and phase, which requires zero information
rate.

(iii) The discrete-time counterpart of (35) is

R(θ) =
1
2

∫ 1
2

− 1
2

log+
[
SX |Z

(
e2πiφ)

θ
−1]dφ , (37a)

and

D(θ) =mmseX |Z +
∫ 1

2

− 1
2

min
{

θ ,SX |Z
(
e2πiφ)}dφ

= σ
2
X −

∫ 1
2

− 1
2

[
SX |Z

(
e2πiφ)−θ

]+
dφ , (37b)

where the distortion between X [·] and its reconstruction se-
quence X̂ [·] is defined by the limit over .

Equation (35) defines the function DX |Z(R) through a joint
dependency of DX |Z and R on the parameter θ . The distortion
is the sum of the MMSE in estimating X(·) from Z(·),
plus a second term which has a water-filling interpretation.
This is illustrated in Fig. 13. This expression generalizes
the celebrated Shannon-Kolmogorov-Pinsker (SKP) reverse

waterfilling expression for a single stationary Gaussian source
[33], [11], [12].

In analogy with (34), the solution (35) implies the following
backward Gaussian channel to describe the relation between
the observable process Z(·) to its quantized version Ẑ(·) under
the optimal lossy compression scheme:{

qX |Z ∗Z
}
(t) = Ẑ(t)+ξ (t), t ∈ R, (38)

where ξ (·) is a noise process independent of Ẑ(·) with spectral
density Sξ ( f ) = min{SX |Z( f ),θ}, and qX |Z(t) is the impulse
response of the Wiener filter in estimating X(·) from Z(·) with
corresponding frequency response Q( f ) = S∗XZ( f )

SZ( f ) . The spectral
counterpart of (38) is

SX |Z( f ) = SẐ( f )+min
{

SX |Z( f ),θ
}
.

This decomposition of SX |Z( f ) is seen in Fig. 13, where
SẐ( f ) corresponds to the preserved part of the spectrum,
and min

{
SX |Z( f ),θ

}
corresponds to the error due to lossy

compression.

B. Separation principle

Example V.1 and Theorem 7 suggest a general structure
for the solution of indirect source coding problems under
quadratic distortion. The following proposition follows from
the proof in [4], where a separate proof is given in [17].

Proposition 8. Let U and V be any pair of vector valued
random processes. The iDRF of U given V under quadratic
distortion can be written as

DU|V (R) =mmseU|V +DE[U|V] (R) , (39)

where DE[U|V](R) is the (direct) distortion-rate function of the
estimator E [U|V].

This proposition is valid under both discrete and continuous
time indices, and therefore the time index was suppressed.

We can now revisit Example V.1 and Theorem 7 to observe
that both are consequences of Proposition 8.

Going back to our general sampling model of Fig. 3, we
can use Proposition 8 to write

D( fs,R) =mmseX |Y( fs)+DX̃ (R),

where the process X̃(·) is defined by

X̃ (·), {E [X (t) |Y [·]] , t ∈ R} .

This shows that the solution to our combined sampling and
source coding problem is a sum of two terms. The first
term is the MMSE in sub-Nyquist sampling already given
by Theorem 4. The second term is the DRF of the process
X̃(·). Since X̃(·) is not stationary, we currently do not have
the means to find its DRF. In fact, the DRF of X̃(·) is obtained
as a special case of our main result in Section VI below.



C. Vector-valued sources

We now derive the counterpart of (37) for vector-valued
processes. We recall that for the Gaussian stationary source
X [·], the counterpart of the SKP reverse water-filling was given
in [34, Eq. (20) and (21)], as

R(θ) =
M

∑
i=1

∫ 1
2

− 1
2

1
2

log+
[
λi (SX)θ

−1]dφ , (40a)

DX (θ) =
1
M

M

∑
i=1

∫ 1
2

− 1
2

min{λi (SX) ,θ}dφ , (40b)

where λ1 (SX) , ...,λM (SX) are the eigenvalues of the spectral
density matrix SX

(
e2πiφ

)
at frequency φ . Combining (40) with

the separation principle allows us to extend Theorem 7 to
Gaussian vector processes.

Theorem 9. Let X [·] = (X1[·], . . . ,XM[·]) be an M dimensional
vector-valued Gaussian stationary process, and let Y [·] be
another vector valued process such that X [·] and Y [·] are
jointly Gaussian and stationary. The indirect distortion-rate
function of X [·] given Y [·] under quadratic distortion is given
by

R(θ) =
M

∑
i=1

∫ 1
2

− 1
2

1
2

log+
[
λi
(
SX|Y

)
θ
−1]dφ ,

D(θ) =mmseX|Y +
1
M

M

∑
i=1

∫ 1
2

− 1
2

min
{

λi
(
SX|Y

)
,θ
}

dφ

=
1
M

∫ 1
2

− 1
2

Tr SX
(
e2πiφ)dφ

− 1
M

M

∑
i=1

∫ 1
2

− 1
2

[
λi
(
SX|Y

)
−θ
]+ dφ ,

where λ1
(
SX|Y

)
, ...,λM

(
SX|Y

)
are the eigenvalues of

SX|Y
(
e2πiφ), SXY

(
e2πiφ)S−1

Y
(
e2πiφ)S∗XY

(
e2πiφ) ,

which is the spectral density matrix of the MMSE estimator
of X [·] from Y [·]. Here mmseX|Y is defined as

mmseX|Y =
1
M

∫ 1
2

− 1
2

Tr
(
SX(e2πiφ )−SX|Y(e

2πiφ )
)

dφ

=
1
M

M

∑
i=1

mmseXi|Y,

where mmseXi|Y is the MMSE in estimating the ith coordinate
of X [·] from Y[·].

Proof: This is an immediate consequence of Proposition 8
and Equations (40a) and (40b).

D. Lower bound on the DRF of vector sources

Throughout this subsection we suppress the time index and
allow the processes considered to have either continuous or
discrete time indices. We also use R to represents either bits
per time unit or bits per symbol, according to the time index.

In Section IV we exploited the fact that the polyphase com-
ponents X∆[·] defined in (12) and the process Y[·] are jointly
Gaussian to compute the MMSE of X(·) given Y[·]. This was
possible since the overall MMSE is given by averaging the
MMSE in estimating each one of the polyphase components
X∆[·] over 0≤ ∆ < 1, as expressed by (11). Unfortunately, the
iDRF does not satisfy such an averaging property in general.
Instead, we have the following proposition, which holds for
any source distribution and distortion measure.

Proposition 10. (average distortion bound) Let X and Y be
two vector-valued processes. The iDRF of X given Y, under
a single-letter distortion measure d̃, satisfies

DX|Y (R)≥ 1
M

M

∑
i=1

DXi|Y (R) , (41)

where X = (X1, . . .XM), and DX|Y (R) is defined using the
distortion measure d̃

(
X, X̂

)
= 1

M ∑
M
i=1 d̃

(
Xi, X̂i

)
.

Proof: The distortion at each coordinate m = 1, . . . ,M
obtained by an optimal code of rate R that was designed to
minimize the distortion averaged over all coordinates cannot
be smaller than the distortion of the optimal rate-R code
designed specifically for the mth coordinate.

Note that DX|Y (∞) = mmseX|Y = 1
M ∑

M
i=1 DXi|Y(∞) and

DX|Y(0) = σ2
X = 1

M ∑
M
i=1 DXi|Y(0), i.e. the bound is always

tight for R = 0 and R→ ∞.

The proof of Proposition 10 implies that equality in the
bound (41) is achieved when the optimal indirect rate-R code
for the vector process X induces an indirect optimal rate-R
code for each one of the coordinates. This is the case if the
M optimal indirect rate-R codes for each coordinate are all
functions of a single indirect rate-R code. Indeed, the bound
is tight when R → ∞ since any code essentially describes
E [X(·)|Y[·]], which is a sufficient statistic for the MMSE
reconstruction problem. Another case of equality is described
in the following example.

Example V.2 (i.i.d vector source). Let U = (U1, . . . ,UM) and
V = (V1, . . . ,VP) be two i.i.d jointly Gaussian vector sources
with covariance matrices CU, CV, and CUV. In order to find
the iDRF of Um given V, for m = 1, . . . ,M, we use Proposition
8 to obtain

DUm|V(R) =mmseUm|V +2−2RCUm|V.

Here we relied on the fact that the distortion-rate function
of the Gaussian random i.i.d source E[Um|V] is 2−2RCUm|V =

2−2RCUmVC−1
V C∗UmV. The bound (41) implies

DU|V(R)≥
1
M

M

∑
m=1

(
mmseUm|V +2−2RCUm|V

)
=mmseU|V +

1
M

2−2RTrCU|V

=mmseU|V +
1
M

2−2R
P∧M

∑
m=1

λi
(
CU|V

)
, (42)

where P∧M = min{P,M} is the maximal rank of the matrix
CU|V.



We now compare (42) to the true value of the iDRF of U
given V, which is obtained using Theorem 9,

R(θ) =
1
2

P∧M

∑
i=1

log+
(
λi
(
CU|V

)
/θ
)
,

DU|V(θ) =mmseU|V +
1
M

P∧M

∑
i=1

min
{

λi
(
CU|V

)
,θ
}
. (43)

From (42) and (43) we conclude the following eigenvalue
inequality, valid for any R≥ 0:

P∧M

∑
i=1

min
{

λi
(
CU|V

)
,θ
}
≥ 2−2R

P∧M

∑
m=1

λi
(
CU|V

)
, (44)

where

R(θ) =
1
2

P∧M

∑
i=1

log+
(
λi
(
CU|V

)
/θ
)
.

If P = 1, then CU|V has a single non-zero eigenvalue
and equality holds in (44). As will be seen by the next
example, equality in (41) when the observable process is
one-dimensional is indeed special to the i.i.d case. The next
example will also be used later to prove a lower bound for the
combined sampling and source coding problem in Theorem 12.

Example V.3 (vector stationary source). Let X[n] =
(X1[n], . . . ,XM[n]), n ∈ Z, be a Gaussian stationary vector
source and let Y [·] be a one-dimensional process jointly
Gaussian and stationary with X[·]. From Theorem 9, it follows
that the iDRF of X[·] given Y [·] is

DX|Y (θ) =mmseX|Y +
1
M

∫ 1
2

− 1
2

min

{
M

∑
m=1

SXm|Y
(
e2πiφ) ,θ}dφ ,

R(θ) =
1
2

∫ 1
2

− 1
2

log+
[

M

∑
m=1

SXm|Y
(
e2πiφ)/θ

]
dφ .

Here we used the fact that the rank of SX|Y
(
e2πiφ

)
is at most

one, and thus the sum of the eigenvalues of SX|Y
(
e2πiφ

)
equals

its trace, which is given by ∑
M
m=1 SXm|Y

(
e2πiφ

)
. Considering the

mth coordinate of X[·] separately, the iDRF of Xm[·] given Y [·]
is

DXm|Y (θ) =mmseXm|Y +
∫ 1

2

− 1
2

min
{

SXm|Y
(
e2πiφ) ,θ}dφ ,

where

R(θm) =
1
2

∫ 1
2

− 1
2

log+
[
SXm|Y

(
e2πiφ)/θm

]
dφ .

Since mmseX|Y = 1
M ∑

M
m=1mmseXm|Y , the bound (41) implies

∫ 1
2

− 1
2

M

∑
m=1

min
{

SXm|Y
(
e2πiφ) ,θm(R)

}
dφ

≤
∫ 1

2

− 1
2

min

{
M

∑
m=1

SXm|Y
(
e2πiφ) ,θ(R)}dφ .

VI. INDIRECT DRF UNDER SUB-NYQUIST SAMPLING

In this section we solve our main source coding problem for
the case of single branch sampling. Specifically, we derive a
closed form expression for the function D( fs,R) defined in (4)
and for its minimal value over all pre-sampling filters H( f ).

From the definition of D( fs,R) in Section II we can already
deduce the following facts about D( fs,R):

Proposition 11. Consider the combined sampling and source
coding problem of Section II. The function D( fs,R) satisfies:

(i) For all fs > 0 and R≥ 0,

D( fs,R)≥ DX |Z(R),

where DX |Z(R) was defined in (35). In addition,

D( fs,R)≥mmseX |Y ( fs),

where mmseX |Y ( fs) is the MMSE in reconstructing X(·)
from the uniform samples Y [·] given in Proposition 1.

(ii) If the process Z(·) has almost surely Riemann integrable
realizations, then the reconstruction error of Z(·) from
Y [·] can be made arbitrarily small by sampling at a high
enough frequency5. It follows that as fs goes to infinity,
D( fs,R) converges to DX |Z (R). In particular, if Z (·) is
bandlimited, then D( fs,R) = DX |Z (R) for any fs above
the Nyquist frequency of Z (·).

(iii) For a fixed fs > 0, D( fs,R) is a monotone non-increasing
function of R which converges to mmseX |Y ( fs) as R
goes to infinity. It is not necessarily non-increasing in
fs since mmseX |Y ( fs) is not necessarily non-increasing
in fs.

A. Lower bound

Note that (i) in Proposition 11 implies that the manifold
defined by D( fs,R) in the three dimensional space ( fs,R,D)
is bounded from below by the two cylinders mmseX |Y ( fs) and
DX |Z(R) (and from above by the plane D = σ2

X ). A tighter
lower bound is obtained using Proposition 10.

Theorem 12. Consider the combined sampling and source
coding problem of Fig. 1 with the single branch sampler
of Fig. 4-(a). We have the following bound of the indirect
distortion-rate of X(·) given Y [·]:

D( fs,R)≥mmseX |Y ( fs) (45)

+
∫

∆

0

∫ 1
2

− 1
2

min
{

SX∆|Y
(
e2πiφ) ,θ∆

}
dφd∆,

where

SX∆|Y (e
2πiφ )=

∑k,l∈Z SXZ ( fs(φ − k))S∗XZ ( fs(φ − l))e2πi(k−l)∆

∑k∈Z SZ ( fs(φ − k))
,

and for each 0≤ ∆≤ 1, θ∆ satisfies

R̄ = R/ fs =
1
2

∫ 1
2

− 1
2

log+
[
SX∆|Y

(
e2πiφ)/θ∆

]
dφ .

5Note that Z(·) does not need to be bandlimited. The only assumption on
Z(·) is finite variance, i.e. SZ( f ) is in L1.



Proof: For a given finite set of points ∆1, . . .∆M in [0,1)
define the vector valued process

XM[n] =
(
X∆1 [n], . . . ,X∆M [n]

)
, n ∈ Z,

where for m = 1, . . . ,M, the discrete-time process X∆m [·] is
defined in (12). By Proposition 10 we have

DXM |Y (R̄)≥
1
M

M

∑
m=1

DX∆m |Y (R̄). (46)

It follows from the proof of Proposition 1 that for all m =
1, . . . ,M, X∆m [·] and Y [·] are jointly Gaussian and stationary,
with SX∆m |Y

(
e2πiφ

)
given by (62). Applying the discrete-time

version of Theorem 7, i.e. (37), the iDRF of X∆m [·] given Y [·]
is

DX∆m |Y (R̄) =mmseX∆|Y +
∫ 1

2

− 1
2

min
{

SX∆m |Y
(
e2πiφ) ,θ∆m

}
dφ ,

(47)

where for a fixed R̄, θ∆m satisfies

R̄(θ∆m) =
∫ 1

2

− 1
2

log+
[
SX∆m |Y

(
e2πiφ)/θ∆m

]
dφ .

DX∆
(R̄) is a continuous function of ∆ and hence integrable

with respect to it. As the number of points M goes to infinity
with vanishing division parameter maxm1 6=m2 |∆m1 −∆m2 |, the
RHS of (46) converges to the integral of (47) over the interval
(0,1). The RHS of (46) converges to DX |Y (R̄) = D( fs,R) by
a similar argument that is used in the proof of Theorem 14 to
follows. Using (11), (45) follows.

B. Discrete-time sampling

We first solve the discrete-time counterpart of our main
source coding problem. Here the underlying process is X [·]
and we observe a factor M down-sampled version of the
discrete time process Z [·], which is jointly Gaussian and jointly
stationary with X [·]. Note that unlike what was discussed in
Section V, the source process and the observable process are
no longer jointly stationary.

Theorem 13 (single branch decimation). Let X [·] and Z [·]
be two jointly Gaussian stationary processes. Given M ∈ N,
define the process Y [·] by Y [n] = Z [Mn], for all n ∈ Z. The
indirect distortion-rate function of X [·] given Y [·], under the
quadratic distortion (V-A), is given by

R(θ) =
1
2

∫ 1
2

− 1
2

log+
[
JM
(
e2πiφ)

θ
−1]dφ ,

D(θ) =mmseX |Y (M)+
∫ 1

2

− 1
2

min
{

JM
(
e2πiφ) ,θ}dφ

= σ
2
X −

∫ 1
2

− 1
2

[
JM
(
e2πiφ)−θ

]+
dφ ,

where

JM
(
e2πiφ), 1

M

∑
M−1
m=0

∣∣∣SXZ

(
e2πi φ−m

M

)∣∣∣2
∑

M−1
m=0 SZ

(
e2πi φ−m

M

) ,

and mmseX |Y (M) is defined by

lim
N→∞

1
2N +1

N

∑
n=−N

E [X [n]−E(X [n]|Y [·])]2

=
1
M

M−1

∑
n=0

E [X [n]−E(X [n]|Y [·])]2 .

Proof: While the details can be found in Appendix B,
an outline of the proof is as follows: given M ∈N, define the
vector-valued process XM[·] by

XM[n], (X [Mn],X [Mn+1], . . . ,X [Mn+M−1]) , n ∈ Z.

The process XM[·] is a stacked version of X [·] over M-length
blocks, and hence shares the same iDRF given Y [·]. Since X[·]
and Y [·] are jointly Gaussian and stationary, the result follows
by applying Theorem 9.

C. Single branch sampling

We are now ready to solve our combined sampling and
source coding problem introduced in Section II. Note that here
we go back to the model of Fig. 3 with the single branch
sampler of Fig. 4(a).

Theorem 14 (single branch sampling). Let X (·) and Z (·)
be two jointly Gaussian stationary stochastic processes with
almost surely Riemann integrable realizations and L1 PSDs
SX ( f ), SZ ( f ) and SXZ ( f ). Let Y [·] be the discrete time
process defined by Y [n] = Z (n/ fs), where fs > 0. The indirect
distortion-rate function of X (·) given Y [·], is given by

R( fs,θ) =
1
2

∫ fs
2

− fs
2

log+
[
S̃X |Y ( f )θ−1

]
d f , (48a)

D( fs,θ) =mmseX |Y ( fs)+
∫ fs

2

− fs
2

min
{

S̃X |Y ( f ),θ
}

d f (48b)

=σ
2
X −

∫ fs
2

− fs
2

[
S̃X |Y ( f )−θ

]+
d f ,

where σ2
X = E(X(t))2,

S̃X |Y ( f ) =
∑k∈Z |SXZ ( f − fsk)|2

∑k∈Z SZ ( f − fsk)
, (49)

and

mmseX |Y ( fs) = σ
2
X −

∫ fs
2

− fs
2

S̃X |Y ( f )d f .

Proof: see Appendix C. The basic idea of the proof is to
approximate the continuous time processes X (·) and Z (·) by
discrete time processes, and take the limit in the solution to
the discrete problem given by Theorem 13.

D. Discussion

We see that for a given sampling frequency fs, the optimal
solution has a similar form as in the stationary case (35)
and Theorem 7, where the function S̃X |Y ( f ) takes the role
of SX |Z ( f ). That is, the minimal distortion is obtained by a
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Fig. 14: Waterfilling interpretation of (48). The function
D( fs,R) is the sum of the MMSE and the lossy compression
error.

MMSE term plus a term determined by reverse waterfilling
over the function S̃X |Y ( f ). By writing

mmseX |Y ( fs) = σ
2
X −

∫ fs
2

− fs
2

S̃X |Y ( f )d f

=
∫ fs

2

− fs
2

(
∑
k∈Z

SX ( f − fsk)− S̃X |Y ( f )

)
d f ,

we see that (48) has a waterfilling interpretation similar to
Fig. 13, which is given by Fig. 14.

Comparing equations (48b) and (39), we have the following
interpretation of the second term in (48b):

Proposition 15. The (direct) distortion-rate function of the
non-stationary process X̃ (·) = {E [X(t)|Y [·]] , t ∈ R} is given
by

R(θ) =
1
2

∫ fs
2

− fs
2

log+
[
S̃X |Y ( f )θ−1

]
d f ,

DX̃ (θ) =
∫ fs

2

− fs
2

min
{

S̃X |Y ( f ),θ
}

d f ,

where S̃X |Y ( f ) is defined by (49).

The process X̃(·) is in fact a cyclo-stationary process. A
deeper treatment of the DRF of such processes is provided
in [35], where the idea behind the proof of Theorem 14
is extended to derive a general form for the DRF of such
processes.

The function S̃X |Y ( f ) depends on the sampling frequency,
the filter H( f ) and the spectral densities SX ( f ) and Sη( f ),
but is independent of R. If we fix R and consider a change in
S̃X |Y ( f ) such that

C̃X |Y ,
∫ fs

2

− fs
2

S̃X |Y ( f )d f

is increased, then from (48a) we see that θ also increases
to maintain the same fixed rate R. On the other hand, the
expression for D( fs,R) in (48b) exhibits a negative linear
dependency on C̃X |Y . In this interplay between the two terms
in (48b), the negative linear dependency in S̃X |Y ( f ) is stronger

then a logarithmic dependency of θ in C̃X |Y and the distortion
reduces with an increment in C̃X |Y . The exact behavior is
obtained by taking the functional derivative of D( fs,R) with
respect to S̃X |Y ( f ) at the point f ∈ (− fs/2, fs/2), which is
non-positive. A simple analogue for that dependency can be
seen in Example V.1, where the distortion in (31) is a non-
increasing function of CU |V .

We summarize the above in the following proposition:

Proposition 16. For a fixed R ≥ 0, minimizing D( fs,R) is
equivalent to maximizing∫ fs

2

− fs
2

S̃X |Y ( f )d f ,

where S̃X |Y ( f ) is defined by (49).

This says that a larger S̃X |Y ( f ) accounts for more informa-
tion available about the source through the samples Y [·], and
motivates us to bound S̃X |Y ( f ). Since S̃X |Y ( f ) can be written
as

S̃X |Y ( f ) =
∑k∈Z SX |Z ( f − fsk)SZ ( f − fsk)

∑k∈Z SZ ( f − fsk)
,

the following holds for almost every f ∈
(
− fs

2 ,
fs
2

)
,

S̃X |Y ( f )≤ sup
k

SX |Z ( f − fsk)

= sup
k

S2
X ( f − fsk)|H( f − fsk)|2

SX+η( f − fsk)|H( f − fsk)|2

= sup
k

S2
X ( f − fsk)

SX+η( f − fsk)
, (50)

with equality if and only if for each k ∈ Z, either
SX |Z ( f − fsk) = supk SX |Z ( f − fsk) or SZ ( f − fsk) = 0. Thus,
we have the following proposition.

Proposition 17. For all fs > 0 and R ≥ 0, the indirect
distortion-rate function of X(·) given Y [·] satisfies

D( fs,R)≥ D∗ ( fs,R) ,

where D∗ ( fs,R) is the distortion-rate function of the Gaussian
stationary process with PSD

S̃∗( f ) =

{
supk

S2
X ( f− fsk)

SX+η ( f− fsk) , f ∈
(
− fs

2 ,
fs
2

)
,

0, otherwise.

Note that the last expression is independent of the pre-
sampling filter H( f ). Therefore, Proposition 17 describes
a lower bound which depends only on the statistics of the
source and the noise. We will see in Theorem 20 below that
D∗ ( fs,R) is attainable for any given fs if we are allowed to
choose the pre-sampling filter H( f ).

It is interesting to observe how Theorem 14 agrees with the
properties of D( fs,R) in the two special cases illustrated in
Fig. 2.

(i) For fs above the Nyquist frequency of Z(·),
SZ ( f − fsk) = 0 for any k 6= 0. In this case the



conditions for equality in (50) hold and

S̃X |Y ( f ) = sup
k

S2
X ( f − fsk)

SX+η( f − fsk)
=

S2
X ( f )

SX+η( f )
,

which means that (48) is equivalent to (35).
(ii) If we take R to infinity, then θ goes to zero and (48b)

reduces to (13).
In view of the above we see that Theorem 14 subsumes the

two classical problems of finding mmseX |Y ( fs) and DX |Z(R).

E. Examples

In Examples VI.1 and VI.2 below we derive a single letter
expression for the function D( fs,R) under a given PSD SX ( f ),
zero noise Sη( f )≡ 0 and unit pre-sampling filter |H( f )| ≡ 1,
i.e. when SX ( f ) = SZ( f ).

Example VI.1 (rectangular spectrum). Let the spectrum of the
source X (·) be

SX ( f ) =

{
σ2

2W | f | ≤W,

0 otherwise,

for some W > 0 and σ > 0. In addition, assume that the noise
is constant over the band | f | ≤W with intensity σ2

η = γ−1σ2
X =

γ−1σ2/(2W ), where γ > 0 can be seen as the SNR. For all
frequencies f ∈ (− fs/2, fs/2),

S̃X |Y ( f ) =
∑k∈Z S2

X ( f − fsk)
∑k∈Z SX+η ( f − fsk)

=
σ2

2W

{
γ

1+γ
| f |<W,

0 | f | ≥W.

By Theorem 14 we have

R( fs,θ) =


fs
2 log

(
σ2γ

2Wθ(1+γ)

)
0≤ θ

σ2 (1+ γ−1)< fs
2W < 1,

W log
(

σ2γ

2Wθ(1+γ)

)
0≤ θ

σ2 (1+ γ−1)< 1≤ fs
2W ,

0 otherwise,

and

D( fs,θ) = σ
2


[
1− fs

2W

]+
+ θ fs

σ2
θ

σ2 ≤min
{

fsγ

2W (1+γ) ,1
}
,

1 otherwise.

This can be written in a single expression as

D( fs,R) = σ
2

{
1− fs

2W + fs
2W

γ

1+γ
2
−2R

fs fs
2W < 1,

1
1+γ

+ γ

1+γ
2−

R
W fs

2W ≥ 1.
(51)

Expression (51) has a very intuitive structure: for frequencies
below the Nyquist frequency of the signal, the distortion as
a function of the rate increases by a constant factor due to
the error as a result of non-optimal sampling. This factor
completely vanishes for fs greater than the Nyquist frequency
of the signal, in which case D( fs,R) equals the iDRF of the
process X(·) given Z(·) = X(·)+η(·), which by Theorem 7
equals

DX |Z(R) =mmseX |Z +CX |Z2−2R =
σ2

1+ γ
+

σ2γ

1+ γ
2−R/W .

This is depicted in Fig. 15 for γ = 5 and γ → ∞.
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Fig. 15: Distortion as a function of sampling frequency fs
and source coding rate R = 1 [bit/sec] for a process with
rectangular PSD and bandwidth 0.5. The lower curve cor-
responds to zero noise and the upper curve corresponds to
Sη( f )= 0.2SX ( f ), where |H( f )| ≡ 1 in both cases. The dashed
line represents the iDRF of the source given the pre-sampled
process Z(·), which coincides with D( fs,R) for fs above the
Nyquist frequency.

Example VI.2. The following example shows that the
distortion-rate function is not necessarily monotonically de-
creasing in the sampling frequency. Here SX ( f ) has the band-
pass structure

SX ( f ) =

{
σ2

2 1≤ | f | ≤ 2,
0 otherwise,

(52)

and we assume zero noise, i.e. SX ( f )= SZ( f ). We again obtain
that for any f ∈ (− fs/2, fs/2), S̃X |Y ( f ) is either σ2

2 or 0. Thus,
in order to find D( fs,R), all we need to know are for which
values of f ∈ (− fs/2, fs/2) the function S̃X |Y ( f ) vanishes. This
leads to

D( fs,R) = σ
2



2−R 4≤ fs,

1− fs−2
2

(
1−2−

2R
fs−2
)

3≤ fs < 4,

1− 4− fs
2

(
1−2−

2R
4− fs

)
2≤ fs < 3,

1− ( fs−1)
(

1−2−
R

fs−1
)

1.5≤ fs < 2,

1− (2− fs)
(

1−2−
R

2− fs

)
4/3≤ fs < 1.5,

1− fs
2

(
1−2−

2R
fs

)
0≤ fs < 4/3,

which is depicted in Fig. 16 for two different values of R.

F. Optimal pre-sampling filter

An optimization similar to the one carried out in Subsec-
tion IV-A over the pre-sampling filter H( f ) can be performed
over the function S̃X |Y ( f ) in order to minimize the function
D( fs,R). By Proposition 16, minimizing distortion for a given
fs and R is equivalent to maximizing S̃X |Y ( f ) for every
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Fig. 16: The function D( fs,R) at two values of R for the
process with spectrum given in the small frame. Unlike in
this example, single branch uniform sampling in general does
not achieve D(R) for fs ≤ fNyq.

f ∈ (− fs/2, fs/2) separately. But recall that the optimal pre-
sampling filter H?( f ) that maximizes S̃X |Y ( f ) was already
given in Theorem 3 in terms of the maximal aliasing free
set associated with S2

X ( f )
SX+η ( f ) . This leads us to the following

conclusion:

Proposition 18. Given fs > 0, the optimal pre-sampling filter
H?( f ) that minimizes D( fs,R), for all R≥ 0, is given by

H? ( f ) =

{
1 f ∈ F?,

0 otherwise,

where F? ∈ AF( fs) and satisfies∫
F?

S2
X ( f )

SX+η( f )
d f =

∫ 1
2

− 1
2

sup
k

S2
X ( f − fsk)

SX+η( f − fsk)
d f .

The maximal value of S̃X |Y ( f ) obtained this way is

S̃?X |Y ( f ) = sup
k

S2
X ( f − fsk)

SX+η( f − fsk)
,

and the distortion-rate function at a given sampling frequency
is given by

R? (θ) =
1
2

∫ fs
2

− fs
2

log+
[
S̃?X |Y ( f )/θ

]
d f (53a)

=
1
2

∫
F?

log+
[

S2
X ( f )

SX+η( f )
θ
−1
]

d f ,

D? ( fs,θ) = σ
2
X −

∫ fs
2

− fs
2

[
S̃?X |Y ( f )−θ

]+
d f (53b)

= σ
2
X −

∫
F?

[
S2

X ( f )
SX+η( f )

−θ

]+
d f .

Proof: From Theorem 3 we conclude that the filter H?( f )
that maximizes S̃X |Y ( f ) is given by the indicator function of
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Fig. 17: The functions D?( fs,R) and D( fs,R) at two fixed
values of R. The plain and dashed curves were obtained using
the optimal pre-sampling filter (H( f ) = H?( f )) and without
(|H( f )| ≡ 1), respectively, for the same source statistic with
Sη( f )≡ 0 and SX ( f ) as given in the small frame.

the maximal aliasing free set F?. Moreover, with this optimal
filter, (48) reduces to (53).
We emphasize that even in the absence of noise, the filter
H?( f ) still plays a crucial role in reducing distortion by
preventing aliasing as described in Subsection IV-A. Fig. 17
illustrates the effect of the optimal pre-sampling filter on the
function D( fs,R).

VII. MULTI-BRANCH SAMPLING

We now generalize our analysis to the case where the sam-
pling operation can be described by a multi-branch sampler
as given in Fig. 4(b). Similar to the case of single branch
sampling, we first consider the discrete-time counterpart and
use it to derive our main result.

A. Multi-branch decimation

In the discrete-time counterpart of the combined sampling
and source coding problem with multi-branch sampling, the
source is the discrete-time process X [·] and the sampling
operation at each branch is replaced by decimation by a factor
PM, where P ∈ N is the number of sampling branches and
M ∈ N is the average number of time units at which Y[·]
samples X [·].
Theorem 19 (discrete-time multi-branch sampling). For M ∈
N and p = 1, . . . ,P, let Yp[·] be a decimation by a factor of
PM of the process Zp[·], namely,

Y [n] = (Z1[PMn], . . . ,ZP[PMn]) ,



where X [·] and Zp[·] are jointly Gaussian stationary processes
with spectral densities

SZp

(
e2πiφ)= SX+η

(
e2πiφ)∣∣Hp

(
e2πiφ)∣∣2 ,

and
SXZp

(
e2πiφ)= SX

(
e2πiφ)H∗p

(
e2πiφ) .

The iDRF of the process X [·] given Y[·] = (Y1[·], . . . ,YP[·]), is

R(P,M,θ) =
1
2

P

∑
p=1

∫ 1
2

− 1
2

log+
[
λp
(
JM
(
e2πiφ))

θ
−1]dφ

D(P,M,θ) =mmseX |Y

+
P

∑
p=1

∫ 1
2

− 1
2

min
{

λp
(
JM
(
e2πiφ)) ,θ}dφ ,

= σ
2
X −

P

∑
p=1

∫ 1
2

− 1
2

[
λp
(
JM
(
e2πiφ))−θ

]+
dφ ,

where λ1
(
JM
(
e2πiφ

))
≤ ... ≤ λP

(
JM
(
e2πiφ

))
are the eigen-

values of the P×P matrix

JM
(
e2πiφ), SY

− 1
2 ∗
(
e2πiφ)KM

(
e2πiφ)SY

− 1
2
(
e2πiφ) . (54)

Here SY
(
e2πiφ

)
is the PSD matrix of the process Y[·] and is

given by(
SY
(
e2πiφ))

i, j ,
1

MP

MP−1

∑
r=0

SZiZ j

(
e2πi φ−r

MP

)
=

1
MP

MP−1

∑
r=0

{
SX+η H∗i H j

}(
e2πi φ−r

MP

)
,

and S
1
2
Y
(
e2πiφ

)
is such that SY

(
e2πiφ

)
=

SY
1
2
(
e2πiφ

)
S

1
2 ∗
Y
(
e2πiφ

)
. The (i, j)th entry of the P × P

matrix KM
(
e2πiφ

)
is given by

(KM)i, j
(
e2πiφ), 1

(MP)2

MP−1

∑
r=0

{
S2

X H∗i H j
}(

e2πi φ−r
MP

)
.

Remark: The case where the matrix SY
(
e2πiφ

)
is not

invertible for some φ ∈
(
− 1

2 ,
1
2

)
corresponds to linear

dependency between the spectral components of the vector
Y[·]. In this case, we can apply the theorem to the process
Y′[·] which is obtained from Y[·] by removing linearly
dependent components.

Proof: The proof is a multi-dimensional extension of the
proof of Theorem 13. Details are provided in Appendix D.

B. Main result: multi-branch sampling

Theorem 20 (filter-bank sampling). For each p = 1, . . . ,P, let
Zp(·) be the process obtained by passing a Gaussian stationary
source X(·) corrupted by a Gaussian stationary noise η(·)
through an LTI system Hp. Let Yp[·], be the samples of the
process Zp(·) at frequency fs/P, namely

Yp[n] = Zp(nP/ fs) = hp ∗ (X +η)(nP/ fs), p = 1, . . . ,P.

The indirect distortion-rate function of X(·) given Y[·] =
(Y1[·], . . . ,YP[·]), is given by

R(θ) =
1
2

P

∑
p=1

∫ fs
2

− fs
2

log+
[
λp

(
S̃X |Y( f )

)
−θ

]
d f (55a)

D( fs,θ) =mmseX |Y( fs)+
P

∑
p=1

∫ fs
2

− fs
2

min
{

λp

(
S̃X |Y( f )

)
,θ
}

d f ,

= σ
2
X −

P

∑
p=1

∫ fs
2

− fs
2

[
λp

(
S̃X |Y( f )

)
−θ

]+
d f , (55b)

where λ1

(
S̃X |Y( f )

)
≤ ...≤ λP

(
S̃X |Y( f )

)
are the eigenvalues

of the P×P matrix

S̃X |Y( f ) = S̃−
1
2 ∗

Y ( f )K( f )S̃−
1
2

Y ( f ),

and the (i, j)th entry of the matrices S̃Y( f ),K( f ) ∈ CP×P are
given by (

S̃Y
)

i, j ( f ) = ∑
k∈Z

{
SX+η HiH∗j

}
( f − fsk) ,

and
Ki, j( f ) = ∑

k∈Z

{
S2

X HiH∗j
}
( f − fsk) .

Proof: A full proof can be found in Appendix E. The
idea is similar to the proof of Theorem 14: approximate the
continuous time processes X (·) and Z (·) by discrete time
processes, then take the limit in the discrete counterpart of
the problem given by Theorem 19.

C. Optimal pre-sampling filter bank
A similar analysis as in the case of single branch sampling

will show that for a fixed R, the distortion is a non-increasing
function of the eigenvalues of S̃X |Y ( f ). This implies that the
optimal pre-sampling filters H?

1 ( f ), . . . ,H?
P( f ) that minimize

the distortion for a given R and fs are the same filters that
minimize the MMSE in the estimation of X(·) from the
samples Y[·] = (Y1[·], . . . ,YP[·]) at sampling frequency fs, given
in Theorem 5. Therefore, the following theorem applies:

Theorem 21. Given fs > 0, the optimal pre-sampling filters
H?

1 ( f ), . . . ,H?
P( f ) that minimize D(P, fs,R), for all R≥ 0, are

given by

H?
p( f ) =

{
1 f ∈ F?

p ,

0 f /∈ F?
p ,

, p = 1, . . . ,P, (56)

where F?
1 , . . . ,F

?
P satisfy conditions (i) and (ii) in Theorem 5.

The minimal distortion-rate function obtained this way is given
by

R? (P, fs,θ) =
1
2

P

∑
p=1

∫
F?

p

log+
[

S2
X ( f )

SX+η( f )
−θ

]
d f (57a)

D? (P, fs,θ) =mmse?X |Y( fs)+
P

∑
p=1

∫
F?

p

min
{

S2
X ( f )

SX+η( f )
,θ

}
d f ,

= σ
2
X −

P

∑
p=1

∫
F?

p

[
S2

X ( f )
SX+η( f )

−θ

]+
d f . (57b)



Proof: The filters H?
1 ( f ), . . . ,H?

P( f ) given by Theorem 5
maximize the eigenvalues of the matrix S̃X |Y ( f ) of (26) for
every f ∈ (− fs/2, fs/2). Since D(P, fs,R) is monotone non-
increasing in these eigenvalues, H?

1 ( f ), . . . ,H?
P( f ) also min-

imize D(P, fs,R). For this choice of H1( f ), . . . ,HP( f ), (55)
reduces to (57).

D. Increasing the number of sampling branches

We have seen in Theorem 6 that minimizing the MMSE in
sub-Nyquist sampling at frequency fs is equivalent to choosing
a set of frequencies F ? with µ(F ?)≤ fs such that∫

F ?

S2
X ( f )

SX+η( f )
d f = sup

µ(F)≤ fs

∫
F

S2
X ( f )

SX+η( f )
d f . (58)

As in the case of Subsection IV-D we see that for a given R
and fs, by multi-branch uniform sampling we cannot achieve
distortion lower than

D†
X ( fs,R(θ)), σ

2
X −

∫
F ?

[
S2

X ( f )
SX+η( f )

−θ

]+
d f , (59)

where θ is determined by

R =
∫

F ?
log+

[
S2

X ( f )
SX+η( f )

θ
−1
]

d f . (60)

This is because Proposition 16 asserts that in a parametric
reverse water-filling representation of the form (57), an incre-
ment in ∫

⋃P
i=1 F ?

p

S2
X ( f )

SX+η( f )
d f

reduces distortion. But for any P, µ
(⋃P

i=1 F?
p
)
≤ fs so we

conclude that D†
X ( fs,R)≤D?(P, fs,R). The following theorem

shows that D†
X ( fs,R) can be achieved using enough sampling

branches.

Theorem 22. For any fs > 0 and ε > 0, there exists P ∈ N
and a set of LTI filters H?

1 ( f ), . . . ,H?
P( f ) such that using P

uniform sampling branches we have

D?(P, fs,R)− ε < σ
2
X −

∫
F ?

[
S2

X ( f )
SX+η( f )

−θ

]+
d f , (61a)

where θ is determined by

R =
∫

F ?
log+

[
S2

X ( f )
SX+η( f )

θ
−1
]

d f , (61b)

and F ? is defined by (58).

Proof: In Theorem 6 we found a set of pre-sampling
filters H?

1 ( f ), . . . ,H?
P( f ) such that

mmse?X |Y( fs)− ε < σ
2
X −

∫
F ?

S2
X ( f )

SX+η( f )
d f .

Since

mmse?X |Y( fs) = σ
2
X −

P

∑
p=1

∫
F?

p

S2
X ( f )

SX+η( f )
d f ,

where for p = 1, . . . ,P, H?
p( f ) = 1F?

p ( f ), we conclude that∫
⋃P

p=1 F?
p

S2
X ( f )

SX+η( f )
d f + ε >

∫
F ?

S2
X ( f )

SX+η( f )
d f .

By Proposition 16, maximizing ∑
P
p=1

S2
X ( f )

SX+η ( f ) minimizes the
distortion, so the distortion D?

X (P, fs,R) obtained by using
H?

1 ( f ), . . . ,H?
P( f ) is arbitrarily close to D†

X ( fs,R).
An immediate corollary of Theorems 22 and 21 is

lim
P→∞

D?(P, fs,R) = D†
X ( fs,R),

where D†( fs,R) is defined in (59). The function D†
X ( fs,R) is

plotted in Fig. 18 as a function of fs for two values of R.

E. Discussion

The function D†
X ( fs,R) is monotone in fs by its definition

(59), which is in contrast to D(P, fs,R) and D?(P, fs,R) that are
not guaranteed to be monotone in fs as the example in Fig. 18
shows. Fig. 18 also suggests that multi-branch sampling can
significantly reduce distortion for a given sampling frequency
fs and source coding rate R over single-branch sampling.
Moreover, Theorem 22 shows that multi-branch sampling can
achieve the bound D†

X ( fs,R) with a sufficiently large number
of sampling branches. Since having fewer branches is more
appealing from a practical point of view, it is sometimes
desired to use alternative sampling techniques yielding the
same performance as uniform multi-branch sampling with
less sampling branches. For example, it was noted in [24]
that a system with a large number of uniform sampling
branches can be replaced by a system with fewer branches
with a different sampling frequency at each branch, or by a
single branch sampler with modulation. Fig. 18 also raises
the possibility of reducing the sampling frequency without
significantly affecting performance, as the function D?(P, fs,R)
for P > 1 approximately achieves the asymptotic value of
D?( fNyq,R) at fs ≈ fNyq/3.

VIII. CONCLUSIONS AND FUTURE WORK

We considered a combined sampling and source coding
problem, and derived an expression for the indirect distortion-
rate function D( fs,R) of a continuous-time stationary Gaussian
process corrupted by noise, given the uniform samples of
this process obtained by single branch sampling and multi-
branch sampling. By doing so we have generalized and
unified the Shannon-Whittaker-Kotelnikov sampling theorem
and Shannon’s rate-distortion theory for the important case
of Gaussian stationary processes. An optimal design of the
sampling structure that minimizes the distortion for a given
sampling frequency fs and any source coding rate R is shown
to be the same as the sampling structure that minimizes the
MMSE of signal reconstruction under regular sub-Nyquist
sampling, i.e., without the bitrate constrained on the samples.
This optimal sampling structure extracts the frequency compo-
nents with the highest SNR. The function D? ( fs,R) associated
with the optimal sampling structure is expressed only in terms
of the spectral density of the source and the noise. It therefore
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Fig. 18: D?(P, fs,R) as a function of fs for P = 1,2,3 and two
fixed values of the source coding rate R. The spectrum of the
source is given in the small frame.

describes a fundamental trade-off in information theory and
signal processing associated with any Gaussian stationary
source.

Since the optimal design of the sampling structure that
leads to D?( fs,R) is tailored for a specific source statistic,
it would be interesting to obtain a more universal sampling
system which gives optimal performance in the case where the
source statistic is unknown and taken from a family of possible
distributions. For example, one may consider a ‘minmax’
distortion approach which can be seen as the source coding
dual of the channel coding problem considered in [36]. This
extension will incorporate signals with an unknown possibly
sparse spectral support into our combined sampling and source
coding setting.

The functions D( fs,R) and D?( fs,R) fully describe the
amount of information lost in uniform sampling of an analog
stationary Gaussian process, in the sense that any sampling
and quantization scheme with the same constraining param-
eters must result in a worse distortion in reconstruction. A
comparison between the distortion obtained by existing analog
to digital conversion (ADC) techniques and the information
theoretic bound D?( fs,R) can motivate the search for new
ADC schemes or establish the optimality of existing ones.
More generally, the combined source coding and sampling
problem considered in this work can be seen as a source
coding problem in which a constraint on the code to be a
function of samples of the analog source at frequency fs is
imposed. In practical ADC implementation other restrictions
such as limited memory at the encoder and causality may
apply. In order to understand the information theoretic bounds
on such systems, it would be beneficial to extend our model
to incorporate such restrictions. In particular, it is interesting

to understand which restrictions lead to a non-trivial trade-
off between the average number of bits per second used
to represent the process and the sampling frequency of the
system.

APPENDIX A

In this Appendix we prove Propositions 1 and 18 and their
multi-branch counterparts Theorems 4 and 21. For ease of
reading and understanding, we provide different proofs for the
single-branch case and multi-branch case, although the former
is clearly a special case of the latter.

A. Proof of proposition 1: MMSE in single branch sub-Nyquist
sampling

The result is obtained by evaluating (11). We first find

SX∆|Y (e
2πiφ ) =

|SX∆Y (e2πiφ )|2
SY (e2πiφ )

. We have

SY (e2πiφ ) = ∑
k∈Z

SX+η ( fs(φ − k)) |H ( fs(φ − k))|2 ,

SX∆Y (e2πiφ ) = ∑
l∈Z

E
[

X
(

n+ l +∆

fs

)
Z
(

n
fs

)]
e−2πilφ

= ∑
k∈Z

SX ( fs(φ − k))H∗ ( fs(φ − k))e2πik∆,

where we used the fact that the spectral density of the
polyphase component X∆[·] equals

SX∆

(
e2πiφ)= ∑

k∈Z
SX ( fs(φ − k))e2πik∆φ .

This leads to

SX∆|Y (e
2πiφ ) =

∣∣SX∆Y
(
e2πiφ

)∣∣2
SY (e2πiφ )

=
∑k,m∈Z SX H∗ ( fs(φ − k))SX H ( fs(φ −m))e2πi(k−m)∆

∑k∈Z SY ( fs(φ − k))
.

(62)

Integrating (62) over ∆ from 0 to 1 gives

∑k∈Z S2
X ( fs(φ − k)) |H ( fs(φ − k))|2

∑k∈Z SX+η ( fs(φ − k)) |H ( fs(φ − k))|2
. (63)

Substituting (63) into (11) and changing the integration vari-
able from φ to f/ fs leads to (13).

B. Proof of theorem 18 : optimal pre-sampling filter in single-
branch sampling

Since S̃X |Y ( f ) ≥ 0, we can maximize the integral over

S̃X |Y ( f ) by maximizing the latter for every f in
(
− fs

2 ,
fs
2

)
.

For a given f , denote hk = |H ( f − fsk)|2, xk = S2
X ( f − fsk) and

yk = SX+η( f − fsk) = SX ( f − fsk)+Sη ( f − fsk). We arrive at
the following optimization problem

maximize
∑k∈Z xkhk

∑k∈Z ykhk

subject to hk ≥ 0, k ∈ Z.



Because the objective function is homogeneous in h =
(...,h−1,h0,h1, ...), the last problem is equivalent to

maximize ∑
k∈Z

xkhk

subject to hk ≥ 0, k ∈ Z,

∑
k∈Z

ykhk = 1.

The optimal value of this problem is maxk
xk
yk

, i.e. the maximal
ratio over all pairs xk and yk. The optimal h is the indicator
for the optimal ratio:

h?k =

{
1 k ∈ argmaxk

xk
yk
,

0 otherwise.

If there is more than one k that maximizes xk
yk

, then we can
arbitrarily decide on one of them.

Going back to our standard notations, we see that for almost
every f ∈

(
− fs

2 ,
fs
2

)
, the optimal S̃X |Y ( f ) is given by

S̃X |Y ( f )? ( f ) = max
k∈Z

S2
X ( f − fsk)

SX+η ( f − fsk)
,

and the optimal H ( f ) is such that |H ( f − fsk)|2 is non-zero
for the particular k that achieves this maximum. This also
implies that F?, the support of H?( f ), satisfies properties (i)
and (ii) in Definition 1.

C. Proof of Theorem 4: MMSE in multi-branch sub-Nyquist
sampling

As in the proof of Theorem 1 in the previous subsection,
the result is obtained by evaluating

mmseX∆|Y( fs) = σ
2
X −

∫ 1
2

− 1
2

∫ 1

0
SX∆|Y

(
e2πiφ)d∆dφ . (64)

Since

CX∆Y[k] = E [X∆[n+ k]Y∗[n]]
= (CX∆Y1 [k], . . . ,CX∆YP [k]) ,

we get

SX∆Y
(
e2πiφ)= (SX∆Y1

(
e2πiφ) , . . . ,SX∆YP

(
e2πiφ)) .

Using X∆[n] = X
(

n+∆

fs

)
, for each p = 1, . . . ,P, we have

SX∆Yp

(
e2πiφ)= ∑

l∈Z
E
[

X
(

n+ l +∆

fs

)
Zp

(
n
fs

)]
e−2πilφ

= ∑
k∈Z

SX ( fs (φ − k))H∗p ( fs (φ − k))e2πik∆.

In addition, the (p,r)th entry of the P×P matrix SY
(
e2πiφ

)
is given by{

SY
(
e2πiφ)}

p,r = ∑
k∈Z

{
SX+η H∗pHr

}
( fs (φ − k)) ,

where we have used the shortened notation

{S1S2}(x), S1(x)S2(x)

for two functions S1 and S2 with the same domain. It follows
that

SX∆|Y
(
e2πiφ)= {SX∆YS−1

Y S∗X∆Y
}(

e2πiφ)
can also be written as

SX∆|Y
(
e2πiφ)= Tr

{
S−

1
2 ∗

Y S∗X∆YSX∆YS−
1
2

Y

}(
e2πiφ) , (65)

where S−
1
2 ∗

Y
(
e2πiφ

)
is the P × P matrix satisfying

S−
1
2 ∗

Y
(
e2πiφ

)
S−

1
2

Y
(
e2πiφ

)
= S−1

Y
(
e2πiφ

)
.

The (p,r)th entry of S∗X∆Y
(
e2πiφ

)
SX∆Y

(
e2πiφ

)
is given by{

S∗X∆YSX∆Y
}

p,r

(
e2πiφ)= ∑

k∈Z

{
SX H∗p

}
( fs(φ − k))e2πik∆

×∑
l∈Z
{SX Hr}( fs(φ − l))e−2πil∆

= ∑
k,l∈Z

[{
SX H∗p

}
( fs(φ − k)){SX Hr}( fs(φ − l))e2πi∆(k−l)

]
,

which leads to∫ 1

0

{
S∗X∆YSX∆Y

}
p,r

(
e2πiφ)d∆ = ∑

k∈Z

{
S2

X H∗pHr
}
( fs(φ − k)) .

From this we conclude that integrating (65) with respect to ∆

from 0 to 1 results in

Tr
{

S−
1
2 ∗

Y K̄S−
1
2

Y

}(
e2πiφ) ,

where K̄
(
e2πi
)

is the P×P matrix given by

K̄p,r
(
e2πiφ)= ∑

k∈Z

{
S2

X H∗pHr
}
( fs(φ − k)) .

The proof is completed by changing the integration variable
in (64) from φ to f = φ fs, so SY

(
e2πiφ

)
and K̄

(
e2πiφ

)
are

replaced by S̃Y( f ) and K( f ), respectively.

D. Proof of theorem 5: optimal filter-bank in multi-branch
sampling

Let H( f ) ∈ CZ×P be the matrix with P columns of infinite
length defined by

H( f ) =



...
... · · ·

...
H1( f −2 fs) H2( f −2 fs) · · · HP( f −2 fs)
H1( f − fs) H2( f − fs) · · · HP( f − fs)

H1( f ) H2( f ) · · · HP( f )
H1( f + fs) H2( f + fs) · · · HP( f + fs)

H1( f +2 fs) H2( f +2 fs) · · · HP( f +2 fs)
...

... · · ·
...


.

In addition, denote by S( f ) ∈ RZ×Z and Sn( f ) ∈ RZ×Z

the infinite diagonal matrices with diagonal elements
{SX ( f − fsk), k ∈ Z} and

{
SX+η( f − fsk), k ∈ Z

}
, respec-

tively. With this notation we can write

S̃X |Y ( f ) = (H∗SnH)−
1
2 ∗H∗S2H(H∗SnH)−

1
2 ,

where we suppressed the dependency on f in order to keep no-
tation neat. Denote by H?( f ) the matrix H( f ) that corresponds
to the filters H?( f ), . . . ,H?( f ) that satisfy conditions (i) and



(ii) in Theorem 5. By part (iii) of the remark at the end of
Theorem 5, the structure of H?( f ) can be described as follows:
each column has a single non-zero entry, such that the first col-
umn indicates the largest among

{
S2

X ( f− fsk)
SX+η ( f− fsk) , k ∈ Z

}
, which

is the diagonal of S( f )S−1
n ( f )S( f ). The second column corre-

sponds to the second largest entry of
{

S2
X ( f− fsk)

SX+η ( f− fsk) , k ∈ Z
}

,
and so on for all P columns of H?( f ). This means that
S̃?

X |Y( f ) is a P×P diagonal matrix whose non-zero entries

are the P largest values among
{

S2
X ( f− fsk)

SX+η ( f− fsk) , k ∈ Z
}

, i.e,

λp

(
S̃?

X |Y( f )
)
= J?p( f ), for all p = 1, . . . ,P.

It is left to establish the optimality of this choice of pre-
sampling filters. Since the rank of S̃X |Y ( f ) is at most P, in
order to complete the proof it is enough to show that for
any H( f ), the P eigenvalues of the corresponding S̃X |Y( f )
are smaller then the P largest eigenvalues of S( f )S−1

n ( f )S( f )
compared by their respective order. Since the matrix entries of
the diagonal matrices S( f ) and Sn( f ) are positive, the eigen-
values of S̃X |Y( f ) are identical to the P non-zero eigenvalues
of the matrix

SH(H∗SnH)−1 H∗S.

It is enough to prove that the matrix

SS−1
n S−SH(H∗SnH)−1 H∗S,

is positive6. This is equivalent to

a∗SS−1
n Sa−a∗SH(H∗SnH)−1 H∗Sa∗ ≥ 0, (66)

for any sequence a∈ `2 (C). By factoring out SS−
1
2

n from both
sides, (66) reduces to

a∗a−a∗S
1
2
n H(H∗SnH)−1 H∗S

1
2
n a≥ 0. (67)

The Cauchy-Schwartz inequality implies that(
a∗S

1
2
n H(H∗SnH)−1 H∗S

1
2
n a
)2

≤ a∗a×a∗S
1
2
n H(H∗SnH)−1 H∗S

1
2
n S

1
2
n H(H∗SnH)−1 H∗S

1
2
n a

= a∗a
(

a∗S
1
2
n H(H∗SnH)−1 H∗S

1
2
n a
)
. (68)

Dividing (68) by
(

a∗S
1
2
n H(H∗SnH)−1 H∗S

1
2
n a
)

leads to (67).

APPENDIX B
PROOF OF THEOREM 13: DISTORTION-RATE FUNCTION IN

DISCRETE-TIME SAMPLING

Note that X [·] and Y [·] are in general not jointly stationary
for M > 1, and we cannot use the discrete-time version of
Theorem 7 in (37) as is. Instead we proceed as follows: For
a given M ∈ N, define the vector-valued process XM[·] by

XM[n] = (X [Mn],X [Mn+1], . . . ,X [Mn+M−1]) ,

6In the sense that it defines a positive linear operator on the Hilbert space
`2 (C). The linear algebra notation we use here is consistent with the theory
of positive operators on Hilbert spaces.

and denote by XM
m [·] its mth coordinate, m = 0, . . . ,M−1. For

each r,m = 0, . . . ,M−1 and n,k ∈ Z, the covariance between
XM

m [n] and XM
r [k] is given by

CXM
m XM

r
[k] = E

[
XM

m [n+ k]XM
r [n]∗

]
=CX [Mk+m− r].

This shows that Y [·] = h[·]∗XM
0 [·] is jointly stationary with the

processes XM[·].
By properties of multi-rate signal processing (see for exam-

ple [37]),

SY
(
e2πiφ)= 1

M

M−1

∑
m=0

SZ

(
e2πi φ−m

M

)
,

SXM
r XM

s

(
e2πiφ)= SXM

r−sXM
0

(
e2πiφ)

= ∑
k∈Z

CX [Mk+ r− s]e−2πikφ

=
1
M

M−1

∑
m=0

e2πi(r−s) φ−m
M SX

(
e2πi φ−m

M

)
,

and

SXM
r Y
(
e2πiφ)= ∑

k∈Z
CXM

r Y [k]e
−2πikφ

= ∑
k∈Z

CXZ [Mk+ r]e−2πikφ

=
1
M

M−1

∑
m=0

e2πir φ−m
M SXZ

(
e2πi φ−m

M

)
,

from which we can form the M×1 matrix

SXMY
(
e2πiφ)=


SXM

0 Y (e
2πiφ))

...
SXM

M−1Y (e
2πiφ )

 .

The spectral density of the MMSE estimator of X [·] from
Y [·] equals SXY S−1

Y S∗XY

(
e2πiφ

)
, which is a matrix of rank one.

Denote its non-zero eigenvalue by JM
(
e2πiφ

)
, which is given

by the trace:

JM
(
e2πiφ)= Tr SXMY S−1

Y S∗XMY

(
e2πiφ)

=
1

SY (e2πiφ )

M−1

∑
r=0

∣∣∣SXM
r Y
(
e2πiφ)∣∣∣2

=

1
M ∑

M−1
r=0 ∑

M−1
m=0 ∑

M−1
l=0 SXZ

(
e2πi φ−m

M

)
S∗XZ

(
e2πi φ−l

M

)
e−2πir m−l

M

∑
M−1
m=0 SZ

(
e2πi φ−m

M

)
=

∑
M−1
m=0

∣∣∣SXZ

(
e2πi φ−m

M

)∣∣∣2
∑

M−1
m=0 SZ

(
e2πi φ−m

M

) .

By Theorem 9, the iDRF of XM [·] given Y [·] is

R(θ) =
1
2

∫ 1
2

− 1
2

log+
[
JM
(
e2πiφ)

θ
−1]dφ , (69a)

DXM |Y (θ) =mmseXM |Y +
1
M

∫ 1
2

− 1
2

min
{

JM
(
e2πiφ) ,θ}dφ .

(69b)



Note that

mmseX |Y = lim
N→∞

1
2N +1

N

∑
n=−N

E(X [n]−E [X [n] |Y [·]])2

=
1
M

M

∑
m=0

E
(
XM

m [n]−E
[
XM

m [n] |Y [·]
])2

=
1
M

M−1

∑
m=0

mmseXm|Y

=mmseXM |Y .

Since XM[·] is a stacked version of X [·], both processes
share the same indirect rate-distortion function given Y [·].
Thus, the result is obtained by substituting mmseXM |Y and
JM(e2πiφ ) in (69).

APPENDIX C
PROOF OF THEOREM 14: DISTORTION-RATE FUNCTION IN

SINGLE BRANCH SAMPLING

For each M = 1,2, ... define XM [·] and ZM [·] to be the
processes obtained by uniformly sampling X (·) and Z (·) at
frequency fsM, i.e. XM[n] = X

(
n

fsM

)
and ZM[n] = Z

(
n

fsM

)
.

The spectral density of XM[·] is

SXM
(
e2πiφ)= M fs ∑

k∈Z
SX (M fs (φ − k)) .

Using similar considerations as in the proof of Theorem 13,
we see that XM[·] and ZM[·] are jointly stationary processes
with cross correlation function

CXMZM [k] =CXZ

(
k

M fs

)
,

and cross spectral density

SXMZM
(
e2πiφ)= M fs ∑

k∈Z
SXZ (M fs (φ − k)) .

Note that Y [·] is a factor-M down-sampled version of ZM [·],
and the indirect rate-distortion function of XM [·] given Y [·] is
obtained by Theorem 13 as follows:

R̄XM |Y (θ) =
1
2

∫ 1
2

− 1
2

log+
[

1
M

JM
(
e2πiφ)

θ
−1
]

dφ , (70)

DXM |Y (θ) =mmseXM |Y (M)+
∫ 1

2

− 1
2

min
{

JM
(
e2πiφ) ,θ}dφ

=σ
2
XM −

∫ 1
2

− 1
2

[
JM
(
e2πiφ)−θ

]+
dφ . (71)

Since the sampling operation preserves the L2 norm of
the signal, we have σ2

XM = σ2
X . In our case JM

(
e2πiφ

)
is

obtained by substituting the spectral densities SXMZM (e2πiφ )
and SZM (e2πiφ ),

JM
(
e2πiφ)= 1

M

∑
M−1
m=0

∣∣∣SXMZM

(
e2πi φ−m

M

)∣∣∣2
∑

M−1
m=0 SZM

(
e2πi φ−m

M

)
=

fs ∑
M−1
m=0 |∑k∈Z SXZ ( fsM (φ −m−Mk))|2

∑
M−1
m=0 ∑k∈Z SZ ( fsM (φ −m−Mk))

. (72)

We now take the limit M → ∞ in (70) and (71). Under the
assumption of Riemann integrability, the distortion between
almost any sample path of X (·) and any reasonable recon-
struction of it from XM[·] (e.g., sample and hold) will converge
to zero. It follows that the distortion in reconstructing XM[·]
form Ŷ [·] must also converge to the distortion in reconstructing
X (·) from Ŷ [·], and the indirect distortion-rate function of X (·)
given Y [·] is obtained by this limit. For a detailed explanation
on the converges of the DRF of a sampled source to the DRF
of the continuous-time version we refer to [16]. Thus, all that
remains is to show that

lim
M→∞

∫ 1
2

− 1
2

JM
(
e2πiφ)dφ = fs

∫ 1
2

− 1
2

J( fsφ)dφ =
∫ fs

2

− fs
2

S̃X |Y ( f )d f .

(73)
Denote

g( f ), ∑
n∈Z
|SXZ ( f − fsn)|2 ,

h( f ), ∑
n∈Z

SZ ( f − fsn) ,

and

gM ( f ),
M−1

∑
m=0

∣∣∣∣∣∑k∈ZSXZ ( f − fs (m−Mk))

∣∣∣∣∣
2

=
M−1

∑
m=0

∑
k∈Z

S∗XZ ( f − fs (m−Mk))∑
l∈Z

SXZ ( f − fs (m−Mk)) .

Note that since SZ( f ) and |SXZ( f )|2/SZ( f ) are L1(R) func-
tions, g( f ), h( f ) and gM( f ) are almost surely bounded pe-
riodic functions. Since the denominator in (72) reduces to
∑n∈Z SZ ( fs (φ −n)), (73) can be written as

lim
M→∞

∫ 1
2

− 1
2

gM( fsφ)

h( fsφ)
dφ =

∫ 1
2

− 1
2

g( fsφ)

h( fsφ)
dφ . (74)

Since the function h( f ) is periodic with period fs, we can
write the RHS of (74) as∫ 1

2

− 1
2

gM( fsφ)

h( fsφ)
dφ =

∫ 1
2

− 1
2

M−1

∑
m=0

{
∑
k∈Z

SXZ ( fs(φ −m+Mk))√
h( fs(φ −m+Mk))

× ∑
l∈Z

S∗XZ ( fs(φ −m+Mk))√
h( fs(φ −m+Mk))

}
dφ . (75)

Denoting

f1(φ) =
SXZ (φ fs)√

h(φ fs)
,

and f2(φ) = f ∗1 (φ), (74) follows from the following lemma:

Lemma 1. Let f1(ϕ) and f2(ϕ) be two complex valued
bounded functions such that

∫
∞

−∞
| fi(ϕ)|2 dϕ <∞, i= 1,2. Then

for any fs > 0,∫ 1
2

− 1
2

M−1

∑
m=0

∑
k∈Z

f1 (φ +m+ kM)∑
l∈Z

f2 (φ +m+ lM)dφ (76)

converges to ∫ 1
2

− 1
2

∑
n∈Z

f1 (φ −n) f2 (φ −n)dφ , (77)

as M goes to infinity.



Proof of Lemma 1: Equation (76) can be written as∫ 1
2

− 1
2

M−1

∑
m=0

∑
k∈Z

f1 (φ +m+ kM) f2 (φ +m+ kM)dφ (78)

+
∫ 1

2

− 1
2

M−1

∑
m=0

∑
k 6=l

f1 (φ +m+ kM) f2 (φ +m+ lM)dφ . (79)

Since the term (78) is identical to (77), all that is left is to
show that (79) vanishes as M→∞. Take M large enough such
that ∫

R\[−M+1
2 ,M+1

2 ]
| fi(φ)|2 dφ < ε

2, i = 1,2.

We can assume this M is even without losing generality. By
a change of variables (79) can be written as

∑
k 6=l

∫ M+1
2

−M+1
2

f1

(
ϕ +

M
2
+ kM

)
f2

(
ϕ +

M
2
+ lM

)
dϕ. (80)

We split the indices in the last sum into three disjoint sets:
1) I = {k, l ∈ Z\{0,−1}, k 6= l},∣∣∣∣∣∑

I

∫ M+1
2

−M+1
2

f1

(
ϕ +

M
2
+ kM

)
f2

(
ϕ +

M
2
+ lM

)
dϕ

∣∣∣∣∣
a
≤∑

I

∫ M+1
2

−M+1
2

∣∣∣∣ f1

(
ϕ +

M
2
+ kM

)∣∣∣∣2 dϕ

+∑
I

∫ M+1
2

−M+1
2

∣∣∣∣ f2

(
ϕ +

M
2
+ lM

)∣∣∣∣2 dϕ

≤
∫
R\[−M+1

2 ,M+1
2 ]
| f1(ϕ)|2 dϕ

+
∫
R\[−M+1

2 ,M+1
2 ]
| f2(ϕ)|2 dϕ ≤ 2ε

2, (81)

where (a) is due to the triangle inequality and since for
any two complex numbers a,b, |ab| ≤ |a|2+|b|22 ≤ |a|2 +
|b|2.

2) k = 0, l =−1,∫ M+1
2

−M+1
2

f1

(
ϕ +

M
2

)
f2

(
ϕ− M

2

)
dϕ

=
∫ 0

−M+1
2

f1

(
ϕ +

M
2

)
f2

(
ϕ− M

2

)
dϕ

+
∫ M+1

2

0
f1

(
ϕ +

M
2

)
f2

(
ϕ− M

2

)
dϕ

a
≤
√∫ 0

−M+1
2

f 2
1

(
ϕ +

M
2

)
dϕ

√∫ 0

−M+1
2

f 2
2

(
ϕ− M

2

)
dϕ

+

√∫ M+1
2

0
f 2
1

(
ϕ +

M
2

)
dϕ

√∫ M+1
2

0
f 2
2

(
ϕ− M

2

)
dϕ

≤
√∫ 0

−M+1
2

f 2
1

(
ϕ +

M
2

)
dϕ

√∫
R\[−M+1

2 ,M+1
2 ]

f 2
2 (φ)dφ

+

√∫
R\[−M+1

2 ,M+1
2 ]

f 2
1 (φ)dφ

√∫ M+1
2

0
f 2
2

(
ϕ− M

2

)
dϕ

≤ ε‖ f1‖2 + ε‖ f2‖2, (82)

where (a) follows from the Cauchy-Schwartz inequality.

3) k = −1, l = 0, using the same arguments as in the
previous case,

∫ M+1
2

−M+1
2

f1

(
ϕ +

M
2

)
f2

(
ϕ− M

2

)
dϕ

≤ ε (‖ f1‖2 +‖ f2‖2) . (83)

From (81), (82) and (83), the sum (80) can be bounded by

2ε (‖ f1‖2 +‖ f2‖2)+2ε
2,

which can be made as close to zero as required. Since (74)
follows from (75) and Lemma 1, the proof is complete.

APPENDIX D
PROOF OF THEOREM 19: DISCRETE MULTI-BRANCH

SAMPLING

Similar to the proof of Theorem 13, the iDRF of X [·] given
Y[·] coincides with the iDRF of the vector-valued process
XPM[·] defined by

XMP[n] = (X [PMn],X [PMn+1], . . .X [PMn+PM−1]) .

For a given M ∈ N. XMP[·] is a stationary Gaussian process
with PSD matrix

(SX)r,s
(
e2πiφ)= 1

MP

MP−1

∑
m=0

e2πi(r−s) φ−m
PM SX

(
e2πi φ−m

MP

)
.

The processes Y[·] and XPM[·] are jointly Gaussian and sta-
tionary with a PM×P cross PSD whose (m+1, p)th entry is
given by

(SXPMY)m,p

(
e2πiφ)= SXPM

m Yp

(
e2πiφ)

= ∑
k∈Z

E [X [PMk+m]Zp[0]]e−2πiφk

=
1

PM

PM−1

∑
r=0

e2πim φ−r
PM SXZp

(
e2πi φ−r

PM

)
,

where we denoted by XPM
m the mth coordinate of XPM[·]. The

PSD of the MMSE estimator of XPM[·] from Y[·] is given by

SXPM |Y
(
e2πiφ)= {SXMPYS−1

Y S∗XMPY
}(

e2πiφ) , (84)

Since only the non-zero eigenvalues of SXPM |Y
(
e2πiφ

)
con-

tribute to the distortion in (40b), we are interested in the non-
zero eigenvalues of (84). These are identical to the non-zero
eigenvalues of{

S−
1
2 ∗

Y S∗XPMYSXPMYS−
1
2

Y

}(
e2πiφ) , (85)



where
{

S−
1
2 ∗

Y S−
1
2

Y

}(
e2πiφ

)
= S−1

Y
(
e2πiφ

)
. The (p,q)th entry

of the P×P matrix
{

S∗XPMYSXPMY
}(

e2πiφ
)

is given by

1
(PM)2

PM−1

∑
l=0

PM−1

∑
r=0

e−2πil φ−r
PM SXZp

(
e2πi φ−r

PM

)
×

PM−1

∑
k=0

e2πil φ−k
PM SXZq

(
e2πi φ−k

PM

)
=

1
(PM)2

PM−1

∑
r=0

SXZp

(
e2πi φ−r

PM

)
SXZq

(
e2πi φ−r

PM

)
=

1
(PM)2

PM−1

∑
r=0

{
S2

X H∗pHq
}(

e2πi φ−r
PM

)
,

which is the matrix KM
(
e2πiφ

)
defined in Theorem 19. Ap-

plying Theorem 9 with the eigenvalues of (85) completes the
proof.

APPENDIX E
PROOF OF THEOREM 20 : DISTORTION-RATE FUNCTION IN

MULTI-BRANCH SAMPLING

For M ∈ N, define XM [·] and ZM
p [·], p = 1, ...,P to be the

processes obtained by uniformly sampling X (·) and Zp (·)
at frequency fsMP, i.e. XM[n] = X

(
n

fsMP

)
and ZM

p [n] =

Z
(

n
fsMP

)
. We have

SXM
(
e2πiφ)= MP fs ∑

k∈Z
SX (MP fs (φ − k)) ,

and

SZM
p

(
e2πiφ)= MP fs ∑

k∈Z

{
SX
∣∣Hp
∣∣2}(MP fs (φ − k)) .

In addition, XM [·] and ZM
p [·] are jointly stationary processes

with cross spectral densities

SZM
p ZM

r

(
e2πiφ)= MP fs

MP−1

∑
m=0

∑
k∈Z

SZpZr

(
fs

(
φ −m
MP

− k
))

,

for all p,r = 1, . . . ,P, and

SXMZM
p

(
e2πiφ)= MP fs

MP−1

∑
m=0

∑
k∈Z

SXZp

(
fs

(
φ −m
MP

− k
))

.

Since Yp [·] is a factor M down-sampled version of ZM
p [·],

the indirect distortion-rate function of XM[·] given Y[·] =
(Y1[·], . . . ,YP[·]) was found in Theorem 19 to be

R̄XM |Y (P,M,θ) =
1
2

P

∑
p=1

∫ 1
2

− 1
2

log+
[
λp
(
JM(e2πiφ )

)
θ
−1]dφ ,

(86)

DXM |Y (P,M,θ) = σ
2
XM −

P

∑
p=1

∫ 1
2

− 1
2

[
λp
(
JM(e2πiφ )

)
−θ
]+

dφ ,

(87)

where

JM
(
e2πiφ)= S−

1
2 ∗

Y KMS−
1
2

Y
(
e2πiφ) ,

SY(e2πiφ ) is the spectral density matrix of the process Y[·]
with (p,r)th entry(

SY
(
e2πiφ))

p,r =
1

MP

MP−1

∑
m=0

SZM
p ZM

r

(
e2πi φ−m

MP

)
= fs

MP−1

∑
m=0

∑
k∈Z

SZpZr ( fs (φ −m−MPk))

= fs ∑
n∈Z

SZpZr ( fs (φ −n))

= fs ∑
n∈Z

{
SX+η HpH∗r

}
( fsφ − fsn)

=
(
S̃Y
)

p,r (φ fs) fs, (88)

and

(KM)p,r =
1

(MP)2

MP−1

∑
m=0

{
S2

XM HpHr
}(

e2πi φ−m
MP

)
=

1
(MP)2

MP−1

∑
m=0

{
SXMZM

p
S∗XMZM

r

}(
e2πi φ−m

MP

)
= f 2

s

MP−1

∑
m=0

[
∑
k∈Z

SXZp ( fs (φ −m− kMP)) (89)

×∑
l∈Z

S∗XZr ( fs (φ −m− lMP))

]
.

The idea now is that under the assumption of Riemann
integrability, the distortion between almost any sample path
of X (·) and any reasonable reconstruction of it from XM [·]
will converge to zero as M→∞. It follows that the distortion
in reconstructing XM [·] form Ŷ [·] must also converges to the
distortion in reconstructing X (·) from Ŷ [·], and the indirect
distortion-rate function of X (·) given Y [·] is obtained by this
limit. That is, we are looking to evaluate (86) and (87) in the
limit M→ ∞.

First note that

σ
2
XM

=
∫ 1

2

− 1
2

SXM
(
e2πiφ)dφ

=
∫ 1

2

− 1
2

MP fs ∑
k∈Z

SX ( fsMP(φ − k))dφ

=
∫

∞

−∞

SX ( f )d f = σ
2
X .

In addition, by a change of the integration variable from f to
φ = f/ fs, we can write (55) as

R(P, fs,θ) =
fs

2

P

∑
p=1

∫ 1
2

− 1
2

log+
[
λp
(
J̄(e2πiφ )

)
/θ
]

dφ (90a)

D(P, fs,θ) = σ
2
X −

P

∑
p=1

∫ 1
2

− 1
2

[
λp
(
J̄(e2πiφ )

)
−θ
]+

dφ , (90b)

where in φ ∈
(
− 1

2 ,
1
2

)
, the matrix J̄(e2πiφ ) is given by

J̄(e2πiφ ) = S−
1
2 ∗

Y (e2πiφ )K̄(e2πiφ )S−
1
2

Y (e2πiφ ),

and K̄(e2πiφ ) = f 2
s K( fsφ). It follows that in order to complete

the proof, it is enough to show that the eigenvalues of



JM(e2πiφ ) seen as L1
(
− 1

2 ,
1
2

)
functions in φ converge to the

eigenvalues of J̄(e2πiφ ). Since

‖SY
− 1

2 ∗KMSY
− 1

2 −SY
− 1

2 ∗K̄SY
− 1

2 ‖2 ≤ ‖SY‖−1
2 ‖ fsKM− K̄‖2,

it is enough to prove convergence in L1
(
− 1

2 ,
1
2

)
for each entry,

i.e. that

lim
M→∞

∫ 1
2

− 1
2

∣∣∣(KM)p,r
(
e2πiφ

)
−
(
K̄
)

p,r

(
e2πiφ

)∣∣∣
‖SY (e2πiφ )‖2

dφ = 0 (91)

for all p,r = 1, . . . ,P. Since(
K̄
)

p,r

(
e2πiφ)= f 2

s (K)p,r ( fsφ)

= f 2
s ∑

k∈Z

{
S2

X HiH∗j
}
( fs(φ − k)) ,

(91) follows by applying Lemma 1 to (89) with

f1(φ) =
SXZp ( fsφ)√
‖SY (e2πiφ )‖2

,

f2(φ) =
S∗XZr

( fsφ)√
‖SY (e2πiφ )‖2

.
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