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Sending a Bivariate Gaussian Source Over
a Gaussian MAC with Unidirectional

Conferencing Encoders
Shraga I. Bross and Yaron Laufer

Abstract

We consider the transmission of a memoryless bivariate Gaussian source over a two-user
additive Gaussian multiple-access channel with unidirectional conferencing encoders. Here,
prior to each transmission block, Encoder 1, which observesthe first source component, is
allowed to communicate with Encoder 2, which observes the second source component, via a
unidirectional noise-free bit-pipe of given capacity. Themain results of this work are sufficient
conditions and a necessary condition for the achievabilityof a distortion pair expressed as a
function of the channelSNR and of the source correlation. The main sufficient conditionis
obtained by an extension of the vector-quantizer scheme suggested by Lapidoth-Tinguely, for
the case without conferencing, to the case with unidirectional conference. In the high-SNR
regime, and when the capacity of the conference channel is unlimited, these necessary and
sufficient conditions are shown to agree. We evaluate the precise high-SNR asymptotics for a
subset of distortion pairs when the capacity of the conference channel is unlimited in which
case we show that a separation based scheme attains these optimal distortion pairs. However,
with symmetric average-power constraints and fixed conferencing capacity, at high-SNR the
latter separation based scheme is shown to be suboptimal.

Keywords – Joint source-channel coding, Gaussian multiple-access channel, unidirectional
conferencing encoders.

I. INTRODUCTION AND PROBLEM STATEMENT

We consider a communication scenario where two encoders transmit a memoryless bivariate
Gaussian source to a single receiver over a two-user additive white Gaussian multiple-access
channel (MAC). The source is observed separately by the two encoders; Encoder 1 observes
the first source component and Encoder 2 observes the second source component. The encoders
are allowed to partially cooperate in the sense that prior toeach transmission block, Encoder 1
is allowed to communicate with Encoder 2 via a unidirectional noise-free bit-pipe of given
capacity, as shown in Fig. 1. Both encoders then cooperate indescribing the source components
to a common receiver, via an average-power constrained Gaussian MAC. From the output of
the multiple-access channel, the receiver wishes to reconstruct each source component with the
least possible expected squared-error distortion. Our interest is in characterizing the distortion
pairs that are simultaneously achievable on the two source components. Special cases are the
classical MAC considered by Lapidoth-Tinguely in [1], where the encoders are ignorant of
each others inputs (the bit-pipe is of strictly zero capacity –i.e. no connection at all) and the
asymmetric setting, where Encoder 2 is fully cognizant of the source input at Encoder 1 (the
bit-pipe is of infinite capacity).
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Henceforth, we adopt the following notation conventions. Random variables will be denoted
by capital letters, while their realizations will be denoted by the respective lower case letters.
Whenever the dimension of a random vector is clear from the context the random vector will
be denoted by a bold face letter, that is,X denotes the random vector(X1,X2, . . . ,Xn), and
x = (x1, x2, . . . , xn) will designate a specific sample value ofX. The alphabet of a scalar
random variableX will be designated by a calligraphic letterX . Then-fold Cartesian power of
a generic alphabetV, that is, the set of alln-vectors overV, will be denotedVn. An estimator
of a random variableX is denoted byX̂ . For a real-valued parameter0 ≤ β ≤ 1 we define
β̄ , 1−β, and for a nonnegative distortion constraintD the corresponding normalized distortion
is defined byd , D/σ2 whereσ2 is the source variance.

Formally, the time-k output of the Gaussian MAC is given by

Yk = x1,k + x2,k + Zk, (1)

where(x1,k, x2,k) ∈ R2 are the symbols sent by the transmitters, andZk is the time-k additive
noise term. The sequence{Zk} consists of independent identically distributed (IID) zero-mean
varianceN Gaussian random variables that are independent of the source sequence.

The input source sequence{(S1,k, S2,k)} consists of zero-mean Gaussians of covariance

KSS =

(
σ2 ρσ2

ρσ2 σ2

)
(2)

with ρ ∈ [0, 1], and 0 < σ2 < ∞ (for a justification for the restriction toρ ∈ [0, 1] and
σ2
1 = σ2

2 = σ2 see [1, Section II.C]).

Note: There are just two exceptions to the notation conventions defined above. Throughout
this work we define several scalings of the source correlation coefficient. Specifically, we define
ρ̃ and ρ̄ as per (19) (in which casēρ 6= 1 − ρ), and similarly ρ̂ as per (21) (in which casêρ
does not refer to an estimator ofρ).

The sequence{S1,k} is observed by Encoder 1 and the sequence{S2,k} is observed by
Encoder 2. Prior to each block ofn channel uses, the encoders may exchange information via
the use of the unidirectional bit-pipe which is assumed to be:

• perfect in the sense that any input symbol is available immediately and error-free at the
output of the pipe; and

• of limited capacityC12, in the sense that when the input to the pipe from Encoder 1 to
Encoder 2 takes values in the setW, such thatW = f (n)(S1) for some encoding function
f (n) : Rn 7→ W, then

log |W| ≤ nC12. (3)

We define an(n,C12)-conferenceto be a collection of an input alphabetW, and an encoding
function f (n)(·) as above, wheren,C12 and the alphabet set satisfy (3).

After the conference, Encoder 2 is cognizant of the random variableW so the channel inputs
X1 = (X1,1, . . . ,X1,n) and X2 = (X2,1, . . . ,X2,n) can be described via encoding functions
ϕ
(n)
1 andϕ(n)

2 as

X1 = ϕ
(n)
1 (S1),

X2 = ϕ
(n)
2 (S2,W ) = ϕ

(n)
2 (S2, f

(n)(S1)), (4)

where

ϕ
(n)
1 : Rn 7→ Rn,

ϕ
(n)
2 : Rn ×W 7→ Rn. (5)
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Fig. 1. Transmission of bivariate Gaussian source over a Gaussian multiple-access channel with unidirectional
conferencing encoders.

The channel input sequences are average-power limited toP1 andP2 respectively, i.e.

1

n
E

[
n∑

k=1

(Xν,k)
2

]
≤ Pν , ν = 1, 2 (6)

where E denotes the expectation operator. Based on the channel output Y = (Y1, . . . , Yn)

the receiver forms its estimateŝS1 = φ
(n)
1 (Y) and Ŝ2 = φ

(n)
2 (Y) for the source sequences

respectively, where
φ(n)
ν : Rn 7→ Rn, ν = 1, 2. (7)

We are interested in the minimal expected squared-error distortions at which the receiver can
reconstruct each of the source sequences.

Definition 1: Givenσ2 > 0, ρ ∈ [0, 1], P1, P2, N > 0 andC12 > 0 we say that the distortion
pair (D1,D2) is achievableif there exists a sequence of block-lengthsn, encoding functions
f (n) that belong to an(n,C12)-conference, encoders(ϕ(n)

1 , ϕ
(n)
2 ) as in (5) satisfying the average-

power constraints (6), and reconstruction functions(φ
(n)
1 , φ

(n)
2 ) as in (7) resulting in average

distortions that fulfill

lim
n→∞

1

n

n∑

k=1

E

[
(Sν,k − Ŝν,k)

2
]
≤ Dν , ν = 1, 2, (8)

wheneverYk = ϕ
(n)
1,k (S1) + ϕ

(n)
2,k(S2, f

(n)(S1)) + Zk, k = 1, . . . , n, and{(S1,k, S2,k)} are IID
zero-mean bivariate Gaussian vectors with covariance matrix KSS as in (2) and{Zk} are IID
zero-mean variance-N Gaussian random variables that are independent of{(S1,k, S2,k)}.

In [3] the authors provided sufficient conditions for reliable transmission of correlated sources
over a regular MAC and demonstrated that, in general, the separation approach is not optimal.
For the regular MAC, the separation approach is known to be optimal when the channel is
lossless (Slepian-Wolf source coding theorem [4]), or whenthe sources are independent. In the
special case of transmitting correlated sources losslessly over an asymmetric MAC it is shown
in [5] that necessary and sufficient conditions for reliabletransmission do exist and, moreover,
these conditions can be established by applying the separation approach. In [6] the authors
consider the model [5] with a single distortion constraint namely, whenD1 = 0 (i.e. S1 is
recovered losslessly at the receiver), and show that source-channel separation is optimal.

A lossy Gaussian version of the problem addressed by Cover-El Gamal-Salehi [3] has been
considered in [1], wherein the power-versus-distortion tradeoff for the distributed transmission
of a memoryless bivariate Gaussian source over a two-to-oneaverage-power limited Gaussian
MAC is considered. Necessary and sufficient conditions for the achievability of a distortion
pair are presented and it is shown that if the channel signal-to-noise ratio (SNR) is below a
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certain threshold uncoded transmission is optimal. Furthermore, the authors derive the high-SNR

asymptotics for a subset of distortion pairs and show that the source-channel vector-quantizer, by
means of which they derive their sufficient condition, is optimal at high-SNR. In the symmetric
case of equal average-power constraints and equal distortions this vector-quantizer outperforms
source-channel separation at allSNR’s.

Our problem is also related to the correlated sources with partially separated encoders source-
coding problem [9], and to the Gaussian MAC with conferencing encoders channel-coding
problem [10] (see also [12]). However, the above two problems are source/channel coding
problems, whereas ours is one of the combined source-channel coding.

We present four sufficient conditions and one necessary condition for the achievability of a
distortion pair(D1,D2). These conditions are expressed as a function of the channelsignal-to-
noise ratio (SNR) and of the source correlation.

Our contribution is in the following aspects:

• We suggest an extension for the Lapidoth-Tinguely vector-quantizer [1] to the case with
unidirectional conferencing and derive the correspondingachievable rate-distortion region.

• We derive an achievable rate-distortion region when the capacity of the conference channel
is unlimited.

• We derive a necessary condition for the achievability of a distortion pair(D1,D2). This
condition is obtained by some arguments reducing the multiple-access problem to a point-
to-point problem. The key step therein is to upper-bound themaximal correlation between
two simultaneous channel inputs, subject to conditional rate-distortion constraints, by using
a result from maximum correlation theory.

• We derive the high-SNR asymptotics of an optimal scheme when the capacity of the
conference channel is unlimited. In particular, we show that in this case a source-channel
separation scheme is optimal.

• For a fixed conferencing capacity, high-SNR, and symmetric average-power constraints,
we show that the latter source-channel separation scheme, which is optimal for unlimited
conferencing capacity, is suboptimal compared to the vector-quantizer.

The paper is organized as follows. Section II presents our main results, while in Section III we
prove the necessary condition. In Section IV and the Appendix we present our code construction
and analyze its performance. The analysis for the rest of ourmain results appears in Sections V-
IX.

II. M AIN RESULTS

In this section we present one necessary condition and four sufficient conditions for the
achievability of a distortion pair(D1,D2); the sufficient conditions are stated in Theorem 2,
Corollary 1, and via the two source-channel separation schemes considered in Section II.C. The
necessary condition also establishes the asymptotic behavior of an optimal scheme for a subset
of distortion pairs, when the capacity of the conference channel is unlimited.

A. Necessary condition for the achievability of(D1,D2)

Theorem 1 A necessary condition for the achievability of a distortionpair (D1,D2) over the
Gaussian MAC with unidirectional conferencing is that for some0 ≤ β ≤ 1

RS1,S2
(D1,D2) ≤

1

2
log2

(
1 +

P1 + P2 + 2
√

(ρ2β̄ + β)
√
P1P2

N

)
(9)

RS2|S1
(D2) ≤

1

2
log2

(
1 +

β̄P2(1− ρ2)

N

)
, (10)
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where RS1,S2
(D1,D2) denotes the rate-distortion function of a bivariate Gaussian source

{(S1,k, S2,k)}, which is derived first in [7] and then in [1, Theorem III.1], and RS2|S1
(D2)

denotes the rate-distortion function for{S2,k} when{S1,k} is given as side-information to both
the encoder and the decoder.

Proof: See Section III.

Remark 1 The necessary condition(9) is of the same flavor as the necessary condition in [1,
Theorem IV.1]. Specifically, Condition(9) corresponds to the necessary and sufficient condition
for the achievability of a distortion pair(D1,D2) when the source{(S1,k, S2,k)} is transmitted
over a point to point additive white Gaussian noise (AWGN) channel of input power constraint
P1 + P2 + 2

√
(ρ2β̄ + β)

√
P1P2.

Remark 2 The necessary condition(9)–(10) is not a function ofC12. Therefore, we expect that
it will be tight when the conferencing capacity is unlimited.

B. Vector-quantizer scheme

Our achievability result is based on an extension of the vector-quantizer scheme presented in
[1], which benefits from the presence of the unidirectional conference channel. The encoding
steps of our scheme are presented in Fig. 2.

The source sequenceS1 is quantized by Encoder 1 in two steps; first it is quantized bya
rate-R1 vector-quantizer where the quantized sequence is denoted by U∗

1, then the quantization
error of the first step is quantized by a rate-Rc vector-quantizer, where

Rc + 1/2 log
(
1− ρ22−2R1(1− 2−2Rc)

)
≤ C12, (11)

and the quantized sequence is denoted byV∗. The source sequenceS2 is quantized by Encoder 2
via a rate-R2 vector-quantizer where the quantized sequence is denoted by U∗

2. Encoder 1
informs Encoder 2 via the conference channel on the index ofV∗, taking into account that
Encoder 2 has side-informationS2, and consequently both encoders can cooperate in transmitting
this sequence.
The channel inputX1 is now given by

X1 = a1,1U∗
1 + a1,2V∗, (12)

where for0 ≤ β1 ≤ 1 the gainsa1,1 anda1,2 are chosen as

a1,1 =

√
β̄1P1

σ2(1− 2−2R1)
, a1,2 =

√
β1P1

σ22−2R1(1− 2−2Rc)
.

This ensures that the inputX1 satisfies the average-power constraintP1.
The channel inputX2 is now given by

X2 = a2,1U∗
2 + a2,2V∗, (13)

where for0 ≤ β2 ≤ 1 andσ2
v , σ22−2R1(1− 2−2Rc), the gainsa2,1 anda2,2 are chosen as

a2,1 =

√
β̄2P2

σ2(1− 2−2R2)
,

a2,2 =

√
P2

σ2

(√

ρ2β̄2(1− 2−2R2) +
σ2β2
σ2
v

−
√

ρ2β̄2(1− 2−2R2)

)
.

This ensures that the inputX2 satisfies the average-power constraintP2.
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Fig. 2. The vector-quantizer flow

Based on the channel outputY, the decoder first estimates the triplet(U∗
1,V∗,U∗

2) by per-
forming joint decoding which takes into account the correlation between the sequences. The
resulting decoded triplet is denoted by(Û1, V̂, Û2). The decoder then treats(S1,S2, Û1, V̂, Û2)
as a jointly Gaussian tuple and forms its estimates of the source sequencesSν , ν = 1, 2 using
minimum-mean-square-error (MMSE) estimates ofSν based on(Û1, V̂, Û2), i.e.,

Ŝ1 = γ1,1Û1 + γ1,2Û2 + γ1,3V̂ ≈ E

[
S1

∣∣Û1, V̂, Û2

]

Ŝ2 = γ2,1Û1 + γ2,2Û2 + γ2,3V̂ ≈ E

[
S2

∣∣Û1, V̂, Û2

]
, (14)

where the approximate sign is due to the assumption that(S1,S2, Û1, V̂, Û2) are jointly Gaussian.
Here

γ1,1 = γ1,3 =
1− ρ2(1− 2−2R2)

1− ρ2(1− 2−2R2)(1 − 2−2(R1+Rc))

γ1,2 =
ρ2−2(R1+Rc)

1− ρ2(1− 2−2R2)(1 − 2−2(R1+Rc))

γ2,1 = γ2,3 =
ρ2−2R2

1− ρ2(1− 2−2R2)(1 − 2−2(R1+Rc))

γ2,2 =
1− ρ2(1− 2−2(R1+Rc))

1− ρ2(1− 2−2R2)(1 − 2−2(R1+Rc))
(15)

are the coefficients of the linear MMSE estimators ofSν given (Û1, V̂, Û2). In Lemma 11 (in
the Appendix) we prove that

0 < γ1,1, γ1,3, γ2,2 ≤ 1 and 0 < γ1,2, γ2,1, γ2,3 ≤ ρ. (16)

A detailed description of the scheme is given in Section IV.

The distortion pairs achieved by this vector-quantizer (VQ) scheme are described in the next
theorem.

Theorem 2 The distortions achieved by the vector-quantizer scheme are all pairs (D1,D2)
satisfying

D1 > σ22−2(R1+Rc) 1− ρ2(1− 2−2R2)

1− ρ2(1− 2−2R2)(1 − 2−2(R1+Rc))
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D2 > σ22−2R2
1− ρ2(1− 2−2(R1+Rc))

1− ρ2(1− 2−2R2)(1− 2−2(R1+Rc))
(17)

where, for some0 ≤ β1, β2 ≤ 1, the rate-triple(R1, R2, Rc) satisfies

R1 <
1

2
log

(
β̄1P1(1− ρ̃2 − ρ̄2) +N(1− ρ̄2)

N(1− ρ̃2 − ρ̄2)

)

R2 <
1

2
log

(
β̄2P2(1− ρ̃2 − ρ̄2) +N

N(1− ρ̃2 − ρ̄2) + λ2

)

Rc <
1

2
log

(
η2(1− ρ̃2 − ρ̄2) +N(1− ρ̃2)

N(1− ρ̃2 − ρ̄2) + λc

)

R1 +R2 <
1

2
log

(
λ12 − β̄2P2ρ̄

2 +N

(1− β̄2P2ρ̄2λ
−1
12 )N(1 − ρ̃2)

)

R1 +Rc <
1

2
log

(
(λ1c +N)(β̄1P1 + η2)

λ1cN

)

R2 +Rc <
1

2
log

(
λ2c − β̄2P2ρ̃

2 +N

(1− β̄2P2ρ̃2λ
−1
2c )N (1− ρ̄2 )

)

R1 +R2 +Rc <
1

2
log

(
λ12 + 2ηρ̄

√
β̄2P2 + η2 +N

N(1− ρ̃2)(1− ρ̄2)

)

C12 > Rc +
1

2
log
(
1− ρ22−2R1

(
1− 2−2Rc

))
(18)

and where

ρ̃ , ρ
√

(1− 2−2R1)(1− 2−2R2)

ρ̄ , ρ
√

2−2R1(1− 2−2R2)(1 − 2−2Rc)

λ2 ,
N2ρ̄2ρ̃2(2 + ρ̃2)

β2P2(1− ρ̃2 − ρ̄2) +N

η , σv(
√

β1P1σ
−1
v + a2,2)

λc ,
N2ρ̄2(ρ̄2β̄1P1 − ρ̃2σ2

v)

σ2
v(η

2(1− ρ̃2 − ρ̄2) +N(1− ρ̃2))

λ12 , β̄1P1 + 2ρ̃

√
β̄1β̄2P1P2 + β̄2P2

λ1c , β̄1P1(1− ρ̃2) + η2(1− ρ̄2)− 2ησ−1
v ρ̄2

√
β̄1P1σ2(1− 2−2R1)

λ2c , β̄2P2 + 2ηρ̄

√
β̄2P2 + η2. (19)

Proof: See Section IV.

Remark 3 The substitution ofC12 = 0 in Theorem 2 (which then impliesRc = 0, as well as
β̄1 = β̄2 = 1 as per (12) and (13) based on the code-construction in Section IV.A) recovers
the Lapidoth-Tinguely achievable rate-distortion region[1, Theorem IV.4].

Based on Theorem 2 we now present sufficient conditions for the achievability of(D1,D2)
whenC12 = ∞.

Corollary 1 WhenC12 is unlimited, the distortions achieved by the vector-quantizer scheme
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are all pairs (D1,D2) satisfying

D1 > σ22−2Rc
1− ρ2(1− 2−2R2)

1− ρ̂2

D2 > σ22−2R2
1− ρ2(1− 2−2Rc)

1− ρ̂2

where, for some0 ≤ β ≤ 1, the rate-pair(R2, Rc) satisfies

R2 <
1

2
log

(
β̄P2(1− ρ̂2) +N

N(1− ρ̂2)

)

Rc <
1

2
log

(
δ21(1− ρ̂2) +N

N(1− ρ̂2)

)

R2 +Rc <
1

2
log

(
δ2 +N

N(1− ρ̂2)

)
, (20)

and where

ρ̂ , ρ
√

(1− 2−2R2)(1− 2−2Rc)

δ1 ,
√

P1 +
√

P2

(√
β̄ρ̂2 + β −

√
β̄ρ̂2
)

δ2 , P1 + P2 + 2

√
(β̄ρ̂2 + β)P1P2. (21)

Remark 4 For the achievability of the distortion pairs in Corollary 1, it suffices thatRc +
1
2 log

(
1− ρ2

(
1− 2−2Rc

))
≤ C12.

To demonstrate the benefit of conferencing for the VQ scheme we compare the performance of
the VQ with unlimited conferencing capacity to the performance of the VQ without conferencing
(i.e. the VQ in the Lapidoth-Tinguely MAC model). We fixd2 and letd1 = αd2 and assume that
the encoders are subject to symmetric average-power constraints. Fig. 3 compares the required
average-power for the VQ with unlimited conferencing capacity and without conferencing,
for attaining a desired distortion pair(αd2, d2). The figure displays also the minimum required
power for attaining the desired distortions when(S1,S2) is available at both encoders hence they
can fully cooperate in the source description and thereforeRS1,S2

(αd2, d2) =
1
2 log (1 +

4P
N ).



9

✒✑
✓✏
+

❄

Zk

Yk✲

ϕ
(n)
1,1 (·)

ϕ
(n)
2,1 (·)

❅
❅❅❘

�
��✒❄

C12

ϕ1,2(·)

ϕ2,2(·, ·)

X1,k

X2,k

φ
(n)
1 (·)

φ
(n)
2 (·)

Source

S1,k✲

S2,k✲

R1
✲

R2
✲

W1✲

W2✲

✲
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Ŝ2,k

Fig. 4. Separation scheme 1; Gaussian two-encoder source-coding combined with Gaussian MAC with unidirectional
conferencing channel-coding

C. Source-Channel Separation

Next, we compare the performance of our vector-quantizer scheme with the performance of
two optional source-channel separation schemes, for the case of unlimited conferencing capacity.

1) Source-Channel Separation Scheme 1:We consider the set of distortion pairs that are
achieved by combining the optimal scheme for the source-coding problem without conferencing
with the optimal scheme for the channel-coding problem withunidirectional conferencing, as
shown in Fig. 4.

The rate-distortion region associated with the source-coding problem can be found in [13],
[14] and is described as follows.

Proposition 1 [13], [14] A distortion pair (d1, d2) is achievable for the Gaussian two-terminal
source-coding problem if, and only if,(R1, R2) ∈ R(d1, d2) where

R(d1, d2) =

{
(R1, R2) : R1 ≥

1

2
log+2

[
1− ρ2

(
1− 2−2R2

)

d1

]

R2 ≥
1

2
log+2

[
1− ρ2

(
1− 2−2R1

)

d2

]

R1 +R2 ≥
1

2
log+2

[(
1− ρ2

)
γ(d1, d2)

2d1d2

]}
,

with γ(d1, d2) = 1 +
√

1 + 4ρ2d1d2

(1−ρ2)2 and log+2 [x] = max{0, log2(x)}.

The distortion pairs achievable by source-channel separation follow now by combining the
latter set of rate pairs with the capacity region of the Gaussian MAC with unidirectional
conference link reported in [10], which forC12 = ∞, is expressed by

C =
⋃

0≤β≤1

{
(R1, R2) : R2 ≤

1

2
log2

(
1 + β̄P2/N

)

R1 +R2 ≤
1

2
log2

(
1 + (P1 + P2 + 2

√
βP1P2)/N

)}
. (22)

Note that, by [5, Theorem 1], whenC12 = ∞ source-channel separation is optimal for lossless
transmission of both sources and by [6] source-channel separation is optimal also whend1 = 0
andd2 > 0.

Next, we compare the performance of the vector-quantizer scheme, with that of source-
channel separation scheme 1, for lossy trasmission. We fixd2 = 0.2 and let d1 = αd2. In
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Fig. 5. C12 for VQ and SC sep 1 whend2 = 0.2, d1 = αd2, ρ = 0.5, N = 1

addition, we assume that the encoders are subject to symmetric average-power constraints. Fig. 5
shows the required conferencing capacity for the VQ and for separation scheme 1, for attaining a
desired distortion pair(αd2, d2) (The figure uses the shorthand notation SC for source-channel).
While both schemes require the same average-power, the VQ requires a smaller conferencing
capacity.

For the set of distortion pairs(d1 < 1, d2 = 1) we can show analytically that the VQ scheme
outperforms separation scheme 1 in the required conferencing rate.

For separation scheme 1, by choosingR2 = 0 we obtain the following bounds onR1,

• Source coding:R1 ≥ 1
2 log

1
d1

.
• Channel coding:R1 ≤ 1

2 log
(
1 + 4P

N

)
,

whereR1 ≤ C12.
On the other hand, for the VQ scheme by choosingR2 = 0 we obtain the following bounds

on Rc (which plays the role ofR1 in separation scheme 1),

• Rc ≥ 1
2 log

1
d1

.
• Rc ≤ 1

2 log
(
1 + 4P

N

)
,

whereRc + 1/2 log
[
1− ρ2(1− 2−2Rc)

]
≤ C12.

Moreover, in this special case, theC12 versus(P, d1) tradeoff of the VQ is optimal as can
be argued as follows:

• Over a point-to-point channel with average power4P quantizing the source at the channel
capacity rate attains the minimal distortiond1 = N

4P+N .
• The Wyner-Ziv (WZ) [8] rate for the Gaussian WZ problem, coincides with our lower

bound onC12:

RWZ(d1) = 1/2 log
[
(1− ρ2)/d1 + ρ2

]

= Rc + 1/2 log
[
1− ρ2(1− 2−2Rc)

]
.

2) Source-Channel Separation Scheme 2:We consider next the set of distortion pairs that
are achieved by combining an achievable rate-distortion scheme for the source-coding problem
with unidirectional conference link, with the optimal scheme for the channel-coding problem
without conferencing, as shown in Fig. 6. An achievable rate-distortion region for the source-
coding problem with unidirectional conference link can be found in [9, Theorem 5.1] (for the
open switch problem) and is described as follows. LetP(D1,D2) be the set of all triples of
random variables(U, V,W ) jointly distributed with(S1, S2) such that

1) U ⊸−− (S2,W ) ⊸−− (S1,W ) ⊸−− V andW ⊸−− S1 ⊸−− S2 are Markov chains,
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Fig. 6. Separation scheme 2; Gaussian two-encoder with unidirectional conferencing source-coding combined with
Gaussian MAC channel-coding

2) σ2
S1|U,V,W

≤ D1 , σ2
S2|U,V,W

≤ D2.
Furthermore, define

R(in)(D1,D2) =
⋃

(U,V,W )∈P(D1,D2)

{
(R1, R2) : C12 ≥ I(S1;W |S2)

R1 ≥ I(S1;V |U,W )

R2 ≥ I(S2;U |V,W )

R1 +R2 ≥ I(S1, S2;U, V,W )
}
.

Proposition 2 [9, Theorem 5.1]R(in)(D1,D2) is contained within the rate-distortion region
R(D1,D2) for source-coding of correlated sources with unidirectional conference link of ca-
pacityC12. The inner bound is tight whenS1 is reconstructed almost perfectly.

The Gaussian achievable rate-distortion region associated with R(in)(D1,D2) is characterized
as follows.

Proposition 3 For a nonnegative pair(D1,D2), the rate-distortion regionR(D1,D2) contains
the regionRG(D1,D2) defined by

RG(D1,D2) =
⋃

σ2
w,σ2

u,σ
2
v

{
(R1, R2) : C12 ≥

1

2
log2

[
1 +

σ2(1− ρ2)

σ2
w

]

R1 ≥
1

2
log2



1 + σ2

σ2
v

(
1− ρ2

)
+ σ2

u

σ2

1 + σ2(1−ρ2)
σ2
w

+
(

σ2
u

σ2
w

+ σ2
u

σ2

)





R2 ≥
1

2
log2



1 + σ2

σ2
u

1 +
(

σ2

σ2
w

+ σ2

σ2
v

) (
1− ρ2

)

1 +
(

σ2

σ2
w

+ σ2

σ2
v

)





R1 +R2 ≥
1

2
log2 [∆]

D1 ≤ σ2
1 + σ2

σ2
u

(
1− ρ2

)

∆

D2 ≤ σ2
1 + σ2

(
1− ρ2

) (
1
σ2
v

+ 1
σ2
w

)

∆

}
,

with ∆ = 1 + σ2

σ2
u

+ σ2
(
1 + σ2

σ2
u

(
1− ρ2

)) (
1
σ2
v

+ 1
σ2
w

)
.
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Fig. 7. Pmin for VQ and SC sep 2 whend2 = 0.2, d1 = αd2, ρ = 0.5, N = 1

Proof: See Section V.

The distortion pairs achievable by this source-channel separation scheme follow now by
combining the latter set of rate pairs with the capacity region of the Gaussian MAC without
unidirectional conference link, which is expressed by

CG(P1, P2) =

{
(R1, R2) : R1 ≤

1

2
log2

(
1 +

P1

N

)

R2 ≤
1

2
log2

(
1 +

P2

N

)

R1 +R2 ≤
1

2
log2

(
1 +

P1 + P2

N

)}
.

We compare the performance of the source-channel separation scheme 2 inner bound with that
of the vector-quantizer, for unlimited conferencing capacity. We fix d2 = 0.2 and letd1 = αd2.
In addition, we assume that the encoders are subject to symmetric average-power constraints.
Fig. 7 compares the required average-power for attaining a desired distortion pair(αd2, d2). We
see that the VQ scheme requires less average-power than source-channel separation scheme 2
while both schemes require the same conferencing capacity.

D. High-SNR asymptotics with unlimited conferencing capacity

We consider next the high-SNR asymptotics of an optimal scheme when the conferencing
capacity is unlimited. To this end, let(d∗1, d

∗
2) denote an arbitrary normalized distortion pair

resulting from an optimal scheme. For a subset of those distortion pairs –i.e. distortion pairs
satisfyingd1d2 = O( N

P1+P2
) where N

P1+P2
≪ 1, the high-SNR behavior is described in the

following theorem.

Theorem 3 The high-SNR asymptotics for the Gaussian MAC with unlimitedC12 satisfies

lim
N→0

P1 + P2 + 2̺∗∞
√
P1P2

N
d∗1d

∗
2 = (1− ρ2), (23)

provided thatd∗1 ≤ 1, d∗2 ≤ 1, and that

lim
N→0

N

d∗1P1
= 0 , and lim

N→0

N

d∗2P2
= 0, (24)
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where

̺∗∞ =

√
1− N(1− ρ2)

d∗2P2
. (25)

Proof: See Section VI.

Corollary 2 The high-SNR asymptotics for separation scheme 1 for the Gaussian MAC with
unlimitedC12 satisfies

lim
N→0

P1 + P2 + 2̺∗sep1

√
P1P2

N
d1d2 ≥ (1− ρ2), (26)

provided thatd1 ≤ 1, d2 ≤ 1, and that

lim
N→0

N

d1P1
= 0 , and lim

N→0

N

d2P2
= 0, (27)

where

̺∗sep1=

√

1− N(1− ρ2)

d2P2
. (28)

Proof: See Section VII.

We conclude with the following extension to [6] which asserts that:

Corollary 3 For high-SNR with ρ > 0, C12 = ∞, and (d1, d2) such thatlimN→0
N

d1P1
= 0,

and limN→0
N

d2P2
= 0, source-channel separation scheme 1 is optimal in the senseof attaining

the optimald1d2 given the system parameters(ρ, P1, P2, N).

We restate Theorem 3 more specifically for the ”semi-symmetric” case whereP1 = P2 = P
while (d1, d2) satisfies (27).

Corollary 4 In the ”semi-symmetric” case, when(d1, d2) satisfies(27)

lim
P/N≫1

d1d2 =
N

2P
· 1− ρ2

1 +
√

1− N(1−ρ2)
d2P

≈ N

2P
· 1− ρ2

2− N(1−ρ2)
2d2P

. (29)

Discussion:The asymptotic correlation can be explained as follows. Separation scheme 1,
when generating the channel inputs(X1,X2), ignores the source correlation and transmits two
independent messages via Willems’s code construction for the MAC with conferencing [12].
As a result, the correlation between the channel inputs is

√
β, whereβ is the fraction of power

that Encoder 2 transmits in coherence with Encoder 1. In contrast, the vector-quantizer does
exploit the source correlation and exhibits additional gain due to the correlation betweenV∗

andU∗
2 which is reflected by the larger correlation coefficient

√
ρ2β̄ + β. Nevertheless, when

C12 = ∞, the final maximization of both correlation expressions, each over its admissible
domain ofβ, yields an identical result. This is explained by the fact that the asymptotic product
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(29) is attained via the separation scheme by the rate pair

R1 =
1

2
log

2d2P

(
1 +

√
1− N(1−ρ2)

d2P

)

N(1− ρ2)

R2 =
1

2
log

1− ρ2

d2
,

and by the vector-quantizer via the rate pair

Rc =
1

2
log

2d2P

(
1 +

√
1− N(1−ρ2)

d2P

)

N(1− ρ2)

R2 =
1

2
log

1

d2
.

Consequently, the separation strategy which exploits the source correlation at the source-coding
part sends at a lowerR2 rate which in turn increases the admissible domain ofβ. For separation
scheme 1,C12 = R1, while for the vector-quantizerC12 = Rc +

1
2 log(1− ρ2).

Next, let us compare this asymptotic behavior to the asymptotic behavior of the vector-
quantizer without conferencing, when(d1, d2) satisfies (27), as reported in [1, Section IV.D]

lim
P/N≫1

d1d2 ≈
N

2P
· 1− ρ2

1 + ρ
. (30)

As noted in [1], the gain1− ρ2 in the numerator on the r.h.s. of (30) is due to the fact that the
receiver exploits the source correlation in joint-typicality decoding, while the gain1 + ρ in the
denominator is due to the correlationρ that the encoders build on the channel inputs(X1,X2).
The asymptotic expression (29) demonstrates that with unlimited unidirectional conferencing
capacity, both the vector quantizer and separation scheme 1, exploit the source correlation—
each in its own way— and increase the correlation on the channel inputs to2− N(1−ρ2)

2d2P
→ 2

for N
d2P

≪ 1.

E. High-SNR asymptotics with fixed conferencing capacity

We consider first the high-SNR asymptotics of source-channel separation scheme 1 when the
conferencing capacityC12 is fixed.

Corollary 5 The high-SNR asymptotics for separation scheme 1 for the Gaussian MAC with
fixed unidirectional conferencing capacityC12 = C satisfies

lim
N→0

d1d2 ≥
N(1− ρ2)

P1 + P2 + 2̺∗sep1

√
P1P2

(31)

provided thatd1 ≤ 1, d2 ≤ 1 and that(d1, d2) satisfy(27), where

̺∗sep1=

√

1− N(1− ρ2)

d1P1
2−2C

√

1− N(1− ρ2)

d2P2
. (32)

Proof: See Section VIII.

We consider next the high-SNR asymptotics of the vector-quantizer scheme when the con-
ferencing capacityC12 is fixed.
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Corollary 6 The high-SNR asymptotics for the vector-quantizer scheme for the Gaussian MAC
with fixed unidirectional conferencing capacityC12 = C satisfies

lim
N→0

d1d2 ≥
N(1− ρ2)(1− ρ̌2)

P1 + P2 + 2̺∗VQ

√
P1P2

(33)

provided thatd1 ≤ 1, d2 ≤ 1, and that(d1, d2) satisfy(27), where

ρ̌ , ρ
√

2−2R1(1− 2−2Rc)

Rc ≤ C12 − 1/2 log
(
1− ρ̌2

)
, (34)

and

̺∗VQ ≥ ρ2−C

√
N

d1P1

√
N

d2P2
+

√
1− N

d1P1
2−2C

√
1− N

d2P2
. (35)

Proof: See Section IX.

Next, we compare the maximum correlation that can be achieved by the two schemes when
P1 = P2 = P . For separation scheme 1 we obtain

̺∗sep1=

√

1− N(1− ρ2)

d1P
2−2C

√

1− N(1− ρ2)

d2P

≈
[
1− N(1− ρ2)

2d1P
2−2C

] [
1− N(1− ρ2)

2d2P

]

≈ 1− N

2P

(
2−2C

d1
+

1

d2

)
(1− ρ2), (36)

where in both approximation steps we use thatN
dνP

≪ 1, ν = 1, 2.
For the vector-quantizer we obtain

̺∗VQ ≥ ρ2−C

√
N

d1P

√
N

d2P
+

√
1− N

d1P
2−2C

√
1− N

d2P

≈ ρ2−C

√
N

d1P

√
N

d2P
+

[
1− N

2d1P
2−2C

] [
1− N

2d2P

]

≈ ρ2−C

√
N

d1P

√
N

d2P
+ 1− N

2P

(
2−2C

d1
+

1

d2

)
, (37)

where in both approximation steps we use thatN
dνP

≪ 1, ν = 1, 2.
Next, letd2 = d andd1 = αd in which case the r.h.s. of (36) yields

̺∗sep1= 1− N

2Pd

(
2−2C

α
+ 1

)
(1− ρ2), (38)

while the r.h.s. of (37) yields

̺∗VQ ≥ ρ
2−C

√
α

N

dP
+ 1− N

2Pd

(
2−2C

α
+ 1

)
. (39)

The r.h.s. of (39) is strictly larger than the r.h.s. of (38) as long as

ρ < 2 · 2−C√α

2−2C + α
. (40)

It is easy to verify thatα = 2−2C satisfies (40).
We conclude that:
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Corollary 7 With fixed conferencing capacity and symmetric average-power constraints, for
high-SNR, and (d1, d2) such thatlimN→0

N
d1P

= 0 and limN→0
N
d2P

= 0, separation scheme 1
is suboptimal in the sense of attaining the optimald1d2 given the system parameters(ρ, P,N).

III. PROOF OFTHEOREM 1

Lemma 1 For a multiple-access channel with unidirectional conferencing, let{X1,k}, {X2,k}
and{Yk} be the channel inputs and channel outputs of a coding scheme achieving a distortion
pair (D1,D2). Then, for everyδ > 0 there exists ann0(δ) > 0 such that for alln > n0(δ)

nRS1,S2
(D1 + δ,D2 + δ) ≤

n∑

k=1

I(X1,k,X2,k;Yk) (41)

nRS2|S1
(D2 + δ) ≤

n∑

k=1

I(X2,k;Yk|X1,k, Uk), (42)

for pX1,kX2,kUk
= pUk

pX1,k|Uk
pX2,k|Uk

.

Proof: By the definition of an achievable distortion pair(D1,D2) and the monotonicity
of RS1,S2

(∆1,∆2) in (∆1,∆2), for any δ > 0 there exists ann0(δ) > 0 such that for every
n > n0(δ)

nRS1,S2
(D1 + δ,D2 + δ)≤I(S1,S2;Y), (43)

as reported in [2, Appendix I]. Next,

I(S1,S2;Y) = h(Y)− h(Y|S1,S2)

= h(Y)−
n∑

k=1

h(Yk|S1,S2, Y
k−1)

(a)
= h(Y)−

n∑

k=1

h(Yk|S1,S2, Y
k−1,W,X1,k,X2,k)

(b)
= h(Y)−

n∑

k=1

h(Yk|X1,k,X2,k)

≤
n∑

k=1

h(Yk)−
n∑

k=1

h(Yk|X1,k,X2,k)

=

n∑

k=1

I(X1,k,X2,k;Yk). (44)

Here,(a) follows sinceW is a deterministic function ofS1 and by the encoding relations (4),
while (b) follows sinceYk ⊸−− (X1,k,X2,k) ⊸−− (S1,S2, Y

k−1,W ) is a Markov chain. The
combination of (43) and (44) establishes (41).

In a similar way

nRS2|S1
(D2 + δ) ≤ I(S2;Y|S1), (45)

as reported in [2, Appendix I]. Next,

I(S2;Y|S1) = h(Y|S1)− h(Y|S1,S2)

(c)
= h(Y|S1,W )−

n∑

k=1

h(Yk|S1,S2, Y
k−1,W )
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(d)
=

n∑

k=1

h(Yk|S1,W, Y k−1,X1,k)−
n∑

k=1

h(Yk|S1,S2,W, Y k−1,X1,k,X2,k)

≤
n∑

k=1

h(Yk|S1,W,X1,k)−
n∑

k=1

h(Yk|S1,S2,W, Y k−1,X1,k,X2,k)

(e)
=

n∑

k=1

h(Yk|S1,W,X1,k)−
n∑

k=1

h(Yk|S1,W,X1,k,X2,k)

=

n∑

k=1

I(X2,k;Yk|X1,k,S1,W )

=

n∑

k=1

I(X2,k;Yk|X1,k, Uk). (46)

Here, (c) follows sinceW is a deterministic function ofS1; (d) follows by the encoding
relations (4); and(e) follows sinceYk ⊸−− (X1,k,X2,k) ⊸−− (S1,S2, Y

k−1,W ) is a Markov
chain. Furthermore, in the last step we’ve definedUk = (S1,W ) in which case, by the definition
of the encoding relationX1 = ϕ

(n)
1 (S1), Uk satisfies the Markov chainX1,k ⊸−− Uk ⊸−− X2,k.

The combination of (46) and (45) establishes (42).

Lemma 2 For a multiple-access channel with unidirectional conferencing, let the sequences
{X1,k} and{X2,k} satisfy 1

n

∑n
k=1 E

[
X2

ν,k

]
≤ Pν , ν = 1, 2. LetYk = X1,k+X2,k+Zk, where

{Zk} are IID zero-mean variance-N Gaussian, andZk is independent of(X1,k,X2,k) for every
k. Define̺(X1,X2) ∈ [0, 1] by

̺(X1,X2) =
| 1n
∑n

k=1 E [X1,kX2,k] |√
( 1n
∑n

k=1 E
[
X2

1,k

]
)( 1n

∑n
k=1 E

[
X2

2,k

]
)
. (47)

Then,
n∑

k=1

I(X1,k,X2,k;Yk) ≤
n

2
log2

(
1 +

P1 + P2 + 2̺(X1,X2)
√
P1P2

N

)
(48)

n∑

k=1

I(X2,k;Yk|X1,k, Uk) ≤
n

2
log2

(
1 +

Var(X2|U)

N

)
(49)

for a Gaussian Markov tripleX1 ⊸−− U ⊸−− X2.

Proof: By the Max-Entropy Theorem [15, Theorem 11.1.1] and the factthat the variance
is always smaller than or equal to the second moment:

I(X1,X2;Y ) ≤ 1

2
log2

(
1 +

Var(X1 +X2)

N

)

≤ 1

2
log2

(
1 +

E
[
(X1 +X2)

2
]

N

)

=
1

2
log2

(
1 +

E
[
X2

1

]
+ E

[
X2

2

]
+ 2E [X1X2]

N

)
.

This step reduces the multiple access problem to the problemof transmitting the source(S1,S2)
over a point to point AWGN channel of input power constraintE

[
(X1 +X2)

2
]
. The first

inequality (48) follows now from the proof of the converse in[16, Section III] using Jensen’s
inequality.
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For the second inequality (49), again apply the Max-EntropyTheorem conditioned onU = u,
and then use Jensen’s inequality

I(X2;Y |X1, U) ≤
∫

1

2
log2

(
1 +

Var(X2|U = u)

N

)
dPU (u)

≤ 1

2
log2

(
1 +

Var(X2|U)

N

)
.

It remains to show that for evaluating the upper bound it is sufficient to consider only Gaussian
distributions. The proof follows the same lines as the proofof the main result in [10] and is
omitted (see also [17, Lemma 3.15, and Appendix B.2]).

The last step in evaluating the upper bound, follows from tworesults from Maximum
Correlation Theory, which are stated now. First, we recall Witsenhausen’s lemma.

Lemma 3 [18, Theorem 1, p. 105] Consider a sequence of independent (across the time) pairs
of random variables{(Xk, Yk)} and two Borel measurable arbitrary functionsg1,k, g2,k : R → R
satisfying

E [g1,k(Xk)] = E [g2,k(Yk)] = 0,

E

[(
g1,k(Xk)

)2]
= E

[(
g2,k(Yk)

)2]
= 1.

Define

̺∗ , sup
g1,k,g2,k
1≤k≤n

E [g1,k(Xk)g2,k(Yk)] . (50)

Then, for any two Borel measurable arbitrary functionsg
(n)
1 , g

(n)
2 : Rn → R satisfying

E[g
(n)
1 (X)] = E[g

(n)
2 (Y)] = 0,

E

[(
g
(n)
1 (X)

)2]
= E

[(
g
(n)
2 (Y)

)2]
= 1,

and for length-n sequencesX andY, we have

sup
g(n)
1 ,g(n)

2

E
[
g
(n)
1 (X)g

(n)
2 (Y)

]
≤ ̺∗.

When{(Xk, Yk)} is IID, we define̺∗ = ̺(X,Y ) where

̺(X,Y ) , sup
g1,g2

E
[
g1(X)g2(Y )

]
.

The second result states that when(Xk, Yk) is a bivariate Gaussian, the supremum in (50) is
obtained by linear mappings, as stated in the following lemma.

Lemma 4 [19, Lemma 10.2, p. 182] Consider two jointly Gaussian random variablesW1,k

andW2,k with correlation coefficientρk. Then,

sup
g1,k,g2,k

E [g1,k(W1,k)g2,k(W2,k)] = |ρk|,

where the supremum is taken over all functionsgi,k : R → R, satisfyingE [gi,k(Wi,k)] = 0 and
E
[
(gi,k(Wi,k))

2
]
= 1, i ∈ {1, 2}.
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Using Witsenhausen’s lemma we may upper-bound̺(X1,X2) as follows

̺(X1,X2) ≤ sup
ϕ(n)

1 ,ϕ(n)
2

1≤k≤n

E

[
ϕ
(n)
1,k(S1)ϕ

(n)
2,k (S2,W )

]

= sup
ϕ(n)

1 ,ϕ(n)
2

1≤k≤n

E

[
ϕ
(n)
1,k(S1)ϕ

(n)
2,k (S2, f

(n)(S1))
]

(a)

≤ sup
ϕ(n)

1 ,ϕ(n)
2

1≤k≤n

E

[
ϕ
(n)
1,k(S1)ϕ

(n)
2,k (S2,S1)

]

(b)

≤ sup
ϕ1,k,ϕ2,k

E[ϕ1,k(S1,k)ϕ2,k(S2,k, S1,k)]. (51)

Here,(a) follows sincef (n) : Rn → W is a deterministic function ofS1, and(b) follows since
(S1,S2) is IID generated, hence Lemma 3 applies.

Next, define

sup
ϕ1,ϕ2

E [ϕ1(S1)ϕ2(S2, S1)] , ̺(S1, (S1, S2)).

Then

̺(S1, (S1, S2)) = ̺(S1, (S1, S2 − ρS1))
(c)
= ̺(S1, S1)

(d)
= ̺(S1, S1) + ̺(S1, S2 − ρS1). (52)

Here,
(c) follows since conditioned onS1, the random variableS2 − ρS1 is independent ofS1 and

therefore

E [ϕ(S1)|S1, S2 − ρS1] = E [ϕ(S1)|S1] ,

in which case(c) follows by the fact that ifX ⊸−− Y ⊸−− Z then̺(X, (Y,Z)) = ̺(X,Y )
(see [20, Proof of inequality (7)]).

(d) follows since̺(S1, S2 − ρS1) = 0 due to the fact thatS2 − ρS1 is uncorrelated withS1.

Consider the maximiziation of̺(X1,X2) subject to the conditional rate-distortion constraint
following from (42) and (49),

RS2|S1
(D2) ≤

1

2
log2

(
1 +

Var(X2|U)

N

)
. (53)

• Recall that the upper bound on the r.h.s. of (53) is attained by jointly Gaussian(X1, U,X2).
• Conditioned onS1 the energy-distortion tradeoff for attainingRS2|S1

(D2) is achieved by
uncoded transmission ofS2 − ρS1 by Encoder 2. Moreover, by (52) any linear function
of S2− ρS1 which Encoder 2 transmits does not interfere with the correlation that is built
via the transmission ofS1 by both encoders.

• For a jointly Gaussian(X1, U,X2) such thatX1 ⊸−− U ⊸−− X2 we have Var(X2|U) ≤
Var(X2|X1).

• We use a perturbation argument to argue that uncoded transmission ofS1 at both encoders
maximizes̺(X1,X2). This is true since by [20, Theorem 1] ifZ is independent of the
pair (X,Y ) then̺(X,Y + λZ), λ ∈ R is continuous atλ = 0. Suppose that Encoder 2
acquires via the conference channel the sequenceS̃1 where S̃1,k = S1,k + λZ̃k, λ ∈ R
and {Z̃k} consists of IID zero mean variancẽN Gaussians that are independent of the
source sequence. By Lemmas 3 and 4 uncoded transmission of{S1,k} by Encoder 1 and



20

✒✑
✓✏
+

❄

Zk

Yk✲

ϕ
(n)
1 (·)

ϕ
(n)
2,2 (·)

❙
❙
❙
❙
❙
❙✇PPPPPq

✟✟✟✟✟✯

ϕ
(n)
2,1 (·)

X1,k

˜̃X2,k

X̃2,k φ
(n)
1 (·)

φ
(n)
2 (·)

S1,k✲

S1,k✲

S2,k − ρS1,k✲

✲
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Fig. 8. Decomposition of Encoder 2 for evaluation of the maximum correlation withC12 = ∞

{S̃1,k} by Encoder 2 maximizes̺(X1,X2). Since the rate-distortion region is a continuous
function of λ2Ñ , the limit of the rate-distortion region attained by the above strategy as
λ → 0 converges to the solution to the constrained maximum of (51).

Consequently, for the solution to the constrained maximum of (51) we may assume that
Encoder 2 is split into two separate sub-encoders, with respective inputs(S1, S2 − ρS1),

respective outputs(X̃2,k,
˜̃X2,k) which are linear functions of the inputs and aggregate normalized

power constraint

1

n
E

[
n∑

k=1

(X̃2,k +
˜̃X2,k)

2

]
≤ 1.

This decomposition is shown in Fig. 8.

Thus, for0 ≤ β ≤ 1, consider the linear mappings

ϕ1(S1) =
1

σ
S1

ϕ2(S1, S2) =

√
β̄

σ
(S2 − ρS1) +

√
β(1 − ρ2) + ρ2

σ
S1

=

√
β̄

σ
S2 +

1

σ

[√
ρ2β̄ + β −

√
ρ2β̄

]
S1.

It can be verified that, as required by Lemma 3,

E [ϕ1(S1)] = E [ϕ2(S1, S2)] = 0

E
[
(ϕ1(S1))

2
]
= E

[
(ϕ2(S1, S2))

2
]
= 1,

while

E [ϕ1(S1)ϕ2(S2, S1)] =

√
ρ2β̄ + β. (54)

Furthermore, for this set of linear mappings the random variableU which satisfies
ϕ1(S1) ⊸−− U ⊸−− ϕ2(S1, S2), and is jointly Gaussian with(ϕ1(S1), ϕ2(S1, S2)), is U = S1

in which case

Var(X2|U) = Var(ϕ2(S1, S2)|U) =
β̄

σ2
Var(S2|S1) = β̄(1− ρ2). (55)

Thus, the set of laws over which̺(X1,X2) is maximized are those for whichU = X1 hence
they simultaneously maximize the r.h.s. of (49) as well.

The combination of (41), (48), (51) and (54) establishes theupper bound (9) in Theorem 1.
The combination of (42), (49), and (55) establishes the upper bound (10) in Theorem 1.
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IV. PROOF OFTHEOREM 2

A. Coding scheme

Fix someǫ > 0 and a rate tuple(R1, R2, Rc).

Code Construction: Three codebooksC1, C2 and Cc are generated independently. Code-
book Ci, i ∈ 1, 2, consists of2nRi codewords{Ui(1),Ui(2), . . . ,Ui(2

nRi)}. The codewords
are drawn independently uniformly over the surface of the centeredRn-sphereSi of radius
ri =

√
nσ2(1− 2−2Ri). CodebookCc, consists of2nRc codewords

{V(1),V(2), . . . ,V(2nRc)}. The codewords are drawn independently uniformly over the surface
of the centeredRn-sphereSc of radiusrc =

√
nσ22−2R1(1− 2−2Rc).

Partition randomly the codebookCc into
(
1− ρ22−2R1

(
1− 2−2Rc

))n

2 2n(Rc+δ(ǫ)) bins, each
of size

Mb ,
(
1− ρ22−2R1

(
1− 2−2Rc

))−n

2 2−nδ(ǫ), (56)

and for any codewordv(k) let b(k) denote the index of the bin containingv(k).

For everyw, v ∈ Rn where neitherw nor v are the zero-sequence, denote the angle between
w andv by ∢(w, v). i.e.,

cos∢(w, v) ,
〈w, v〉
‖w‖‖v‖ .

Encoding: Given the source sequences(s1, s2), let F(si, Ci) be the set defined by

F(si, Ci) ,
{

ui ∈ Ci :
∣∣∣cos∢(si,ui)−

√
1− 2−2Ri

∣∣∣ ≤
√

1− 2−2Riǫ
}
. (57)

Encoder 1 vector-quantizess1 in two steps as follows:
1) If F(s1, C1) 6= ∅ it forms the vectoru∗

1 by choosing it as the codewordu1(j
∗) ∈ F(s1, C1)

wherej∗ minimizes | cos∢(s1,u1(j)) −
√
1− 2−2R1 |, while if F(s1, C1) = ∅ then u∗

1 is
the all-zero sequence.

2) Let
ZQ1

, S1 − U∗
1. (58)

Let F(zQ1
, Cc) be the set defined by

F(zQ1
, Cc) ,

{
v ∈ Cc :

∣∣∣cos∢(zQ1
, v)−

√
1− 2−2Rc

∣∣∣ ≤
√

1− 2−2Rcǫ
}
. (59)

If F(zQ1
, Cc) 6= ∅ it forms the vectorv∗ by choosing it as the codewordv(k∗) ∈ F(zQ1

, Cc)
wherek∗ minimizes| cos∢(zQ1

, v(k))−
√
1− 2−2Rc|, while if

F(zQ1
, Cc) = ∅ thenv∗ is the all-zero sequence.

The channel inputX1 is now given by (12).
Since the codebooksC1 and Cc are drawn over the centeredRn-spheres of radiir1 =√
σ2(1− 2−2R1) and rc =

√
σ22−2R1(1− 2−2Rc), respectively, and (as shown in Lemma 42

ahead) the codewordsU∗
1 andV∗ are uncorrelated, the channel inputX1 satisfies the average-

power constraint.
Encoder 1 informs Encoder 2 onv(k∗) by sending Encoder 2 the bin-indexb(k∗) over the

unidirectional conference channel.

Encoder 2 vector-quantizess2 as follows:

If F(s2, C2) 6= ∅ it forms the vectoru∗
2 by choosing it as the codewordu2(j

∗) ∈ F(s2, C2)
where j∗ minimizes | cos∢(s2,u2(j)) −

√
1− 2−2R2 |, while if F(s2, C2) = ∅ then u∗

2 is the
all-zero sequence.



22

Encoder 2 acquires the codewordv(k∗) by choosing among the codewords within binb(k∗)
the codewordv(k∗) such that

|ρv,s2 − cos∢(v(k∗), s2)| ≤ 5ǫ,

whereρv,s2 , ρ
√

2−2R1(1− 2−2Rc).
The channel inputX2 is now given by (13). Since the codebooksC2 and Cc are drawn

over the centeredRn-spheres of radiir1 =
√

σ2(1− 2−2R2) andrc =
√

σ22−2R1(1− 2−2Rc),
respectively, and (as shown in Lemma 43 ahead) the codewordsU∗

2 andV∗ are correlated, the
channel inputX2 satisfies the average-power constraint.

Reconstruction: The receiver’s estimate(Ŝ1, Ŝ2) of the source pair(S1,S2) is obtained via
the channel outputY in two steps. First, the receiver makes a guess(Û1, V̂, Û2) of the tuple
(U∗

1,V∗,U∗
2) by choosing among all “jointly typical” tuples(u1, v,u2) ∈ C1 × Cc × C2 the

tuple whose linear combinationa1,1U1 + a2,1U2 + (a1,2 + a2,2)V has the smallest distance to
the received sequenceY. More formally, let F̄(C1, Cc, C2) be the set of triplets(u1, v,u2) ∈
C1 × Cc × C2 such that

|ρ̃− cos∢(u1,u2)| ≤ 7ǫ

|ρ̄− cos∢(v,u2)| ≤ 7ǫ

| cos∢(v,u1)| ≤ 3ǫ, (60)

where(ρ̃, ρ̄) are defined in (19), and for any tuple(u1, v,u2) define

Xu1,v,u2
, a1,1u1 + a2,1u2 + (a1,2 + a2,2)v

= a1,1u1 + a2,1u2 + αv,

whereα , a1,2 + a2,2. Then the receiver forms its estimate by choosing

(Û1, V̂, Û2) = arg min
(u1,v,u2)∈F̄(C1,Cc,C2)

‖Y − Xu1,v,u2
‖2. (61)

If the channel outputY and the codebooks are such that there doesn’t exist a member in
F̄(C1, Cc, C2) that minimizes the r.h.s. in (61), then(Û1, V̂, Û2) are chosen to be the all-zero
sequences.

In the second step, the receiver forms its estimates(Ŝ1, Ŝ2) of the source pair(S1,S2)
according to (14).

B. Expected distortion

Similarly to [1], to analyze the expected distortion we firstshow that, when the rate constraints
(18) are satisfied, the asymptotic normalized distortion ofthe proposed scheme remains the
same as that of a genie-aided scheme in which the genie provides the decoder with the
triplet (U∗

1,V∗,U∗
2). The genie-aided decoder forms its estimate(Ŝ1

G, Ŝ2
G) based on(U∗

1,V∗,U∗
2)

according to (14) and ignores its guess(Û1, V̂, Û2) produced in the first decoding step. Hence,
(Ŝ1

G, Ŝ2
G) is defined by

Ŝ1
G = γ1,1U∗

1 + γ1,2U∗
2 + γ1,3V∗

Ŝ2
G = γ2,1U∗

1 + γ2,2U∗
2 + γ2,3V∗, (62)

with γ1,1, γ1,2, γ1,3, γ2,1, γ2,2, γ2,3 as in (15).
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Proposition 4 If (R1, R2, Rc) satisfy

R1 <
1

2
log

(
β̄1P1

(
1− ρ̃2

)
+N − ρ̄2

(
β̄1P1 +N

)

N (1− ρ̃2)− ρ̄2N

)

R2 <
1

2
log

(
β̄2P2

(
1− ρ̃2 − ρ̄2

)
+N

N (1− ρ̃2 − ρ̄2) + λ2

)

Rc <
1

2
log

(
η2
(
1− ρ̃2 − ρ̄2

)
+N

(
1− ρ̃2

)

N (1− ρ̃2 − ρ̄2) + λc

)

R1 +R2 <
1

2
log

(
λ12 − β̄2P2ρ̄

2 +N(
1− β̄2P2ρ̄2λ12

−1
)
N (1− ρ̃2 )

)

R1 +Rc <
1

2
log

(
(λ1c +N)

(
β̄1P1 + η2

)

λ1cN

)

R2 +Rc <
1

2
log

(
λ2c − β̄2P2ρ̃

2 +N(
1− β̄2P2ρ̃2λ2c

−1
)
N (1− ρ̄2 )

)

R1 +R2 +Rc <
1

2
log

(
λ12 + 2ηρ̄

√
β̄2P2 + η2 +N

N (1− ρ̃2 ) (1− ρ̄2 )

)

C12 > Rc +
1

2
log
(
1− ρ22−2R1

(
1− 2−2Rc

))
, (63)

then
lim
n→∞

1

n
E

[
‖Sν − Ŝν‖2

]
≤ lim

n→∞

1

n
E

[
‖Sν − Ŝν

G‖2
]
, ν = 1, 2 .

Proof: Follows from Proposition 6 (which appears in the Appendix) by first lettingn → ∞
and thenǫ → 0 andδ → 0.

By Proposition 4, to analyze the distortion achievable by our scheme it suffices to analyze
the genie-aided scheme.

Proposition 5 The distortion pair(D1,D2) of the genie-aided scheme satisfies

D1 ≤ σ22−2(R1+Rc)
1− ρ2

(
1− 2−2R2

)

1− ρ2 (1− 2−2R2)
(
1− 2−2(R1+Rc)

) + ξ′(δ, ǫ)

D2 ≤ σ22−2R2
1− ρ2

(
1− 2−2(R1+Rc)

)

1− ρ2 (1− 2−2R2)
(
1− 2−2(R1+Rc)

) + ξ′(δ, ǫ),

where lim
δ,ǫ→0

ξ′ (δ, ǫ) = 0.

Proof: See Appendix.

V. PROOF OFPROPOSITION3

Let (S1, S2) be a pair of zero-mean jointly Gaussian random variables with covariance matrix
as per (2). LetP(D1,D2) be the set of triples(U, V,W ) jointly Gaussian with(S1, S2) such
that

1) U ⊸−− (S2,W ) ⊸−− (S1,W ) ⊸−− V andW ⊸−− S1 ⊸−− S2 are Markov chains,
2) σ2

S1|U,V,W
≤ D1 , σ2

S2|U,V,W
≤ D2.
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This set can be defined as follows. Independently of(S1, S2) draw a triplet of independent
random variablesN (w) ∼ N(0, σ2

N (w)), N (u) ∼ N(0, σ2
N (u)) and N (v) ∼ N(0, σ2

N (v)), and
define

W = S1 +N (w)

U = a1uW + a2uS2 +N (u)

V = a1vW + a2vS1 +N (v).

Then,

RG(D1,D2) =
⋃

(U,V,W )∈P(D1,D2)

{
(R0, R1, R2) : R0 ≥

1

2
log

(
σ2
W |S2

σ2
W |S1

)

R1 ≥
1

2
log

(
σ2
V |U,W

σ2
V |S1,W

)

R2 ≥
1

2
log

(
σ2
U |V,W

σ2
U |S2,W

)

R1 +R2 ≥
1

2
log

(
|KSS |∣∣KSS|UVW

∣∣

)}
,

whereKSS|UVW is the covariance matrix of(S1, S2) conditioned on(U, V,W ).

Defining σ2
u ,

σ2

N(u)

a2
2u

, σ2
v ,

σ2

N(v)

a2
2v

andσ2
w , σ2

N (w) the result follows since

σ2
W |S2

σ2
W |S1

= 1 +
σ2(1− ρ2)

σ2
w

σ2
V |U,W

σ2
V |S1,W

= 1 +
σ2

σ2
v

(
1− ρ2

)
+ σ2

u

σ2

1 + σ2(1−ρ2)
σ2
w

+ σ2
u

(
1
σ2
w

+ 1
σ2

)

σ2
U |V,W

σ2
U |S2,W

= 1 +
σ2

σ2
u

1 + σ2
(

1
σ2
w

+ 1
σ2
v

) (
1− ρ2

)

1 + σ2
(

1
σ2
w

+ 1
σ2
v

) ,

and

σ2
S1|U,V,W

= σ2
1 + σ2

σ2
u

(
1− ρ2

)

∆

σ2
S2|U,V,W

= σ2
1 + σ2

(
1− ρ2

) (
1
σ2
v

+ 1
σ2
w

)

∆

where

∆ , 1 +
σ2

σ2
u

+ σ2

(
1 +

σ2

σ2
u

(
1− ρ2

))( 1

σ2
v

+
1

σ2
w

)

=
|KSS |∣∣KSS|UVW

∣∣ .

VI. PROOF OFTHEOREM 3

The high-SNR asymptotics for the multiple-access problem, whenC12 = ∞, can be obtained
from the necessary condition for the achievability of a distortion pair (D1,D2) in Theorem 1,
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and from the sufficient conditions for the achievability of adistortion pair(D1,D2) derived
from Corollary 1.

First we recall the rate-distortion function of a bivariateGaussian.

Theorem 4 [7],[1, Theorem III.1] The rate-distortion functionRS1,S2
(D1,D2) is given by

RS1,S2
(D1,D2) =





1
2 log

+
2

(
σ2

Dmin

)
if (D1,D2) ∈ D1

1
2 log

+
2

(
σ4(1−ρ2)
D1D2

)
if (D1,D2) ∈ D2

1
2 log

+
2

(
σ4(1−ρ2)

D1D2−(ρσ2−̺(D1,D2))2

)
if (D1,D2) ∈ D3

where

̺(D1,D2) ,
√

(σ2 −D1)(σ2 −D2),

log+2 (x) , max{0, log2(x)}, and Dmin , min{D1,D2}, and the regionsDi, i = 1, 2, 3 are
defined by

D1 ,

{
(D1,D2) :

(
0 ≤ D1 ≤ υ,D2 ≥ υ + ρ2D1

)
or

(
υ < D1 ≤ σ2, υ + ρ2D1 ≤ D2 ≤

D1 − υ

ρ2

)}

D2 ,

{
(D1,D2) : 0 ≤ D1 ≤ υ, 0 ≤ D2 < (υ −D1)

σ2

σ2 −D1

}

D3 ,

{
(D1,D2) :

(
0 ≤ D1 ≤ υ, (υ −D1)

σ2

σ2 −D1
≤ D2 < υ + ρ2D1

)
or

(
υ < D1 ≤ σ2,

D1 − υ

ρ2
< D2 < υ + ρ2D1

)}
,

with υ , σ2(1− ρ2).

By Corollary 1, when the conferencing capacity is unlimited, it follows that any normalized
distortion pair(d1, d2) satisfyingd1 ≤ 1, d2 ≤ 1 and

d1 ≥
N

δ21
(64)

d2 ≥
N

β̄P2
(65)

d1d2 =
N(1− ρ̆2)

P1 + P2 + 2
√

(ρ̆2β̄ + β)P1P2

, 0 ≤ β < 1 (66)

whereρ̆ = ρ
√

(1− d1)(1− d2), is achievable.
Next, if

lim
N→0

N

d1P1
= 0 and lim

N→0

N

d2P2
= 0, (67)

then (64) and (65) are satisfied for sufficiently smallN and some0 ≤ β < 1. Thus, for
N sufficiently small, any pair(d1, d2) satisfying (66) and (67) is achievable provided thatβ
satisfies the constraint imposed by (65). However, if(d1, d2) satisfies (66) then the following
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pair of inequalities holds

d2 ≤
N

d1P1
, and d1 ≤

N

d2P2
. (68)

Combining (68) with the expression of̆ρ yields that if in addition to (66) the pair(d1, d2)
satisfies (67), then̆ρ → ρ asN → 0. In conclusion, the sufficient condition yields that, if a
pair (d1, d2) satisfies (66) and (67), then

lim
N→0

P1 + P2 + 2
√

(ρ2β̄ + β)
√
P1P2

N
d1d2 ≤ (1− ρ2). (69)

Now, let (D∗
1 ,D

∗
2) be a distortion pair of an optimal scheme. Then, by the upper bound (9)

in Theorem 1 we have that for some0 ≤ β < 1

RS1,S2
(D∗

1 ,D
∗
2) ≤

1

2
log2

(
1 +

P1 + P2 + 2
√

(ρ2β̄ + β)
√
P1P2

N

)
. (70)

If (D∗
1 ,D

∗
2) satisfies

lim
N→0

N

D∗
1P1

= 0 , and lim
N→0

N

D∗
2P2

= 0, (71)

then forN small enough

RS1,S2
(D∗

1 ,D
∗
2) =

1

2
log+2

(
σ4(1− ρ2)

D∗
1D

∗
2

)
, (72)

by Theorem 4 and the fact that(D∗
1,D

∗
2) ∈ D2. The combination of (70) and (72) implies that

if (D∗
1 ,D

∗
2) satisfies (71), then

lim
N→0

P1 + P2 + 2
√

(ρ2β̄ + β)
√
P1P2

N
d1d2 ≥ (1− ρ2). (73)

Remark 5 To check consistency, note that for every(D∗
1 ,D

∗
2) ∈ D2 the rate-distortion function

RS1,S2
(D∗

1 ,D
∗
2) satisfies

RS1,S2
(D∗

1,D
∗
2) =

1

2
log+2

(
σ4(1− ρ2)

D∗
1D

∗
2

)

=
1

2
log+2

(
σ2

D∗
1

)
+

1

2
log+2

(
σ2(1− ρ2)

D∗
2

)

= RS1
(D∗

1) +RS2|S1
(D∗

2).

Consequently, asN → 0, by the upper bound(10) in Theorem 1

1

2
log+2

(
σ2(1− ρ2)

D∗
2

)
≤ 1

2
log2

(
β̄P2(1− ρ2)

N

)
(74)

i.e. D∗
2 ≥ σ2 N

β̄P2
as assumed in(65).

The combination of (69) with (73) and (74) implies that the high-SNR asymptotics for the
Gaussian MAC with unlimited unidirectional conferencing capacity satisfies, for some0 ≤ β ≤
1− N

d∗

2P2
,

lim
N→0

P1 + P2 + 2
√

(ρ2β̄ + β)
√
P1P2

N
d∗1d

∗
2 = (1− ρ2),
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provided thatd∗1 ≤ 1, d∗2 ≤ 1, and that(d∗1, d
∗
2) satisfy (24). It remains to optimize the correlation

̺(β) overβ subject to the constraint (65),

̺∗ = sup
β̄≥ N

d∗
2
P2

√
ρ2β̄ + β =

√
ρ2

N

d∗2P2
+ (1− N

d∗2P2
) =

√
1− N(1− ρ2)

d∗2P2
,

and clearly̺∗VQ = ̺∗ –i.e. the maximal correlation attained by the VQ scheme equals ̺∗ since
it is the same function ofβ and it is defined over the same domain.

This concludes the proof of Theorem 3.

VII. PROOF OFCOROLLARY 2

By Proposition 1 and (22), when the conferencing capacity isunlimited, it follows that any
normalized distortion pair(d1, d2) satisfyingd1 ≤ 1, d2 ≤ 1 and

d1 ≥
N(1− ρ2)

P1 + P2 + 2
√
βP1P2

(75)

d2 ≥
N(1− ρ2)

β̄P2
(76)

d1d2 =
N(1− ρ2)γ(d1, d2)

2(P1 + P2 + 2
√
βP1P2)

0 ≤ β < 1 (77)

whereγ(d1, d2) = 1 +
√

1 + 4ρ2d1d2

(1−ρ2)2 is achievable.
Next, if

lim
N→0

N

d1P1
= 0 , and lim

N→0

N

d2P2
= 0, (78)

then (75) and (76) are satisfied for sufficiently smallN and some0 ≤ β < 1. Thus, forN
sufficiently small, any pair satisfying (77) and (78) is achievable provided thatβ satisfies the
constraint imposed by (76).
Since γ(d1, d2) ≥ 2, a distortion pair(d1, d2) is achievable by source-channel separation
scheme 1 if, and only if,

lim
N→0

P1 + P2 + 2
√
βP1P2

N
d1d2 ≥ (1− ρ2).

It remains to optimize the correlation̺sep1(β) overβ subject to the constraint (76),

̺∗sep1= sup
β̄≥N(1−ρ2)

d2P2

√
β =

√

1− N(1− ρ2)

d2P2
.

This concludes the proof of Corollary 2.

VIII. P ROOF OFCOROLLARY 5

By Proposition 1 and [10], for a fixed conferencing capacityC12 = C, it follows that any
normalized distortion pair(d1, d2) satisfyingd1 ≤ 1, d2 ≤ 1 and

d1 ≥
N

β̄1P1
(1− ρ2)2−2C (79)

d2 ≥
N

β̄2P2
(1− ρ2) (80)

d1d2 =
N(1− ρ2)

P1 + P2 + 2
√
P1P2

√
β1β2

, 0 ≤ β1, β2 < 1 (81)
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is achievable.
Next, if (27) holds then (79) and (80) are satisfied for sufficiently smallN and some0 ≤
β1, β2 < 1. Thus, forN sufficiently small, any pair satisfying (27) and (81), is achievable
provided that(β1, β2) satisfy the constraints imposed by (79) and (80).

It remains to optimize the correlation̺sep1(β1, β2) over (β1, β2) subject to the constraints
(79) and (80).

̺∗sep 1= sup
β̄1≥

N(1−ρ2)

d1P1
2−2C , β̄2≥

N(1−ρ2)

d2P2

√
β1β2

=

√

1− N(1− ρ2)

d1P1
2−2C

√

1− N(1− ρ2)

d2P2
. (82)

This concludes the proof of Corollary 5.

IX. PROOF OFCOROLLARY 6

By Theorem 2, for a fixed conferencing capacityC12 = C, it follows that any normalized
distortion pair(d1, d2) satisfyingd1 ≤ 1, d2 ≤ 1 and

d1 ≥
N

β̄1P1
2−2C (83)

d2 ≥
N

β̄2P2
(84)

d1d2 =
N(1− ρ2)(1 − ρ̌2)

P1 + P2 + 2
√
P1P2

(
ρ
√

β̄1β̄2 +
√
β1β2

) , 0 ≤ β1, β2 < 1 (85)

is achievable.
Next, if (27) holds then (83) and (84) are satisfied for sufficiently smallN and some0 ≤
β1, β2 < 1. Thus, forN sufficiently small, any pair satisfying (27) and (85), is achievable
provided that(β1, β2) satisfy the constraints imposed by (83) and (84).

It remains to optimize the correlation̺VQ(β1, β2) over(β1, β2) subject to the constraints (83)
and (84). Instead we compute a lower bound on̺∗VQ by evaluating̺ VQ(β̄1 = N

d1P1
2−2C , β̄2 =

N
d2P2

),

̺∗VQ , sup
β1,β2

(ρ

√
β̄1β̄2 +

√
β1β2)

≥ ρ

√
N

d1P1
2−2C

√
N

d2P2
+

√
1− N

d1P1
2−2C

√
1− N

d2P2
(86)

This concludes the proof of Corollary 6.

APPENDIX

The first step in the calculation of the expected distortion of the vector-quantizer scheme is
showing that under certain rate constraints the normalizedasymptotic distortion of the genie-
aided scheme is the same as for the originally proposed scheme.

Proposition 6 For everyδ > 0 and 0 < ǫ < 0.3 there exists ann′(δ, ǫ) such that for alln >
n′(δ, ǫ),

1

n
E

[
‖Sν − Ŝν‖2

]
≤ 1

n
E

[
‖Sν − Ŝν

G‖2
]
+ 2σ2

(
ǫ+

(
126

√
1 + ǫ+ 226

)
δ
)

, ν = 1, 2
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whenever(R1, R2, Rc) is in the rate regionR(ǫ) given by

R(ǫ) =

{
R1 ≤

1

2
log

(
β̄1P1

(
1− ρ̃2

)
+N − ρ̄2

(
β̄1P1 +N

)

N (1− ρ̃2)− ρ̄2N
− κ1ǫ

)

R2 ≤
1

2
log

(
β̄2P2

(
1− ρ̃2 − ρ̄2

)
+N

N (1− ρ̃2 − ρ̄2) + λ2
− κ2ǫ

)

Rc ≤
1

2
log

(
η2
(
1− ρ̃2 − ρ̄2

)
+N

(
1− ρ̃2

)

N (1− ρ̃2 − ρ̄2) + λc
− κ3ǫ

)

R1 +R2 ≤
1

2
log

(
λ12 − β̄2P2ρ̄

2 +N(
1− β̄2P2ρ̄2λ12

−1
)
N (1− ρ̃2 )

− κ4ǫ

)

R1 +Rc ≤
1

2
log

(
(λ1c +N)

(
β̄1P1 + η2

)

λ1cN
− κ5ǫ

)

R2 +Rc ≤
1

2
log

(
λ2c − β̄2P2ρ̃

2 +N(
1− β̄2P2ρ̃2λ2c

−1
)
N (1− ρ̄2 )

− κ6ǫ

)

R1 +R2 +Rc ≤
1

2
log

(
λ12 + 2ηρ̄

√
β̄2P2 + η2 +N

N (1− ρ̃2 ) (1− ρ̄2 )
− κ7ǫ

)

C12 ≥ Rc +
1

2
log
(
1− ρ22−2R1

(
1− 2−2Rc

))
}

whereκ1, κ2, κ3, κ4, κ5, κ6 and κ7 depend only onP1, P2, ρ̃, ρ̄, β1, β2, andN.

Proof of Proposition 6

We show that for any(R1, R2, Rc) ∈ R(ǫ) and sufficiently largen, the probability of a

decoding error, and consequentlyPr
[
(Ŝ1, Ŝ2) 6= (Ŝ1

G, Ŝ2
G)
]

is arbitrarily small. To this end, we
consider the event consisting of all tuples(s1, s2, C1, C2, Cc, z) for which there exists a triplet
(ũ1, ṽ, ũ2) 6= (u∗

1, v∗,u∗
2) in C1 × Cc × C2 that satisfies conditions (60) of the reconstructor, and

for which the Euclidean distance betweenXũ1,ṽ,ũ2
and y is smaller or equal to the Euclidean

distance betweenXu∗

1,v∗,u∗

2
andy.

This event is split into seven sub-events:

EÛ = EÛ1
∪ EÛ2

∪ EV̂ ∪ E(Û1,Û2) ∪ E(Û1,V̂) ∪ E(Û2,V̂) ∪ E(Û1,Û2,V̂)

where

EÛ1
=
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ1 ∈ C1 \ {u∗

1} s.t. |ρ̃− cos∢(ũ1,u∗
2)| ≤ 7ǫ,

and | cos∢(ũ1, v∗)| ≤ 3ǫ, and‖y − Xũ1,v∗,u∗

2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2
}

(87)

EÛ2
=
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ2 ∈ C2 \ {u∗

2} s.t. |ρ̃− cos∢(u∗
1, ũ2)| ≤ 7ǫ,

and |ρ̄− cos∢(ũ2, v∗)| ≤ 7ǫ, and‖y − Xu∗

1 ,v∗,ũ2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2
}

(88)

EV̂ =
{
(s1, s2, C1, C2, Cc, z) : ∃ ṽ ∈ Cc \ {v∗} s.t. | cos∢(u∗

1, ṽ)| ≤ 3ǫ,

and |ρ̄− cos∢(u∗
2, ṽ)| ≤ 7ǫ, and‖y − Xu∗

1,ṽ,u
∗

2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2
}

(89)

E(Û1,Û2) =
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ1 ∈ C1 \ {u∗

1} and∃ ũ2 ∈ C2 \ {u∗
2} s.t.

|ρ̃− cos∢(ũ1, ũ2)| ≤ 7ǫ,and | cos∢(ũ1, v∗)| ≤ 3ǫ,
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and |ρ̄− cos∢(ũ2, v∗)| ≤ 7ǫ,and |y − Xũ1,v∗,ũ2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2
}

(90)

E(Û1,V̂) =
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ1 ∈ C1 \ {u∗

1} and∃ ṽ ∈ Cc \ {v∗} s.t.

|ρ̃− cos∢(ũ1,u∗
2)| ≤ 7ǫ,and | cos∢(ũ1, ṽ)| ≤ 3ǫ,

and |ρ̄− cos∢(u∗
2, ṽ)| ≤ 7ǫ,and |y − Xũ1,ṽ,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2
}

(91)

E(Û2,V̂) =
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ2 ∈ C2 \ {u∗

2} and∃ ṽ ∈ Cc \ {v∗} s.t.

|ρ̃− cos∢(u∗
1, ũ2)| ≤ 7ǫ,and | cos∢(u∗

1, ṽ)| ≤ 3ǫ,

and |ρ̄− cos∢(ũ2, ṽ)| ≤ 7ǫ,and |y − Xu∗

1 ,ṽ,ũ2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2
}

(92)

E(Û1,Û2,V̂) =
{
(s1, s2, C1, C2, Cc, z) : ∃ ũ1 ∈ C1 \ {u∗

1} and∃ ũ2 ∈ C2 \ {u∗
2} and∃ ṽ ∈ Cc \ {v∗}

s.t. |ρ̃− cos∢(ũ1, ũ2)| ≤ 7ǫ,and | cos∢(ũ1, ṽ)| ≤ 3ǫ,

and |ρ̄− cos∢(ũ2, ṽ)| ≤ 7ǫ,and |y − Xũ1,ṽ,ũ2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2
}
, (93)

wherey , a1,1u∗
1 + a2,1u∗

2 + αv∗ + z.
Note that a decoding error occurs only if(s1, s2, C1, C2, Cc, z) ∈ EÛ.
The main result of this section can now be stated as follows:

Lemma 5 For everyδ > 0 and 0.3 > ǫ > 0, there exists ann′
4(δ, ǫ) such that for alln >

n′
4(δ, ǫ)

Pr
[
E
Û

]
< 21δ, whenever(R1, R2, Rc) ∈ R (ǫ) .

To prove Lemma 5, we introduce three auxiliary error events.The first auxiliary eventES

corresponds to an atypical source output. More precisely,

ES =
{
(s1, s2) ∈ Rn × Rn :

∣∣∣∣
1

n
‖s1‖2 − σ2

∣∣∣∣ > ǫσ2

or

∣∣∣∣
1

n
‖s2‖2 − σ2

∣∣∣∣ > ǫσ2 or |cos∢ (s1, s2)− ρ| > ǫρ
}
.

The second auxiliary event is denoted byEZ and corresponds to an atypical behavior of the
additive noise:

EZ =

{
(s1, s2, C1, C2, Cc, z) :

∣∣∣∣
1

n
‖z‖2 −N

∣∣∣∣ > ǫN

or
1

n
|〈a1,1u∗

1 (s1, C1) , z〉| >
√

β̄1P1Nǫ or
1

n
|〈a2,1u∗

2 (s2, C2) , z〉| >
√

β̄2P2Nǫ

or
1

n
|〈αv∗ (s1, C1, Cc) , z〉| > 1

n
‖αv∗ (s1, C1, Cc)‖

√
nNǫ

}
.

Finally, the third auxiliary event is denoted byEX and corresponds to irregularities at the
encoders. That is, the event that one of the codebooks contains no codeword satisfying Condition
(57) or condition (59) of the vector-quantizer, or that the quantized sequencesu∗

1 and u∗
2 and

v∗ have an atypical angle to each other, or that Encoder 2 recovers a codeword̃v 6= v∗. More
formally, EX = EX1

∪ EX2
∪ EXv

∪ E(X1,X2) ∪ E(X1,Xv) ∪ E(X2,Xv) ∪ EXWZ where

EX1
=
{
(s1, s2, C1, C2, Cc) : ∄ u1 ∈ C1 s.t.
∣∣∣
√

1− 2−2R1 − cos∢ (s1,u1)
∣∣∣ ≤ ǫ

√
1− 2−2R1

}
(94)

EX2
=
{
(s1, s2, C1, C2, Cc) : ∄ u2 ∈ C2 s.t.
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∣∣∣
√

1− 2−2R2 − cos∢ (s2,u2)
∣∣∣ ≤ ǫ

√
1− 2−2R2

}
(95)

EXv
=
{
(s1, s2, C1, C2, Cc) : ∄ v ∈ Cc s.t.
∣∣∣
√

1− 2−2Rc − cos∢ (zQ1
, v)
∣∣∣ ≤ ǫ

√
1− 2−2Rc

}
(96)

E(X1,X2) =
{
(s1, s2, C1, C2, Cc) : |ρ̃− cos∢ (u∗

1,u∗
2)| > 7ǫ

}
(97)

E(X1,Xv) =
{
(s1, s2, C1, C2, Cc) : |cos∢ (u∗

1, v∗)| > 3ǫ
}

(98)

E(X2,Xv) =
{
(s1, s2, C1, C2, Cc) : |ρ̄− cos∢ (v∗,u∗

2)| > 7ǫ
}

(99)

EXWZ =
{
(s1, s2, C1, C2, Cc) : ∃ ṽ ∈ Cc \ {v∗} s.t.|ρv,s2 − cos∢(ṽ, s2)| ≤ 5ǫ

}
. (100)

To prove Lemma 5, we now start with the decomposition

Pr
[
EÛ

]
= Pr

[
EÛ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
+ Pr

[
EÛ

∣∣ ES ∪ EX ∪ EZ
]
Pr [ES ∪ EX ∪ EZ]

≤ Pr
[
EÛ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
+ Pr [ES] + Pr [EX] + Pr [EZ]

≤ Pr
[
EÛ1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
+Pr

[
EÛ2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
+ Pr

[
EV̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]

+Pr
[
E(Û1,Û2) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
+ Pr

[
E(Û1,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]

+Pr
[
E(Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
+ Pr

[
E(Û1,Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
+ Pr [ES]

+Pr [EX] + Pr [EZ] , (101)

where we have used the shorthand notationPr [Eν ] for the probability
Pr [(s1, s2, C1, C2, Cc, z) ∈ Eν ], and whereEc

ν denotes the complement ofEν . Lemma 5 now
follows from upper-bounding the probability terms on the r.h.s. of (101).

Lemma 6 For everyδ > 0 andǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)

Pr [ES] < δ.

Proof: The proof follows by the weak law of large numbers.

Lemma 7 For everyδ > 0 andǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)

Pr [EZ] < δ.

Proof: The proof follows by the weak law of large numbers, and since for everyǫ > 0

sup
u∈Rn:

‖u‖=
√

nσ2(1−2−2Ri )

Pr

[
1

n
〈ai,1u, z〉 >

√
PiNǫ

]
→ 0 asn → ∞,

wherei ∈ {1, 2}. The same argument holds forv.

Lemma 8 For every δ > 0 and 1 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

Pr [EX] < 12δ.

Proof: This result follows from rate-distortion theory. The detailed proof for our setting is
given in Section H of the Appendix.
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Lemma 9 For everyδ > 0 andǫ > 0 there exists ann
′′

4 (δ, ǫ) ∈ N such that for alln > n
′′

4 (δ, ǫ)

Pr
[
E
Û1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ δ,

if R1 <
1

2
log

(
β̄1P1

(
1− ρ̃2

)
+N − ρ̄2

(
β̄1P1 +N

)

N (1− ρ̃2)− ρ̄2N
− κ1ǫ

)
(102)

Pr
[
E
Û2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ δ,

if R2 <
1

2
log

(
β̄2P2

(
1− ρ̃2 − ρ̄2

)
+N

N (1− ρ̃2 − ρ̄2) + λ2
− κ2ǫ

)
(103)

Pr
[
E
V̂
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ δ,

if Rc <
1

2
log

(
η2
(
1− ρ̃2 − ρ̄2

)
+N

(
1− ρ̃2

)

N (1− ρ̃2 − ρ̄2) + λc
− κ3ǫ

)
(104)

Pr
[
E(Û1,Û2) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ δ,

if R1 +R2 <
1

2
log

(
λ12 − β̄2P2ρ̄

2 +N(
1− β̄2P2ρ̄2λ12

−1
)
N (1− ρ̃2 )

− κ4ǫ

)
(105)

Pr
[
E(Û1,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ δ,

if R1 +Rc <
1

2
log

(
(λ1c +N)

(
β̄1P1 + η2

)

λ1cN
− κ5ǫ

)
(106)

Pr
[
E(Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ δ,

if R2 +Rc <
1

2
log

(
λ2c − β̄2P2ρ̃

2 +N(
1− β̄2P2ρ̃2λ2c

−1
)
N (1− ρ̄2 )

− κ6ǫ

)
(107)

Pr
[
E(Û1,Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ δ,

if R1 +R2 +Rc <
1

2
log

(
λ12 + 2ηρ̄

√
β̄2P2 + η2 +N

N (1− ρ̃2 ) (1− ρ̄2 )
− κ7ǫ

)
, (108)

whereκ1, κ2, κ3, κ4, κ5, κ6 and κ7 are positive constants determined byP1, P2, andN .

The proof of this lemma appears in subsections A–G of the Appendix.

Concluding the proof of Proposition 6

We start with five lemmas. The first lemma upper bounds the impact of atypical source
outputs on the expected distortion.

Lemma 10 For everyǫ > 0

1

n
E
[
‖S1‖2 | ES

]
Pr[ES] ≤ σ2(ǫ+ Pr[ES]).

Proof:

1

n
E
[
‖S1‖2 | ES

]
Pr[ES] =

1

n
E
[
‖S1‖2

]
− 1

n
E
[
‖S1‖2 | Ec

S

]
Pr[Ec

S ]

≤ σ2 − σ2(1− ǫ) Pr[Ec
S]

= σ2 − σ2(1− ǫ)(1− Pr[ES])
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= σ2ǫ+ σ2(1− ǫ) Pr[ES]

≤ σ2(ǫ+ Pr[ES]).

The second lemma considers the properties of the estimator coefficients.

Lemma 11 The gain coefficients in(15) satisfyγ1,1, γ1,3, γ2,2 ≤ 1 and γ1,2, γ2,1, γ2,3 ≤ ρ .

Proof: The first claim is obvious, so we will first show thatγ1,2 ≤ ρ. Note that

γ1,2 =
ρ2−2(R1+Rc)

1− ρ2(1− 2−2R2)(1− 2−2(R1+Rc))

=
ρ

22(R1+Rc) − ρ2(1− 2−2R2)(22(R1+Rc) − 1)

=
ρ

22(R1+Rc)(1− ρ2(1− 2−2R2)) + ρ2(1− 2−2R2)
.

Now, consider the function

f(α, β) =
1

β(1− α) + α
,

where0 < α < 1 andβ ≥ 1. Note thatf(α, 1) = 1, and that∂f(α,β)∂β = − (1−α)
(β(1−α)+α)2 < 0.

Thusf(α, β) is continuous and monotonically decreasing inβ for β ≥ 1.
On the other hand, note thatf(0, β) = 1

β < 1 assumingβ > 1, andf(1, β) = 1 and ∂f(α,β)
∂α =

− (1−β)
(β(1−α)+α)2 > 0. Thus,f(α, β) is continuous and monotonically increasing inα for 0 < α <

1, and therefore0 < f(α, β) ≤ 1 for 0 < α < 1 andβ > 1.
The proof thatγ2,1, γ2,3 ≤ ρ follows in a similar way.

The third lemma gives upper bounds on norms related to the reconstructionŝs1 and ŝ1G.

Lemma 12 Let the reconstructionŝs1 and ŝ1
G be as defined in(14) and (62). Then,

‖ŝ1‖2 ≤ 9nσ2, ‖ŝ1G‖2 ≤ 9nσ2, ‖ŝ1G − ŝ1‖2 ≤ 36nσ2.

Proof: We start by upper-bounding the squared norm ofŝ1

‖ŝ1‖2 = ‖γ1,1û1 + γ1,2û2 + γ1,3v̂‖2

= γ21,1‖û1‖2 + 2γ1,1γ1,2〈û1, û2〉+ γ21,2‖û2‖2 + 2γ1,1γ1,3〈û1, v̂〉+ 2γ1,2γ1,3〈û2, v̂〉
+γ21,3‖v̂‖2

≤ γ21,1‖û1‖2 + 2γ1,1γ1,2‖û1‖‖û2‖+ γ21,2‖û2‖2 + 2γ1,1γ1,3‖û1‖‖v̂‖
+2γ1,2γ1,3‖û2‖‖v̂‖+ γ21,3‖v̂‖2

= (γ1,1‖û1‖+ γ1,2‖û2‖+ γ1,3‖v̂‖)2
(a)

≤ nσ2(2 + ρ)2

≤ 9nσ2,

where in (a) we have used Lemma 11, i.e. thatγ1,1, γ1,3 ≤ 1 and γ1,2 ≤ ρ, and that‖ûi‖ ≤√
nσ2, i ∈ {1, 2} and ‖v̂‖ ≤

√
nσ2. The upper bound on the squared norm ofŝ1G is obtained

similarly. Its proof is therefore omitted. The upper bound on the squared norm of the difference
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between̂s1 and ŝ1G now follows easily:
∥∥ŝ1G − ŝ1

∥∥2 ≤ ‖ŝ1G‖2 + 2‖ŝ1G‖‖ŝ1‖+ ‖ŝ1‖2

= (‖ŝ1G‖+ ‖ŝ1‖)2

≤ 36nσ2.

The next two lemmas are used directly in the upcoming proof ofProposition 6. They rely
on Lemma 10 and Lemma 12.

Lemma 13
1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉
]
≤ σ2

(
ǫ+ 37Pr [ES] + 6

√
1 + ǫPr

[
E
Û

])
.

Proof:

1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉
]
=

1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉 | ES

]
Pr [ES]

+
1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉 | Ec
S ∩ EÛ

]
Pr
[
Ec

S ∩ EÛ

]

+
1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉 | Ec
S ∩ Ec

Û

]

︸ ︷︷ ︸
=0

Pr
[
Ec

S ∩ Ec
Û

]

(a)

≤ 1

n
E

[
‖S1‖2 + ‖Ŝ1

G − Ŝ1‖2 | ES

]
Pr [ES]

+
1

n
E

[
‖S1‖‖Ŝ1

G − Ŝ1‖ | Ec
S ∩ EÛ

]
Pr
[
EÛ

]

(b)

≤ 1

n
E
[
‖S1‖2 | ES

]
Pr [ES] + 36σ2 Pr [ES]

+
√

σ2(1 + ǫ)
√
36σ2 Pr

[
EÛ

]

(c)

≤ σ2(ǫ+ Pr [ES]) + 36σ2 Pr [ES]

+6σ2
√
1 + ǫPr

[
EÛ

]

= σ2(ǫ+ 37Pr [ES]) + 6
√
1 + ǫPr

[
EÛ

]
. (109)

In the first equality the third expectation term equals zero because byEc
Û

we have‖ŝ1G−s1‖ = 0
and byEc

s the norm‖s1‖ is bounded. In (a) we have used two inequalities: in the first term
the inner product is upper bounded by using (234). The secondterm is upper bounded by the
Cauchy-Schwarz inequality and byPr

[
Ec

S ∩ EÛ

]
≤ Pr

[
EÛ

]
. In (b) we have used Lemma 12

and in (c) we have used Lemma 10.

Lemma 14
1

n
E

[
‖Ŝ1‖2 − ‖Ŝ1

G‖2
]
≤ 18σ2 Pr

[
E
Û

]
.

Proof:

1

n
E

[
‖Ŝ1‖2 − ‖Ŝ1

G‖2
]
=

1

n
E

[
‖Ŝ1‖2 − ‖Ŝ1

G‖2
∣∣∣EÛ

]
Pr
[
EÛ

]

+
1

n
E

[
‖Ŝ1‖2 − ‖Ŝ1

G‖2
∣∣∣Ec

Û

]
Pr
[
Ec

Û

]

(a)

≤ 1

n
E

[
‖Ŝ1‖2 + ‖Ŝ1

G‖2
∣∣∣EÛ

]
Pr
[
EÛ

]
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(b)

≤ 18σ2 Pr
[
EÛ

]
,

where (a) follows since conditioned onEc
Û

we havês1 = ŝ1G and therefore‖ŝ1‖2 − ‖ŝ1G‖ = 0,
and where (b) follows by Lemma 12.

Proof of Proposition 6. We show that the asymptotic normalized distortion resulting from the
proposed vector-quantizer scheme, is the same as the asymptotic normalized distortion resulting
from the genie-aided version of this scheme.

1

n
E

[
‖S1 − Ŝ1‖2

]
− 1

n
E

[
‖S1 − Ŝ1

G‖2
]

=
1

n

(
E
[
‖S1‖2

]
− 2E

[
〈S1, Ŝ1〉

]
+ E

[
‖Ŝ1‖2

]

−E
[
‖S1‖2

]
+ 2E

[
〈S1, Ŝ1

G〉
]
− E

[
‖Ŝ1

G‖2
])

= 2
1

n
E

[
〈S1, Ŝ1

G − Ŝ1〉
]
+

1

n
E

[
‖Ŝ1‖2 − ‖Ŝ1

G‖2
]

(a)

≤ 2σ2
(
ǫ+ 37Pr [ES] + 6

√
1 + ǫPr

[
EÛ

])
+ 18σ2 Pr

[
EÛ

]

= 2σ2
(
ǫ+ 37Pr [ES] +

(
6
√
1 + ǫ+ 9

)
Pr
[
EÛ

])
, (110)

where in step (a) we have used Lemma 13 and Lemma 14. Combining(A) with Lemma 5 and
Lemma 6, gives that for everyδ > 0 and0.3 > ǫ > 0, there exists ann′(δ, ǫ) > 0 such that for
all (R1, R2, Rc) ∈ R(ǫ) andn > n′(δ, ǫ)

1

n
E

[
‖S1 − Ŝ1‖2

]
− 1

n
E

[
‖S1 − Ŝ1

G‖2
]
< 2σ2

(
ǫ+

(
126

√
1 + ǫ+ 226

)
δ
)
.

A. Proof of rate constraint(102)

Define

w(s1, s2, C1, C2, Cc, z) = ς1 (y − (αv∗ + a2,1u∗
2)) + ς2a2,1u∗

2 + ς3αv∗, (111)

where

ς1 =
σ2a21,1

(
1− 2−2R1

) (
1− ρ2

(
1− 2−2R2

) (
1− 2−2(R1+Rc)

))

σ2a21,1 (1− 2−2R1)
(
1− ρ2 (1− 2−2R2)

(
1− 2−2(R1+Rc)

))
+N (1− ρ̄2)

ς2 =
a1,1ρ

(
1− 2−2R1

)
N

a2,1

(
σ2a21,1 (1− 2−2R1)

(
1− ρ2 (1− 2−2R2)

(
1− 2−2(R1+Rc)

))
+N (1− ρ̄2)

)

ς3 =
−a1,1ρ̃

2N

α
(
σ2a21,1 (1− 2−2R1)

(
1− ρ2 (1− 2−2R2)

(
1− 2−2(R1+Rc)

))
+N (1− ρ̄2)

) .

(112)

In the remainder we shall use the shorthand notationw instead ofw(s1, s2, C1, C2, Cc, z). We
now start with a lemma that will be used to prove (102).

Lemma 15 Let ϕj ∈ [0, π] be the angle betweenw andu1(j), and let the setE ′
Û1

be defined
as

E ′
Û1

,

{
(s1, s2, C1, C2, Cc, z) : ∃ u1 (j) ∈ C1\ {u∗

1} s.t.

cos (ϕj) ≥
√

β̄1P1 (1− ρ̃2) +Nρ̃2 − ρ̄2β̄1P1

β̄1P1 (1− ρ̃2) +N − ρ̄2
(
β̄1P1 +N

) − κ′′ǫ

}
, (113)
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whereκ
′′

is a positive constant determined byP1, P2, N, ς1, ς2 and ς3. Then,

E
Û1

∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

Û1
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and, in particular

Pr
[
E
Û1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′
Û1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Proof: We first recall that for the eventEÛ1
to occur, there must exist a codewordu1 (j) ∈

C1\ {u∗
1} that satisfies the following three conditions

|ρ̃− cos∢ (u1 (j) ,u∗
2)| ≤ 7ǫ (114)

|cos∢ (v∗,u1 (j))| ≤ 3ǫ (115)

‖y − Xu1(j),v∗,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2. (116)

The proof is now based on a sequence of statements related to these three conditions:

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu ∈ S1, whereS1 is the surface area of the

codeword sphere ofC1 defined in the code construction,

|ρ̃− cos∢ (u,u∗
2)| ≤ 7ǫ

=⇒
∣∣∣∣nρ̃
√

β̄1β̄2P1P2 − 〈a1,1u, a2,1u∗
2〉
∣∣∣∣ ≤ 7n

√
β̄1β̄2P1P2ǫ. (117)

Statement A) follows by rewritingcos∢ (u,u∗
2) as〈u,u∗

2〉/(‖u‖ ‖u∗
2‖), and then multiplying

the inequality on the l.h.s. of (117) by‖a1,1u‖·‖a2,1u∗
2‖ and recalling that‖a1,1u‖ =

√
nβ̄1P1

and that‖a2,1u∗
2‖ =

√
nβ̄2P2.

A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X

|cos∢ (v∗,u)| ≤ 3ǫ

=⇒ |〈αv∗, a1,1u〉| ≤ 3 ‖αv∗‖
√

nβ̄1P1ǫ. (118)

Statement A1) follows by rewritingcos∢ (v∗,u) as〈v∗,u〉/(‖v∗‖ ‖u‖), and then multiplying
the inequality on the l.h.s. of (118) by‖αv∗‖ · ‖a1,1u‖.

A2) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X

|ρ̄− cos∢ (v∗,u∗
2)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv∗‖

√
nβ̄2P2ρ̄− 〈αv∗, a2,1u∗

2〉
∣∣∣∣ ≤ 7ǫ ‖αv∗‖

√
nβ̄2P2. (119)

Statement A2) follows by rewritingcos∢ (v∗,u∗
2) as 〈v∗,u∗

2〉/(‖v∗‖ ‖u∗
2‖), and then multi-

plying the inequality on the l.h.s. of (119) by‖αv∗‖ · ‖a2,1u∗
2‖.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu ∈ S1

|y − Xu,v∗,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ 〈y − (a2,1u∗
2 + αv∗) , a1,1u〉 ≥ n

(
β̄1P1 −

√
β̄1P1Nǫ

)
. (120)

Statement B) follows from rewriting the inequality on the l.h.s. of (120) as

‖y − (a2,1u∗
2 + αv∗)− a1,1u‖2 ≤ ‖y − (a2,1u∗

2 + αv∗)− a1,1u∗
1‖2
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or equivalently as

〈y − (a2,1u∗
2 + αv∗) , a1,1u〉 ≥ 〈y − (a2,1u∗

2 + αv∗) , a1,1u∗
1〉

= 〈a1,1u∗
1 + z, a1,1u∗

1〉
= ‖a1,1u∗

1‖2 + 〈z, a1,1u∗
1〉 . (121)

It now follows from the equivalence of the first inequality in(120) with (121) that for
(s1, s2, C1, C2, Cc, z) ∈ Ec

Z, the first inequality in (120) can only hold if

〈y − (a2,1u∗
2 + αv∗) , a1,1u〉 ≥ n

(
β̄1P1 −

√
β̄1P1Nǫ

)
,

thus establising B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu ∈ S1,

|ρ̃− cos∢ (u,u∗
2)| ≤ 7ǫ and |y − Xu,v∗,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒

‖a1,1u − w‖2 ≤ nβ̄1P1 − 2

(
nς1

(
β̄1P1 −

√
β̄1P1Nǫ

)
+ nς2

(√
β̄1β̄2P1P2 (ρ̃− 7ǫ)

)

−ς3

(
‖αv∗‖

√
nβ̄1P13ǫ

))
+ ‖w‖2.

Statement C) is obtained as follows:

‖a1,1u − w‖2 = ‖a1,1u‖2 − 2 〈a1,1u,w〉+ ‖w‖2

= ‖a1,1u‖2 − 2 〈a1,1u, ς1 (a1,1u∗
1 + z) + ς2a2,1u∗

2 + ς3αv∗〉+ ‖w‖2

= nβ̄1P1 − 2 [ς1 〈a1,1u, a1,1u∗
1 + z〉+ ς2 〈a1,1u, a2,1u∗

2〉+ ς3 〈a1,1u, αv∗〉] + ‖w‖2
(a)

≤ nβ̄1P1 − 2

(
nς1

(
β̄1P1 −

√
β̄1P1Nǫ

)
+ nς2

(√
β̄1β̄2P1P2 (ρ̃− 7ǫ)

)

−ς3

(
‖αv∗‖

√
nβ̄1P13ǫ

))
+ ‖w‖2,

where in (a) we have used Statement A), Statement A1) and Statement B).

D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2 ≤ n
(
ς1

2
(
β̄1P1 +N

)
+ 2ς1ς2

√
β̄1β̄2P1P2ρ̃+ ς2

2β̄2P2 + 2ς2ς3 ‖αv‖
√

nβ̄2P2ρ̄

+
1

n
ς3

2α2‖v∗‖2 + κǫ
)
,

whereκ depends onP1, P2, N, ς1, ς2 andς3 only.

Statement D) is obtained as follows:

‖w‖2 = ‖ς1 (a1,1u∗
1 + z) + ς2a2,1u∗

2 + ς3αv∗‖2

= ς1
2‖a1,1u∗

1 + z‖2 + 2ς1ς2 〈a1,1u∗
1 + z, a2,1u∗

2〉+ ς2
2‖a2,1u∗

2‖2

+2ς1ς3 〈a1,1u∗
1 + z, αv∗〉+ 2ς2ς3 〈a2,1u∗

2, αv∗〉+ ς3
2‖αv∗‖2

= ς1
2
(
‖a1,1u∗

1‖2 + 2 〈a1,1u∗
1, z〉+ ‖z‖2

)
+ 2ς1ς2 (〈a1,1u∗

1, a2,1u∗
2〉+ 〈z, a2,1u∗

2〉)
+ς2

2
(
nβ̄2P2

)
+ 2ς1ς3 〈z, αv∗〉+ 2ς2ς3 〈a2,1u∗

2, αv∗〉+ ς3
2α2‖v∗‖2

(a)

≤n
(
ς1

2
(
β̄1P1 +N

)
+ 2ς1ς2

√
β̄1β̄2P1P2ρ̃+ ς2

2
(
β̄2P2

)
+ 2ς2ς3 ‖αv‖

√
nβ̄2P2ρ̄
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+
1

n
ς3

2α2‖v∗‖2 + κǫ
)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and statements A) and A2).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryu ∈ S1,

|ρ̃− cos∢ (u,u∗
2)| ≤ 7ǫ and |ρ̄− cos∢ (v∗,u∗

2)| ≤ 7ǫ and

‖y − (a1,1u + a2,1u∗
2 + (a1,2 + a2,2) v∗)‖2 ≤ ‖y − (a1,1u∗

1 + a2,1u∗
2 + αv∗)‖2

=⇒ ‖a1,1u − w‖2 ≤ Υ(ǫ),

where

Υ(ǫ) = n
β̄1P1N

(
1− ρ̃2 − ρ̄2

)

β̄1P1 (1− ρ̃2) +N − ρ̄2
(
β̄1P1 +N

) + nκ′ǫ,

and whereκ′ only depends onP1, N1, N2, ς1, ς2 and ς3.

Statement E) follows from combining Statement C) with Statement D) and the explicit values
of ς1, ς2 and ς3 given in (112).

F) For everyu ∈ S1, denote byϕ ∈ [0, π] the angle betweenu andw, and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,

{
u ∈ S

(n)
1 : cos (ϕ) ≥

√

1− Υ(ǫ)

nβ̄1P1

=

√
β̄1P1 (1− ρ̃2) +Nρ̃2 − ρ̄2β̄1P1

β̄1P1 (1− ρ̃2) +N − ρ̄2
(
β̄1P1 +N

) − κ
′′

ǫ

}
,

whereκ
′′

only depends onP1, N1, N2, ς1, ς2 andς3, and where we assumeǫ sufficiently small
such that

β̄1P1

(
1− ρ̃2

)
+Nρ̃2 − ρ̄2β̄1P1

β̄1P1 (1− ρ̃2) +N − ρ̄2
(
β̄1P1 +N

) − κ
′′

ǫ > 0.

Then, for every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z,

|ρ̃− cos∢ (u,u∗
2)| ≤ 7ǫ and |ρ̄− cos∢ (v∗,u∗

2)| ≤ 7ǫ and

‖y − (a1,1u + a2,1u∗
2 + αv∗)‖2 ≤ ‖y − (a1,1u∗

1 + a2,1u∗
2 + αv∗)‖2

=⇒ u ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (122)

Statement F) follows from Statement E) by noting that ifw 6= 0 and1− Υ(ǫ)
nβ̄1P1

> 0, then

‖a1,1u‖2 = nβ̄1P1

‖a1,1u − w‖2 ≤ Υ(ǫ)

}
=⇒ cos∢ (u,w) ≥

√

1− Υ(ǫ)

nβ̄1P1
. (123)

To see this, first note that everya1,1u, whereu ∈ S1, satisfying the condition on the l.h.s. of
(122) lies within a sphere of radius

√
Υ(ǫ) centered atw. In addition, for everyu ∈ S1 we

have thata1,1u also lies on the centeredRn-sphere of radius
√

nβ̄1P1. Hence, everyu ∈ S1

satisfying the condition on the l.h.s. of (122) lies in the intersection of these two regions, which
is a polar cap on the centered sphere of radius

√
nβ̄1P1. The area of this polar cap is outer

bounded as follows. Letr be an arbitrary point on the boundary of this polar cap. The half-angle
of the polar cap would be maximized ifw and r −w would lie perpendicular to each other.
Hence, everyu ∈ S(n)

1 satisfying the upper conditions of (122), also satisfies

cosϕ ≥
√

1− Υ(ǫ)

nβ̄1P1
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=

√
β̄1P1 (1− ρ̃2) +Nρ̃2 − ρ̄2β̄1P1

β̄1P1 (1− ρ̃2) +N − ρ̄2
(
β̄1P1 +N

) − κ
′′

ǫ ,

where we assumeǫ sufficiently small such that1− Υ(ǫ)
nβ̄1P1

> 0 and whereκ
′′

= κ′

nβ̄1P1
.

The proof of Lemma 15 is now concluded by noticing that the setE ′
Û1

, defined in (113),
is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists au1 (j) ∈ C1\ {u∗

1} such that
u1 (j) ∈ B(s1, s2,u∗

1, v∗,u∗
2, z). Thus, by Statement F) and by the definition ofEÛ1

in (87) it
follows that

EÛ1
∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
Û1

∩ Ec
S ∩ Ec

X ∩ Ec
Z,

and therefore

Pr
[
EÛ1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

Û1
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
.

We now state one more lemma that will be used for the proof of (102).

Lemma 16 For every∆ ∈ (0, 1], let the setG be given by

G = {(s1, s2, C1, C2, Cc, z) : ∃ u1(j) ∈ C1\ {u∗
1} s.t. cos∢ (w,u1(j)) ≥ ∆} ,

wherew is defined in(111). Then,

R1 < −1

2
log
(
1−∆2

)
=⇒

(
lim
n→∞

Pr
[
G|Ec

X1

]
= 0, ǫ > 0

)
,

whereEX1
is defined in (94).

Proof: The proof follows from upper-bounding in every point onS1 the density of every
u1 (j) ∈ C1\ {u∗

1} and then using a standard argument from sphere-packing. See[1, Appendix
D-E2].

Next,

Pr
[
EÛ1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

](a)
≤ Pr

[
E ′

Û1
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]

(b)

≤ Pr
[
E ′

Û1

∣∣Ec
X1

]
(124)

where (a) follows by Lemma 15 and (b) follows becauseEc
X ⊆ Ec

X1
. The proof of (102) is now

completed by combining (124) with Lemma 16. This gives that for everyδ > 0 and everyǫ > 0
there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
EÛ1

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

Û1
|Ec

X1

]
< δ,

whenever

R1 <
1

2
log

(
β̄1P1

(
1− ρ̃2 − ρ̄2

)
+N

(
1− ρ̄2

)

N (1− ρ̃2)− ρ̄2N
− κ1ǫ

)
,

whereκ1 is a positive constant determined byP1, P2, N, ς1, ς2 and ς3.

B. Proof of rate constraint(103)

Define

w(s1, s2, C1, C2, Cc, z) = ς1 (y − (a1,1u∗
1 + αv∗)) + ς2a1,1u∗

1 + ς3αv∗, (125)
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where

ς1 =
σ2a22,1

(
1− 2−2R2

) (
1− ρ̄2 − ρ̃2

)

σ2a22,1 (1− 2−2R2) (1− ρ̄2 − ρ̃2) +N

ς2 =
a2,1

(
1− 2−2R2

)
ρ
(
1− ρ̄2

)
N

a1,1

(
σ2a22,1 (1− 2−2R2) (1− ρ̄2 − ρ̃2) +N

)

ς3 =
a2,1

(
1− 2−2R2

)
ρ
(
1− ρ̃2

)
N

α
(
σ2a22,1 (1− 2−2R2) (1− ρ̄2 − ρ̃2) +N

) . (126)

We now start with a lemma that will be used to prove (103).

Lemma 17 Let ϕj ∈ [0, π] be the angle betweenw andu2(j), and let the setE ′
Û2

be defined
as

E ′
Û2

,

{
(s1, s2, C1, C2, Cc, z) : ∃ u2 (j) ∈ C2\ {u∗

2} s.t.

cos (ϕj) ≥

√√√√ β̄2P2 (1− ρ̃2) +Nρ̃2 − ρ̄2
(
β̄2P2 −N

)

β̄2P2 [1− ρ̃2] +N − ρ̄2β̄2P2
− N2ρ̃2ρ̄2 (2 + ρ̃2)
(
β̄2P2 [1− ρ̄2 − ρ̃2] +N

)2 − κ′′ǫ

}
,

(127)

whereκ
′′

is a positive constant determined byP1, P2, N, ς1, ς2 and ς3. Then,

E
Û2

∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

Û2
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and, in particular

Pr
[
E
Û2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

Û2
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
.

Proof: We first recall that for the eventEÛ2
to occur, there must exist a codewordu2 (j) ∈

C2\ {u∗
2} that satisfies the following three conditions

|ρ̃− cos∢ (u∗
1,u2 (j))| ≤ 7ǫ (128)

|ρ̄− cos∢ (v∗,u2 (j))| ≤ 7ǫ (129)

‖y − Xu∗

1,v∗,u2(j)‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2. (130)

The proof is now based on a sequence of statements related to these three conditions.

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu ∈ S2, whereS2 is the surface area of the

codeword sphere ofC2 defined in the code construction,

|ρ̃− cos∢ (u∗
1,u)| ≤ 7ǫ

=⇒
∣∣∣∣nρ̃
√

β̄1β̄2P1P2 − 〈a1,1u∗
1, a2,1u〉

∣∣∣∣ ≤ 7n

√
β̄1β̄2P1P2ǫ. (131)

Statement A) follows by rewritingcos∢ (u∗
1,u) as〈u∗

1,u〉/(‖u∗
1‖ ‖u‖), and then multiplying

the inequality on the l.h.s. of (131) by‖a1,1u∗
1‖·‖a2,1u‖ and recalling that‖a1,1u∗

1‖ =
√

nβ̄1P1

and that ‖a2,1u‖ =
√

nβ̄2P2.

A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X,

|cos∢ (v∗,u∗
1)| ≤ 3ǫ

=⇒ |〈αv∗, a1,1u∗
1〉| ≤ 3 ‖αv∗‖

√
nβ̄1P1ǫ. (132)
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Statement A1) follows by rewritingcos∢ (v∗,u∗
1) as 〈v∗,u∗

1〉/(‖v∗‖ ‖u∗
1‖), and then multi-

plying the inequality on the l.h.s. of (132) by‖αv∗‖ · ‖a1,1u∗
1‖.

A2) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu ∈ S2,

|ρ̄− cos∢ (v∗,u)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv∗‖

√
nβ̄2P2ρ̄− 〈αv∗, a2,1u〉

∣∣∣∣ ≤ 7ǫ ‖αv∗‖
√

nβ̄2P2. (133)

Statement A2) follows by rewritingcos∢ (v∗,u2) as 〈v∗,u2〉/(‖v∗‖ ‖u2‖), and then multi-
plying the inequality on the l.h.s. of (133) by‖αv∗‖ · ‖a2,1u‖.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu ∈ S2

|y − Xu∗

1 ,v∗,u‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2

=⇒ 〈a2,1u∗
2 + z, a2,1u〉 ≥ n

(
β̄2P2 −

√
β̄2P2Nǫ

)
. (134)

Statement B) follows from rewriting the inequality on the l.h.s. of (134) as

‖(y − a1,1u∗
1 − αv∗)− a2,1u‖2 ≤ ‖(y − a1,1u∗

1 − αv∗)− a2,1u∗
2‖2,

or equivalently as

〈y − a1,1u∗
1 − αv∗, a2,1u〉 ≥ 〈y − a1,1u∗

1 − αv∗, a2,1u∗
2〉

= 〈a2,1u∗
2 + z, a2,1u〉

= ‖a2,1u∗
2‖2 + 〈z, a2,1u∗

2〉

≥ n

(
β̄2P2 −

√
β̄2P2Nǫ

)
, (135)

thus establishing B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu ∈ S2,

|ρ̃− cos∢ (u∗
1,u)| ≤ 7ǫ and |ρ̄− cos∢ (u2, v∗)| ≤ 7ǫ and |y − Xu∗

1 ,v∗,u‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒

‖a2,1u − w‖2 ≤ nβ̄2P2 − 2

(
nς1

(
β̄2P2 −

√
β̄2P2Nǫ

)
+ nς2

(√
β̄1β̄2P1P2 (ρ̃− 7ǫ)

)

+nς3

(
1

n
‖αv∗‖

√
nβ̄2P2 (ρ̄− 7ǫ)

))
+ ‖w‖2.

Statement C) is obtained as follows:

‖a2,1u − w‖2 = ‖a2,1u‖2 − 2 〈a2,1u,w〉+ ‖w‖2

= ‖a2,1u‖2 − 2 〈a2,1u, ς1 (a2,1u∗
2 + z) + ς2a1,1u∗

1 + ς3αv∗〉+ ‖w‖2

= nβ̄2P2 − 2 [ς1 〈a2,1u, a2,1u∗
2 + z〉+ ς2 〈a2,1u, a1,1u∗

1〉+ ς3 〈a2,1u, αv∗〉] + ‖w‖2
(a)

≤ nβ̄2P2 − 2n

(
ς1

(
β̄2P2 −

√
β̄2P2Nǫ

)
+ ς2

(√
β̄1β̄2P1P2 (ρ̃− 7ǫ)

)

+ς3

(
1

n
‖αv∗‖

√
nβ̄2P2 (ρ̄− 7ǫ)

))
+ ‖w‖2,

where in (a) we have used Statement A), Statement A2) and Statement B).
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D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2≤n
(
ς1

2
(
β̄2P2 +N

)
+ 2ς1ς2

√
β̄1β̄2P1P2ρ̃+ ς2

2
(
β̄1P1

)

+
1

n
2ς1ς3 ‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
ς3

2α2‖v∗‖2 + κǫ
)
,

whereκ depends onP1, P2, N, ς1, ς2 andς3 only.

Statement D) is obtained as follows

‖w‖2 = ‖ς1 (a2,1u∗
2 + z) + ς2a1,1u∗

1 + ς3αv∗‖2

= ς1
2‖a2,1u∗

2 + z‖2 + 2ς1ς2 〈a2,1u∗
2 + z, a1,1u∗

1〉+ ς2
2‖a1,1u∗

1‖2 + 2ς1ς3 〈a2,1u∗
2 + z, αv∗〉

+2ς2ς3 〈a1,1u∗
1, αv∗〉+ ς3

2‖αv∗‖2

= ς1
2
(
‖a2,1u∗

2‖2 + 2 〈a2,1u∗
2, z〉+ ‖z‖2

)
+ 2ς1ς2 (〈a2,1u∗

2, a1,1u∗
1〉+ 〈z, a1,1u∗

1〉)
+ς2

2
(
nβ̄1P1

)
+ 2ς1ς3 [〈a2,1u∗

2, αv∗〉+ 〈z, αv∗〉] + 2ς2ς3 〈a1,1u∗
1, αv∗〉+ ς3

2α2‖v∗‖2
(a)

≤ n
(
ς1

2
(
β̄2P2 +N

)
+ 2ς1ς2

√
β̄1β̄2P1P2ρ̃+ ς2

2
(
β̄1P1

)
+

1

n
2ς1ς3 ‖αv∗‖

√
nβ̄2P2ρ̄

+
1

n
ς3

2α2‖v∗‖2 + kǫ
)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and statements A),A1) and A2).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryu ∈ S2,

|ρ̃− cos∢ (u∗
1,u)| ≤ 7ǫ and |ρ̄− cos∢ (v∗,u)| ≤ 7ǫ and |y − Xu∗

1 ,v∗,u‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ ‖a2,1u − w‖2 ≤ Υ(ǫ),

where

Υ(ǫ) = n

(
β̄2P2N

(
1− ρ̄2 − ρ̃2

)

β̄2P2 (1− ρ̄2 − ρ̃2) +N
+

β̄2P2N
2ρ̃2ρ̄2

(
2 + ρ̃2

)
(
β̄2P2 (1− ρ̄2 − ρ̃2) +N

)2

)
+ nκ′ǫ,

and whereκ′ only depends onP2, N1, N2, ς1, ς2 and ς3.

Statement E) follows from combining Statement C) with Statement D) and the explicit values
of ς1, ς2 and ς3 given in (126).

F) For everyu ∈ S2, denote byϕ ∈ [0, π] the angle betweenu andw, and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,

{
u ∈ S

(n)
2 :

cos (ϕ) ≥

√√√√ β̄2P2 [1− ρ̃2] +Nρ̃2 − ρ̄2
(
β̄2P2 −N

)

β̄2P2 (1− ρ̃2) +N − ρ̄2β̄2P2
− N2ρ̃2ρ̄2 (2 + ρ̃2)
(
β̄2P2 [1− ρ̄2 − ρ̃2] +N

)2 − κ′′ǫ

}
,

whereκ
′′

only depends onP1, N1, N2, ς1, ς2 and ς3.
Then, for every(s1, s2, C1, C2, Cc, z) ∈ Ec

X ∩ Ec
Z,

|ρ̃− cos∢ (u∗
1,u)| ≤ 7ǫ and |ρ̄− cos∢ (v∗,u)| ≤ 7ǫ and

‖y − (a1,1u∗
1 + a2,1u + αv∗)‖2 ≤ ‖y − (a1,1u∗

1 + a2,1u∗
2 + αv∗)‖2

=⇒ u ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (136)
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Statement F) follows from Statement E) by noting that ifw 6= 0 and1− Υ(ǫ)
nβ̄2P2

> 0, then

‖a2,1u‖2 = nβ̄2P2

‖a2,1u − w‖2 ≤ Υ(ǫ)

}
=⇒ cos∢ (u,w) ≥

√

1− Υ(ǫ)

nβ̄2P2
,

which follows by the same argument as (123).

The proof of Lemma 17 is now concluded by noticing that the setE ′
Û2

, defined in (127),
is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists au2 (j) ∈ C2\ {u∗

2} such that
u2 (j) ∈ B(s1, s2,u∗

1, v∗,u∗
2, z). Thus, by Statement F) and by the definition ofEÛ2

in (88) it
follows that

EÛ2
∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
Û2

∩ Ec
S ∩ Ec

X ∩ Ec
Z,

and therefore

Pr
[
EÛ2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

Û2
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
.

Next,

Pr
[
EÛ2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

](a)
≤ Pr

[
E ′

Û2
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]

(b)

≤ Pr
[
E ′

Û2
|Ec

X1

]
, (137)

where (a) follows by Lemma 17 and (b) follows becauseEc
X ⊆ Ec

X2
. The proof of (103) is now

completed by combining (137) with Lemma 16. This gives that for everyδ > 0 and everyǫ > 0
there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
EÛ2

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

Û2
|Ec

X2

]
< δ,

whenever

R2 <
1

2
log

(
β̄2P2

(
1− ρ̃2 − ρ̄2

)
+N

N (1− ρ̃2 − ρ̄2) + λ2
− κ2ǫ

)
,

whereκ2 is a positive constant determined byP1, P2, N, ς1, ς2 and ς3.

C. Proof of rate constraint(104)

Define

w(s1, s2, C1, C2, Cc, z) = ς1 (y − (a1,1u∗
1 + a2,1u∗

2)) + ς2a1,1u∗
1 + ς3a2,1u∗

2, (138)

where

ς1 =
σ2α2

(
1− 2−2Rc

)
2−2R1

(
1− ρ̃2 − ρ̄2

)

σ2α2 (1− 2−2Rc) 2−2R1 (1− ρ̃2 − ρ̄2) +N (1− ρ̃2)

ς2 = − αρ̄2N

a1,1 (σ2α2 (1− 2−2Rc) 2−2R1 (1− ρ̃2 − ρ̄2) +N (1− ρ̃2))

ς3 =
αρ
(
1− 2−2Rc

)
2−2R1N

a2,1 (σ2α2 (1− 2−2Rc) 2−2R1 (1− ρ̃2 − ρ̄2) +N (1− ρ̃2))
. (139)

We now start with a lemma that will be used to prove (104).
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Lemma 18 Let ϕj ∈ [0, π] be the angle betweenw andv(j), and let the setE ′
V̂

be defined as

E ′
V̂

,

{
(s1, s2, C1, C2, Cc, z) : ∃ v (j) ∈ Cc\ {v∗} s.t.

cos (ϕj) ≥
√

1− Υ(ǫ)

nα2σ22−2R1 (1− 2−2Rc)

}
, (140)

whereΥ(ǫ) is defined in(148). Then,

E
V̂
∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
V̂
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and, in particular

Pr
[
E
V̂
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′

V̂
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
.

Proof: We first recall that for the eventEV̂ to occur, there must exist a codewordv (j) ∈
Cc\ {v∗} that satisfies the following three conditions

|ρ̄− cos∢ (v (j) ,u∗
2)| ≤ 7ǫ (141)

|cos∢ (v (j) ,u∗
1)| ≤ 3ǫ (142)

‖y − Xu∗

1 ,v(j),u
∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2. (143)

The proof is now based on a sequence of statements related to these three conditions.

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyv ∈ Sc, whereSc is the surface area of the

codeword sphere ofCc defined in the code construction,

|ρ̄− cos∢ (v,u∗
2)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv∗‖

√
nβ̄2P2ρ̄− 〈αv, a2,1u∗

2〉
∣∣∣∣ ≤ ‖αv∗‖

√
nβ̄2P27ǫ. (144)

Statement A) follows by rewritingcos∢ (v,u∗
2) as 〈v,u∗

2〉/(‖v‖ ‖u∗
2‖), and then multiplying

the inequality on the l.h.s. of (144) by‖αv∗‖ · ‖a2,1u∗
2‖.

A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X,

|cos∢ (v,u∗
1)| ≤ 3ǫ

=⇒ |〈αv, a1,1u∗
1〉| ≤ 3 ‖αv‖

√
nβ̄1P1ǫ. (145)

Statement A1) follows by rewritingcos∢ (v,u∗
1) as〈v,u∗

1〉/(‖v∗‖ ‖u∗
1‖), and then multiplying

the inequality on the l.h.s. of (145) by‖αv‖ · ‖a1,1u∗
1‖ and recalling that‖a1,1u∗

1‖ =
√

nβ̄1P1.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyv ∈ Sc

|y − Xu∗

1 ,v,u
∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ 〈y − (a1,1u∗
1 − a2,1u∗

2) , αv〉 ≥ ‖αv∗‖2 − ‖αv∗‖
√
nNǫ. (146)

Statement B) follows from rewriting the inequality on the l.h.s. of (146) as

‖(y − a1,1u∗
1 − a2,1u∗

2)− αv‖2 ≤ ‖(y − a1,1u∗
1 − a2,1u∗

2)− αv∗‖2,
or equivalently as

〈y − a1,1u∗
1 − a2,1u∗

2, αv〉 ≥ 〈y − a1,1u∗
1 − a2,1u∗

2, αv∗〉
= 〈αv∗ + z, αv∗〉
= ‖αv∗‖2 + 〈z, αv∗〉
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≥ ‖αv∗‖2 − ‖αv∗‖
√
nNǫ, (147)

thus establising B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyv ∈ Sc,

|ρ̄− cos∢ (v,u∗
2)| ≤ 7ǫ and |cos∢ (v,u∗

1)| ≤ 3ǫ and |y − Xu∗

1,v,u
∗

2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2

=⇒

‖αv − w‖2 ≤ ‖αv‖2 − 2n

(
ς1

(
1

n
‖αv∗‖2 − 1

n
‖αv∗‖

√
nNǫ

)
− ς2 ‖αv‖

√
nβ̄1P13ǫ

+ς3

(
1

n
‖αv∗‖

√
nβ̄2P2 (ρ̄− 7ǫ)

))
+ ‖w‖2.

Statement C) is obtained as follows:

‖αv − w‖2 = ‖αv‖2 − 2 〈αv,w〉+ ‖w‖2

= ‖αv‖2 − 2 〈αv, ς1 (αv∗ + z) + ς2a1,1u∗
1 + ς3a2,1u∗

2〉+ ‖w‖2

= ‖αv‖2 − 2
(
ς1 〈αv, αv∗ + z〉+ ς2 〈αv, a1,1u∗

1〉

+ς3 〈αv, a2,1u∗
2〉
)
+ ‖w‖2

(a)

≤ ‖αv‖2 − 2

(
nς1

(
1

n
‖αv∗‖2 − 1

n
‖αv∗‖

√
nNǫ

)
− ς2 ‖αv‖

√
nβ̄1P13ǫ

+nς3

(
1

n
‖αv∗‖

√
nβ̄2P2 (ρ̄− 7ǫ)

))
+ ‖w‖2,

where in (a) we have used Statement A), A1) and Statement B).

D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2 ≤ n
( 1
n
ς1

2‖αv∗‖2 + 2

n
ς1ς3 ‖αv∗‖

√
nβ̄2P2ρ̄+ ς1

2N + ς2
2β̄1P1

+2ς2ς3

√
β̄1β̄2P1P2ρ̃+ ς3

2β̄2P2 + κǫ
)
,

whereκ depends onP1, P2, N, ς1, ς2 andς3 only.
Statement D) is obtained as follows

‖w‖2 = ‖ς1 (αv∗ + z) + ς2a1,1u∗
1 + ς3a2,1u∗

2‖2

= ς1
2‖αv∗ + z‖2 + 2ς1ς2 〈αv∗ + z, a1,1u∗

1〉+ ς2
2‖a1,1u∗

1‖2

+2ς1ς3 〈αv∗ + z, a2,1u∗
2〉+ 2ς2ς3 〈a1,1u∗

1, a2,1u∗
2〉+ ς3

2‖a2,1u∗
2‖2

= ς1
2
(
‖[a1,2 + a2,2] v∗‖2 + 2 〈αv∗, z〉+ ‖z‖2

)
+ 2ς1ς2 (〈αv∗, a1,1u∗

1〉+ 〈z, a1,1u∗
1〉)

+ς2
2
(
nβ̄1P1

)
+ 2ς1ς3 [〈αv∗, a2,1u∗

2〉+ 〈z, a2,1u∗
2〉] + 2ς2ς3 〈a1,1u∗

1, a2,1u∗
2〉+ ς3

2
(
nβ̄2P2

)

(a)

≤ n
( 1
n
ς1

2‖αv∗‖2 + 2

n
ς1ς3 ‖αv∗‖

√
nβ̄2P2ρ̄+ ς1

2N + ς2
2β̄1P1

+2ς2ς3

√
β̄1β̄2P1P2ρ̃+ ς3

2β̄2P2 + κǫ
)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and Statement A) and Statement

A1).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryv ∈ Sc,

|ρ̄− cos∢ (v,u∗
2)| ≤ 7ǫ and |cos∢ (v,u∗

1)| ≤ 7ǫ and
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‖y − (a1,1u∗
1 + a2,1u∗

2 + αv)‖2 ≤ ‖y − (a1,1u∗
1 + a2,1u∗

2 + αv∗)‖2

=⇒ ‖αv − w‖2 ≤ Υ(ǫ),

where

Υ(ǫ) = n
σ2α2

(
1− 2−2Rc

)
2−2R1

{
1− ρ̃2 − ρ̄2

}
N

[σ2α2 (1− 2−2Rc) 2−2R1 [1− ρ̃2 − ρ̄2] +N [1− ρ̃2]]

+nα2N2ρ̄2
(
ρ̄2β̄1P1 − σ2ρ̃2

(
1− 2−2Rc

)
2−2R1

)

[σ2α2 (1− 2−2Rc) 2−2R1 [1− ρ̃2 − ρ̄2] +N [1− ρ̃2]]2
+ nκ′ǫ, (148)

and whereκ′ depends only onP2, N1, N2, ς1, ς2 and ς3.
Statement E) follows from combining Statement C) with Statement D) and the explicit values

of ς1, ς2 and ς3 given in (139).

F) For everyv ∈ Sc, denote byϕ ∈ [0, π] the angle betweenv andw, and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,

{
v ∈ S(n)

c : cos (ϕ) ≥
√

1− Υ(ǫ)

nα2σ22−2R1 (1− 2−2Rc)

}
,

whereǫ is sufficiently large such that the term inside the square is non-negative.
Then, for every(s1, s2, C1, C2, Cc, z) ∈ Ec

X ∩ Ec
Z,

|ρ̄− cos∢ (v,u∗
2)| ≤ 7ǫ and |cos∢ (v,u∗

1)| ≤ 7ǫ and

‖y − (a1,1u∗
1 + a2,1u∗

2 + αv)‖2 ≤ ‖y − (a1,1u∗
1 + a2,1u∗

2 + (a1,2 + a2,2) v∗)‖2

=⇒ v ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (149)

Statement F) follows from Statement E) by noting that ifw 6= 0 and

1− Υ(ǫ)

nα2σ22−2R1 (1− 2−2Rc)
> 0,

then

‖αv‖2 = nα2σ22−2R1
(
1− 2−2Rc

)

‖αv − w‖2 ≤ Υ(ǫ)

}

=⇒ cos∢ (u,w) ≥
√

1− Υ(ǫ)

nα2σ22−2R1 (1− 2−2Rc)
,

which follows by the same argument as (123).

The proof of Lemma 18 is now concluded by noticing that the setE ′
V̂

, defined in (140),
is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists av (j) ∈ Cc\ {v∗} such that
v (j) ∈ B(s1, s2,u∗

1, v∗,u∗
2, z). Thus, by Statement F) and by the definition ofEV̂ in (89) it

follows that
EV̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
V̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and therefore

Pr
[
EV̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′

V̂ ∩ Ec
S ∩ Ec

X ∩ Ec
V

]
.

Next,

Pr
[
EV̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

](a)
≤ Pr

[
E ′

V̂ ∩ Ec
S ∩ Ec

X ∩ Ec
Z

]

(b)

≤ Pr
[
E ′

V̂|Ec
Xv

]
, (150)
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where (a) follows by Lemma 18 and (b) follows becauseEc
X ⊆ Ec

Xv
. The proof of (104) is now

completed by combining (150) with Lemma 16. This gives that for everyδ > 0 and everyǫ > 0
there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
EV̂ ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′

V̂|Ec
XV

]
< δ,

whenever

Rc <
1

2
log

(
η2
(
1− ρ̃2 − ρ̄2

)
+N

(
1− ρ̃2

)

N (1− ρ̃2 − ρ̄2) + λc
− κ3ǫ

)
,

whereκ3 is a positive constant determined byP1, P2, N, ς1, ς2 and ς3.

D. Proof of rate constraint(105)

Define
w(s1, s2, C1, C2, Cc, z) = ς1 (y − αv∗) + ς2αv∗,

where

ς1 =
a21,1

(
1− 2−2R1

)
+ 2a1,1a2,1ρ

(
1− 2−2R1

) (
1− 2−2R2

)
+ a22,1

(
1− 2−2R2

) (
1− ρ̄2

)

a21,1 (1− 2−2R1) + 2a1,1a2,1ρ (1− 2−2R1) (1− 2−2R2) + a22,1 (1− 2−2R2) (1− ρ̄2) + N
σ2

ς2 =
N
σ2 a2,1ρ

(
1− 2−2R2

)

α
(
a21,1 (1− 2−2R1) + 2a1,1a2,1ρ (1− 2−2R1) (1− 2−2R2) + a22,1 (1− 2−2R2) (1− ρ̄2) + N

σ2

) .

(151)

In the remainder we shall use the shorthand notationw instead ofw(s1, s2, C1, C2, Cc, z). We
now start with a lemma that will be used to prove (105).

Lemma 19 Let ϕj,l ∈ [0, π] be the angle betweenw anda1,1u1(j)+ a2,1u2(l), and let the set
E ′
(Û1,Û2)

be defined as

E ′
(Û1,Û2)

,

{
(s1, s2, C1, C2, Cc, z) : ∃ u1 (j) ∈ C1\ {u∗

1} and ∃ u2 (j) ∈ C2\ {u∗
2}

s.t. cos (ϕj,l) ≥
√

1− Υ̃− κ′′ǫ

}
(152)

where

Υ̃ ,

(
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2

(
1− ρ̄2

))
N

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 [1− ρ̄2] +N

)(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

) ,

and κ
′′

is a positive constant determined byP1, P2, N , ς1 and ς2. Then,

E(Û1,Û2)
∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z,

and, in particular

Pr
[
E(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′
(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Proof: We first recall that, for the eventE(Û1,Û2)
to occur, there must exist codewords
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u1 (j) ∈ C1\ {u∗
1} andu2 (l) ∈ C2\ {u∗

2} that satisfy the following four conditions

|ρ̃− cos∢ (u1 (j) ,u2 (l))| ≤ 7ǫ (153)

|ρ̄− cos∢ (v∗,u2 (l))| ≤ 7ǫ (154)

|cos∢ (v∗,u1 (j))| ≤ 3ǫ (155)

‖y − Xu1(j),v∗,u2(l)‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2. (156)

The proof is now based on a sequence of statements related to these conditions:

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu1 ∈ S1 andu2 ∈ S2,

|ρ̃− cos∢ (u1,u2)| ≤ 7ǫ =⇒
∣∣∣∣nρ̃
√

β̄1β̄2P1P2 − 〈a1,1u1, a2,1u2〉
∣∣∣∣ ≤ 7n

√
β̄1β̄2P1P2ǫ.

(157)

Statement A) follows by rewritingcos∢ (u1,u2) as〈u1,u2〉/(‖u1‖ ‖u2‖), and then multiply-
ing the inequality on the l.h.s. of (157) by‖a1,1u1‖ · ‖a2,1u2‖ and recalling that‖a1,1u1‖ =√

nβ̄1P1 and that‖a2,1u2‖ =
√

nβ̄2P2.

A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X,

|cos∢ (v∗,u1)| ≤ 3ǫ

=⇒ |〈αv∗, a1,1u1〉| ≤ 3 ‖αv∗‖
√

nβ̄1P1ǫ. (158)

Statement A1) follows by rewritingcos∢ (v∗,u∗
1) as 〈v∗,u1〉/(‖v∗‖ ‖u1‖), and then multi-

plying the inequality on the l.h.s. of (158) by‖αv∗‖ · ‖a1,1u1‖.

A2) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu2 ∈ S2,

|ρ̄− cos∢ (v∗,u2)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv∗‖

√
nβ̄2P2ρ̄− 〈αv∗, a2,1u2〉

∣∣∣∣ ≤ 7ǫ ‖αv∗‖
√

nβ̄2P2. (159)

Statement A2) follows by rewritingcos∢ (v∗,u2) as 〈v∗,u2〉/(‖v∗‖ ‖u2‖), and then multi-
plying the inequality on the l.h.s. of (159) by‖αv∗‖ · ‖a2,1u2‖.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu1 ∈ S1 andu2 ∈ S2,

|y − Xu1,v∗,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ 〈y − αv∗, a1,1u1 + a2,1u2〉 ≥ n

(
β̄1P1 + 2

√
β̄1β̄2P1P2(ρ̃− 7ǫ) + β̄2P2 − κǫ

)
.

(160)

Statement B) follows from rewriting the inequality on the l.h.s. of (160) as

‖(y − αv∗)− (a1,1u1 + a2,1u2)‖2 ≤ ‖(y − αv∗)− (a1,1u∗
1 + a2,1u∗

2)‖2,
or equivalently as

〈(y − αv∗) , a1,1u1 + a2,1u2〉 ≥ 〈(y − αv∗) , a1,1u∗
1 + a2,1u∗

2〉
= 〈a1,1u∗

1 + a2,1u∗
2 + z, a1,1u∗

1 + a2,1u∗
2〉

= ‖a1,1u∗
1 + a2,1u∗

2‖2 + 〈z, a1,1u∗
1 + a2,1u∗

2〉 . (161)

It now follows from the equivalence of the first inequality in(160) with (161) that for
(s1, s2, C1, C2, Cc, z) ∈ Ec

Z, the first inequality in (160) can only hold if

〈y − αv∗, a1,1u1 + a2,1u2〉 ≥ n

(
β̄1P1 + 2

√
β̄1β̄2P1P2(ρ̃− 7ǫ) + β̄2P2 − κǫ

)
,
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thus establishing B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu1 ∈ S1 andu2 ∈ S2,

|ρ̃− cos∢ (u1,u2)| ≤ 7ǫ and |ρ̄− cos∢ (u2, v∗)| ≤ 7ǫ and |cos∢ (u1, v∗)| ≤ 7ǫ

and |y − Xu1,v∗,u2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2

=⇒

‖a1,1u1 + a2,1u2 − w‖2 ≤ n

((
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2

)
(1− 2ς1)

−2ς2
1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)
+ ‖w‖2 + nk′ǫ.

Statement C) is obtained as follows:

‖a1,1u1 + a2,1u2 − w‖2 = ‖a1,1u1 + a2,1u2‖2 − 2 〈a1,1u1 + a2,1u2,w〉+ ‖w‖2

= ‖a1,1u1 + a2,1u2‖2 − 2 〈a1,1u1 + a2,1u2, ς1 (a1,1u∗
1 + a2,1u∗

2 + z) + ς2αv∗〉+ ‖w‖2
(a)

≤ n

((
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2

)
(1− 2ς1)− 2ς2

1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)
+ ‖w‖2

+nκ′ǫ,

where in (a) we have used Statement A), A1), A2) and StatementB).

D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2 ≤ n

(
ς1

2

(
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2 +N

)
+

1

n
2ς1ς2α‖v∗‖

√
nβ̄2P2ρ̄

+
1

n
ς2

2α2‖v∗‖2 + kǫ

)
,

wherek depends onP1, P2, N, ς1 andς2 only.
Statement D) is obtained as follows:

‖w‖2 = ‖ς1 (a1,1u∗
1 + a2,1u∗

2 + z) + ς2αv∗‖2

= ς1
2‖a1,1u∗

1 + a2,1u∗
2 + z‖2 + 2ς1ς2 〈a1,1u∗

1 + a2,1u∗
2 + z, αv∗〉+ ς2

2‖αv∗‖2

= ς1
2
(
‖a1,1u∗

1 + a2,1u∗
2‖2 + 2 〈a1,1u∗

1 + a2,1u∗
2, z〉+ ‖z‖2

)

+2ς1ς2 〈a1,1u∗
1 + a2,1u∗

2 + z, αv∗〉+ ς2
2α2‖v∗‖2

(a)

≤ n

(
ς1

2

(
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2 +N

)
+

1

n
2ς1ς2α‖v∗‖

√
nβ̄2P2ρ̄

+
1

n
ς2

2α2‖v∗‖2 + κǫ

)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and statements A), A1) and A2).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryu1 ∈ S1 andu2 ∈ S2,

|ρ̃− cos∢ (u1,u2)| ≤ 7ǫ and |ρ̄− cos∢ (v,u2)| ≤ 7ǫ and |y − Xu1,v∗,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ ‖a1,1u1 + a2,1u2 − w‖2 ≤ Υ(ǫ),
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where

Υ(ǫ) = n

(
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2

(
1− ρ̄2

))
N

β̄1P1 + 2
√

β̄1β̄2P1P2ρ̃+ β̄2P2 (1− ρ̄2) +N
+ nk′ǫ,

and wherek′ only depends onP1, N1, N2, ς1 and ς2.
Statement E) follows from combining Statement C) with Statement D) and the explicit values

of ς1 and ς2 given in (151).

F) For everyu1 ∈ S1,u2 ∈ S2, denote byϕ ∈ [0, π] the angle betweena1,1u1 + a2,1u2 and
w, and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,

{
u1 ∈ S

(n)
1 ,u2 ∈ S

(n)
2 :

cos (ϕ) ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)
}
,

where ǫ is sufficiently small such that the term inside the square is non-negative. Then, for
every(s1, s2, C1, C2, Cc, z) ∈ Ec

X ∩ Ec
Z,

|ρ̃− cos∢ (u1,u2)| ≤ 7ǫ and |ρ̄− cos∢ (v∗,u2)| ≤ 7ǫ and

|cos∢ (v∗,u1)| ≤ 3ǫ and |y − Xu1,v∗,u2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2

=⇒ a1,1u1 + a2,1u2 ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (162)

Statement F) follows from Statement E) by noting that ifw 6= 0 and

1− Υ(ǫ)

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

) > 0,

then

‖a1,1u1 + a2,1u2‖2 = n

(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)

and‖a1,1u1 + a2,1u2 − w‖2 ≤ Υ(ǫ)

=⇒ cos∢ (a1,1u1 + a2,1u2,w) ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

) . (163)

To see this, first note that everya1,1u1+a2,1u2, whereu1 ∈ S1,u2 ∈ S2, satisfying the condition
on the l.h.s. of (162) lies within a sphere of radius

√
Υ(ǫ) centered atw. In addition, for every

u1 ∈ S1,u2 ∈ S2 we have thata1,1u1 + a2,1u2 also lies on the centeredRn-sphere of radius

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)
. Hence, everyu1 ∈ S1,u2 ∈ S2 satisfying the condition

on the l.h.s. of (162) lies in the intersection of these two regions, which is a polar cap on the
centered sphere of radiusn

(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)
. Hence, everyu1 ∈ S(n)

1 ,u2 ∈
S(n)
2 satisfying the upper conditions of (162), also satisfies

cosϕ ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)

=
√

1− Υ̃− κ′′ǫ,
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where

Υ̃ ,

(
β̄1P1 + 2

√
β̄1β̄2P1P2ρ̃+ β̄2P2

(
1− ρ̄2

))
N

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 (1− ρ̄2) +N

)(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

)

κ
′′

,
k′

n
(
β̄1P1 + 2ρ̃

√
β̄1P1β̄2P2 + β̄2P2

) .

The proof of Lemma 19 is now concluded by noticing that the setE ′
(Û1,Û2)

, defined in
(152), is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists au1 (j) ∈ C1\ {u∗

1} and
u2 (l) ∈ C2\ {u∗

2} such thata1,1u1 (j) + a2,1u2 (l) ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). Thus, by Statement
F) and by the definition ofE(Û1,Û2)

in (90) it follows that

E(Û1,Û2)
∩ Ec

S ∩ Ec
X ∩ Ec

Z ⊆ E ′
(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z,

and therefore

Pr
[
E(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′
(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

We now state one more lemma that will be used for the proof of (105).

Lemma 20 For everyΘ ∈ (0, 1] and∆ ∈ (0, 1], let the setG be given by

G =
{
(s1, s2, C1, C2, Cc, z) : ∃ u1(j) ∈ C1\ {u∗

1} and ∃ u2(l) ∈ C2\ {u∗
2} s.t.

cos∢
(
w, a1,1u1(j) + a2,1u2(l)

)
≥ ∆ and cos∢ (u1(j),u2(l)) ≥ Θ

}
.

Then,

R1 +R2 < −1

2
log
((
1−Θ2

) (
1−∆2

))
=⇒

(
lim
n→∞

Pr
[
G|Ec

X1
∩ Ec

X2

]
= 0, ǫ > 0

)
.

Proof: The proof follows from upper-bounding in every point onS1,S2 the density of every
u1 (j) ∈ C1\ {u∗

1} ,u2 (l) ∈ C2\ {u∗
2} and then using a standard argument from sphere-packing.

Next,

Pr
[
E(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

](a)
≤ Pr

[
E ′

(Û1,Û2)
∩ Ec

S ∩ Ec
X ∩ Ec

Z

]

(b)

≤ Pr
[
E ′

(Û1,Û2)

∣∣∣Ec
X1

∩ Ec
X2

]
, (164)

where (a) follows by Lemma 19 and (b) follows becauseEc
X ⊆ Ec

X1
∩ Ec

X2
.

The proof of (105) is now completed by combining (164) with Lemma 20. This gives that for
everyδ > 0 and everyǫ > 0 there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
E(Û1,Û2)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′

(Û1,Û2)
|Ec

X1
∩ Ec

X2

]
< δ,

whenever

R1 +R2 <
1

2
log

(
λ12 − β̄2P2ρ̄

2 +N(
1− β̄2P2ρ̄2λ12

−1
)
N (1− ρ̃2 )

− κ4ǫ

)
,

whereκ4 is a positive constant determined byP1, P2, N, ς1 and ς2.



52

E. Proof of rate constraint(106)

Define
w(s1, s2, C1, C2, Cc, z) = ς1 (y − a2,1u2

∗) + ς2a2,1u2
∗,

where

ς1 =
β̄1P1

(
1− ρ̃2

)
+ ‖αv∗‖2

(
1− ρ̄2

)
− 2
√

β̄1P1σ2 (1− 2−2R1)αρ̄2

β̄1P1 (1− ρ̃2) + ‖αv∗‖2 (1− ρ̄2)− 2
√

β̄1P1σ2 (1− 2−2R1)αρ̄2 +N

ς2 =
ρN

(
a1,1

(
1− 2−2R1

)
+ α

(
1− 2−2Rc

)
2−2R1

)

a2,1

(
β̄1P1 (1− ρ̃2) + ‖αv∗‖2 (1− ρ̄2)− 2

√
β̄1P1σ2 (1− 2−2R1)αρ̄2 +N

) .

(165)

In the remainder we shall use the shorthand notationw instead ofw(s1, s2, C1, C2, Cc, z). We
now start with a lemma that will be used to prove (106).

Lemma 21 Let ϕj,l ∈ [0, π] be the angle betweenw and a1,1u1(j) + αv(l), and let the set
E ′
(Û1,V̂)

be defined as

E ′
(Û1,V̂)

,

{
(s1, s2, C1, C2, Cc, z) : ∃ u1 (j) ∈ C1\ {u∗

1} and ∃ v (j) ∈ Cc\ {v∗} s.t.

cos (ϕj) ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 +

1
n‖αv‖

2
)
}
, (166)

whereΥ(ǫ) is defined in(175), and ǫ is sufficiently small such that the term inside the square
is non-negative. Then,

E(Û1,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û1,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and, in particular

Pr
[
E(Û1,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′
(Û1,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Proof: We first recall that for the eventE(Û1,V̂)
to occur, there must exist codewordsu1 (j) ∈

C1\ {u∗
1} andv (l) ∈ Cc\ {v∗} that satisfy the following four conditions

|ρ̃− cos∢ (u1 (j) ,u∗
2)| ≤ 7ǫ (167)

|ρ̄− cos∢ (v (l) ,u∗
2)| ≤ 7ǫ (168)

|cos∢ (v (l) ,u1 (j))| ≤ 7ǫ (169)

‖y − Xu1(j),v(l),u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2. (170)

The proof is now based on a sequence of statements related to these conditions:

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu1 ∈ S1 andv ∈ Sc,

|cos∢ (u1, v)| ≤ 7ǫ =⇒ |〈a1,1u1, αv〉| ≤ 7

√
nβ̄1P1 ‖αv‖ ǫ. (171)

Statement A) follows by rewritingcos∢ (u1, v) as 〈u1, v〉/(‖u1‖ ‖v‖), and then multiplying
the inequality on the l.h.s. of (171) by‖a1,1u1‖·‖αv‖ and recalling that‖a1,1u1‖ =

√
nβ̄1P1 .
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A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu1 ∈ S1 andv ∈ Sc,

|ρ̄− cos∢ (v,u∗
2)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv‖

√
nβ̄2P2ρ̄− 〈αv, a2,1u∗

2〉
∣∣∣∣ ≤ 7ǫ ‖αv‖

√
nβ̄2P2. (172)

Statement A1) follows by rewritingcos∢ (v,u∗
2) as〈v,u∗

2〉/(‖v‖ ‖u∗
2‖), and then multiplying

the inequality on the l.h.s. of (172) by‖αv‖ · ‖a2,1u∗
2‖ and recalling that‖a2,1u∗

2‖ =
√

nβ̄2P2.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu1 ∈ S1 andv ∈ Sc

|y − Xu1,v,u∗

2
‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2

=⇒ 〈y − a2,1u∗
2, a1,1u1 + αv〉 ≥ n

(
β̄1P1 +

1

n
‖αv∗‖2 − κǫ

)
. (173)

Statement B) follows from rewriting the inequality on the l.h.s. of (173) as

‖(y − a2,1u∗
2)− (a1,1u1 + αv)‖2 ≤ ‖(y − a2,1u∗

2)− (a1,1u∗
1 + αv∗)‖2,

or equivalently as

〈(y − a2,1u∗
2) , a1,1u1 + αv〉 ≥ 〈(y − a2,1u∗

2) , a1,1u∗
1 + αv∗〉

= 〈a1,1u∗
1 + αv∗ + z, a1,1u∗

1 + αv∗〉
= ‖a1,1u∗

1 + αv∗‖2 + 〈z, a1,1u∗
1 + αv∗〉 . (174)

It now follows from the equivalence of the first inequality in(173) with (174) that for
(s1, s2, C1, C2, Cc, z) ∈ Ec

Z, the first inequality in (173) can only hold if

〈y − a2,1u∗
2, a1,1u1 + αv〉 ≥ n

(
β̄1P1 +

1

n
‖αv∗‖2 − κǫ

)
,

thus establishing B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu1 ∈ S1 andv ∈ Sc,

|ρ̃− cos∢ (u1,u∗
2)| ≤ 7ǫ and |y − Xu1,v,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒

‖a1,1u1 + αv − w‖2 ≤ n

((
β̄1P1 +

1

n
‖αv‖2

)
(1− 2ς1)− 2ς2

(√
β̄1β̄2P1P2ρ̃

+
1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)
)

+ ‖w‖2 + nκ′ǫ.

Statement C) is obtained as follows:

‖a1,1u1 + αv − w‖2 = ‖a1,1u1 + αv‖2 − 2 〈a1,1u1 + αv,w〉+ ‖w‖2

= ‖a1,1u1 + αv‖2

−2 〈a1,1u1 + αv, ς1 (a1,1u∗
1 + αv∗ + z) + ς2a2,1u∗

2〉+ ‖w‖2
(a)

≤ n

((
β̄1P1 +

1

n
‖αv‖2

)
(1− 2ς1)− 2ς2

(√
β̄1β̄2P1P2ρ̃

+
1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)
)

+ ‖w‖2 + nκ′ǫ,

where in (a) we have used Statement A) and Statement B).
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D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2 ≤ n

(
ς1

2

(
β̄1P1 +N +

1

n
‖αv∗‖2

)
+ 2ς1ς2

(√
β̄1β̄2P1P2ρ̃+

1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)

+ς2
2β̄2P2 + κǫ

)
,

whereκ depends onP1, P2, N, ς1 and ς2 only.
Statement D) is obtained as follows:

‖w‖2 = ‖ς1 (a1,1u∗
1 + αv∗ + z) + ς2a2,1u∗

2‖2

= ς1
2‖a1,1u∗

1 + αv∗ + z‖2 + 2ς1ς2 〈a1,1u∗
1 + αv∗ + z, a2,1u∗

2〉+ ς2
2‖a2,1u∗

2‖2

= ς1
2
(
‖a1,1u∗

1 + αv∗‖2 + 2 〈a1,1u∗
1 + αv∗, z〉+ ‖z‖2

)

+2ς1ς2 〈a1,1u∗
1 + αv∗ + z, a2,1u∗

2〉+ ς2
2nβ̄2P2

(a)

≤ n

(
ς1

2

(
β̄1P1 +N +

1

n
‖αv∗‖2

)
+ 2ς1ς2

(√
β̄1β̄2P1P2ρ̃+

1

n
‖αv∗‖

√
nβ̄2P2ρ̄

)

+ς2
2β̄2P2 + kǫ

)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and statements A) and A1).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryu1 ∈ S1 andv ∈ Sc,

|ρ̃− cos∢ (u1,u∗
2)| ≤ 7ǫ and |ρ̄− cos∢ (v,u∗

2)| ≤ 7ǫ and |y − Xu1,v,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ ‖a1,1u1 + αv − w‖2 ≤ Υ(ǫ),

where

Υ(ǫ) = n

(
β̄1P1

(
1− ρ̃2

)
+ 1

n‖αv‖2
(
1− ρ̄2

)
− 2
√

β̄1P1σ2 (1− 2−2R1)αρ̄2
)
N

β̄1P1 (1− ρ̃2) + 1
n‖αv∗‖2 (1− ρ̄2)− 2

√
β̄1P1σ2 (1− 2−2R1)αρ̄2 +N

+ nκ′ǫ,

(175)
and whereκ′ only depends onP1, N1, N2, ς1 and ς2.

Statement E) follows from combining Statement C) with Statement D) and the explicit values
of ς1 and ς2 given in (165).

F) For everyu1 ∈ S1, v ∈ Sc, denote byϕ ∈ [0, π] the angle betweena1,1u1 + αv and w,
and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,





u1 ∈ S
(n)
1 , v ∈ S(n)

c : cos (ϕ) ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 +

1
n‖αv‖2

)





,

where ǫ is sufficiently small such that the term inside the square is non-negative. Then, for
every(s1, s2, C1, C2, Cc, z) ∈ Ec

X ∩ Ec
Z,

|ρ̃− cos∢ (u1,u∗
2)| ≤ 7ǫ and |ρ̄− cos∢ (v,u∗

2)| ≤ 7ǫ and

|y − Xu1,v,u∗

2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ a1,1u1 + αv ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (176)
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Statement F) follows from Statement E) by noting that ifw 6= 0 and

1− Υ(ǫ)

n
(
β̄1P1 +

1
n‖αv‖2

) > 0,

then

‖a1,1u1 + αv‖2 = n

(
β̄1P1 +

1

n
‖αv‖2

)
and‖a1,1u1 + αv − w‖2 ≤ Υ(ǫ)

=⇒ cos∢ (a1,1u1 + αv,w) ≥
√√√√1− Υ(ǫ)

n
(
β̄1P1 +

1
n‖αv‖2

) ,

which follows by the same argument as (163).

The proof of Lemma 21 is now concluded by noticing that the setE ′
(Û1,V̂)

, defined in (166),
is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists au1 (j) ∈ C1\ {u∗

1} and v (l) ∈
Cc\ {v∗} such thata1,1u1 (j) + αv (l) ∈ B(s1, s2,u∗

1, v∗,u∗
2, z). Thus, by Statement F) and by

the definition ofE(Û1,V̂) in (91) it follows that

E(Û1,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û1,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and therefore

Pr
[
E(Û1,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′
(Û1,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Next,

Pr
[
E(Û1,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

](a)
≤ Pr

[
E ′
(Û1,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]

(b)

≤ Pr
[
E ′
(Û1,V̂)

|Ec
X1

∩ Ec
X2

]
, (177)

where (a) follows by Lemma 21 and (b) follows becauseEc
X ⊆ Ec

X1
∩ Ec

Xv
.

The proof of (106) is now completed by combining (177) with Lemma 20. This gives that for
everyδ > 0 and everyǫ > 0 there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
E(Û1,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′

(Û1,V̂)|Ec
X1

∩ Ec
Xv

]
< δ,

whenever

R1 +Rc <
1

2
log

(
(λ1c +N)

(
β̄1P1 + η2

)

λ1cN
− κ5ǫ

)
,

whereκ5 is a positive constant determined byP1, P2, N, ς1 and ς2.

F. Proof of rate constraint(107)

Define
w(s1, s2, C1, C2, Cc, z) = ς1 (y − a1,1u1

∗) + ς2a1,1u1
∗,

where

ς1 =
β̄2P2

(
1− ρ̃2

)
+ 2 ‖αv‖

√
nβ̄2P2ρ̄+ ‖αv‖2

β̄2P2 (1− ρ̃2) + 2 ‖αv‖
√

nβ̄2P2ρ̄+ ‖αv‖2 +N

ς2 =
a2,1ρ

(
1− 2−2R2

)
N

a1,1

(
β̄2P2 (1− ρ̃2) + 2 ‖αv‖

√
nβ̄2P2ρ̄+ ‖αv‖2 +N

) . (178)
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In the remainder we shall use the shorthand notationw instead ofw(s1, s2, C1, C2, Cc, z). We
now start with a lemma that will be used to prove (107).

Lemma 22 Let ϕj,l ∈ [0, π] be the angle betweenw and a2,1u2(j) + αv∗(l), and let the set
E ′
(Û1,V̂)

be defined as

E ′
(Û2,V̂)

,

{
(s1, s2, C1, C2, Cc, z) : ∃ u2 (j) ∈ C2\ {u∗

2} and ∃ v (l) ∈ Cc\ {v∗} s.t.

cos (ϕj,l) ≥
√√√√1− Υ(ǫ)

n
(
β̄2P2 +

2
n ‖αv‖

√
nβ̄2P2ρ̄+

1
n‖αv‖

2
)
}
, (179)

whereΥ(ǫ) is defined in(189) and ǫ is sufficiently small such that the term inside the square
is non-negative. Then,

E(Û2,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û2,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and, in particular

Pr
[
E(Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′
(Û2,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Proof: We first recall that for the eventE(Û2,V̂ ) to occur, there must exist codewords
u2 (j) ∈ C2\ {u∗

2} andv (l) ∈ Cc\ {v∗} that satisfy the following four conditions

|ρ̃− cos∢ (u∗
1,u2 (j))| ≤ 7ǫ (180)

|ρ̄− cos∢ (v (l) ,u2 (j))| ≤ 7ǫ (181)

|cos∢ (v (l) ,u∗
1)| ≤ 3ǫ (182)

‖y − Xu∗

1 ,v(l),u2(j)‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2. (183)

The proof is now based on a sequence of statements related to these conditions:

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu2 ∈ S2 andv ∈ Sc,

|ρ̃− cos∢ (u∗
1,u2)| ≤ 7ǫ =⇒

∣∣∣∣nρ̃
√

β̄1β̄2P1P2 − 〈a1,1u∗
1, a2,1u2〉

∣∣∣∣ ≤ 7n

√
β̄1β̄2P1P2ǫ.

(184)
Statement A) follows by rewritingcos∢ (u∗

1,u2) as〈u∗
1,u2〉/(‖u∗

1‖ ‖u2‖), and then multiply-
ing the inequality on the l.h.s. of (184) by‖a1,1u∗

1‖ · ‖a2,1u2‖.

A1) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X,

|cos∢ (v,u∗
1)| ≤ 3ǫ

=⇒ |〈αv, a1,1u∗
1〉| ≤ 3 ‖αv‖

√
nβ̄1P1ǫ. (185)

Statement A1) follows by rewritingcos∢ (v,u∗
1) as〈v,u∗

1〉/(‖v‖ ‖u∗
1‖), and then multiplying

the inequality on the l.h.s. of (185) by‖αv‖ · ‖a1,1u∗
1‖ and recalling that‖a1,1u∗

1‖ =
√

nβ̄1P1.

A2) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X and everyu2 ∈ S2 andv ∈ Sc,

|ρ̄− cos∢ (v,u2)| ≤ 7ǫ

=⇒
∣∣∣∣‖αv‖

√
nβ̄2P2ρ̄− 〈αv, a2,1u2〉

∣∣∣∣ ≤ 7ǫ ‖αv‖
√

nβ̄2P2. (186)

Statement A2) follows by rewritingcos∢ (v,u2) as〈v,u2〉/(‖v‖ ‖u∗
2‖), and then multiplying

the inequality on the l.h.s. of (186) by‖αv‖ · ‖a2,1u2‖ and recalling that‖a2,1u2‖ =
√

nβ̄2P2.
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B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu2 ∈ S2 andv ∈ Sc

|y − Xu∗

1,v,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ 〈y − a1,1u∗
1, a2,1u2 + αv〉 ≥ n

(
β̄2P2 +

2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 − κǫ

)
. (187)

Statement B) follows from rewriting the inequality on the l.h.s. of (187) as

‖(y − a1,1u∗
1)− (a2,1u2 + αv)‖2 ≤ ‖(y − a1,1u∗

1)− (a2,1u∗
1 + αv∗)‖2,

or equivalently as

〈(y − a1,1u∗
1) , a2,1u2 + αv〉 ≥ 〈(y − a1,1u∗

1) , a2,1u∗
2 + αv∗〉

= 〈a2,1u∗
2 + αv∗ + z, a2,1u∗

2 + αv∗〉
= ‖a2,1u∗

2 + αv∗‖2 + 〈z, a2,1u∗
2 + αv∗〉 . (188)

It now follows from the equivalence of the first inequality in(187) with (188) that for
(s1, s2, C1, C2, Cc, z) ∈ Ec

Z, the first inequality in (187) can only hold if

〈y − a1,1u∗
1, a2,1u2 + αv〉 ≥ n

(
β̄2P2 +

2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 − κǫ

)
,

thus establishing B).

C) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and everyu2 ∈ S2 andv ∈ Sc,

|ρ̃− cos∢ (u∗
1,u2)| ≤ 7ǫ and |y − Xu∗

1,v,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒

‖a2,1u2 + αv − w‖2 ≤ n

((
β̄2P2 +

2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv‖2

)
(1− 2ς1)

−2ς2

√
β̄1β̄2P1P2ρ̃

)
+ ‖w‖2 + nκ′ǫ.

Statement C) is obtained as follows:

‖a2,1u2 + αv − w‖2 = ‖a2,1u2 + αv‖2 − 2 〈a2,1u2 + αv,w〉+ ‖w‖2

= ‖a2,1u2 + αv‖2

−2 〈a2,1u2 + αv, ς1 (a2,1u∗
2 + αv∗ + z) + ς2a1,1u∗

1〉+ ‖w‖2
(a)

≤ n

((
β̄2P2 +

2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv‖2

)
(1− 2ς1)

−2ς2

√
β̄1β̄2P1P2ρ̃

)
+ ‖w‖2 + nκ′ǫ,

where in (a) we have used Statement A), A1) and Statement B).

D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z

‖w‖2 ≤ n

(
ς1

2
(
β̄2P2 +N

)
+ ς1

2

(
2

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2

)

+2ς1ς2

√
β̄1P1β̄2P2ρ̃+ ς2

2β̄1P1 + κǫ

)
,

wherek depends onP1, P2, N, ς1 andς2 only.
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Statement D) is obtained as follows:

‖w‖2 = ‖ς1 (a2,1u∗
2 + αv∗ + z) + ς2a1,1u∗

1‖2

= ς1
2‖a2,1u∗

2 + αv∗ + z‖2 + 2ς1ς2 〈a2,1u∗
2 + αv∗ + z, a1,1u∗

1〉+ ς2
2‖a1,1u∗

1‖2

= ς1
2
(
‖a2,1u∗

2 + αv∗‖2 + 2 〈a2,1u∗
2 + αv∗, z〉+ ‖z‖2

)

+2ς1ς2 〈a2,1u∗
2 + αv∗ + z, a1,1u∗

1〉+ ς2
2nβ̄1P1

(a)

≤ n

(
ς1

2
(
β̄2P2 +N

)
+ ς1

2

(
2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2

)

+2ς1ς2

√
β̄1P1β̄2P2ρ̃+ ς2

2β̄1P1 + kǫ

)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X, and statements A) and A2).

E) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X ∩ Ec

Z and an arbitraryu2 ∈ S2 andv ∈ Sc,

|ρ̃− cos∢ (u∗
1,u2)| ≤ 7ǫ and |ρ̄− cos∢ (v,u2)| ≤ 7ǫ and |y − Xu∗

1 ,v,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ ‖a2,1u2 + αv − w‖2 ≤ Υ(ǫ),

where

Υ(ǫ) = n

(
β̄2P2

(
1− ρ̃2

)
+ 2

n ‖αv‖
√

nβ̄2P2ρ̄+
1
n‖αv‖2

)
N

β̄2P2 (1− ρ̃2) + 2
n ‖αv‖

√
nβ̄2P2ρ̄+

1
n‖αv‖2 +N

+ nκ′ǫ, (189)

and whereκ′ only depends onP1, N1, N2, ς1 and ς2.

Statement E) follows from combining Statement C) with Statement D) and the explicit values
of ς1 and ς2 given in (178).

F) For everyu2 ∈ S2, v ∈ Sc, denote byϕ ∈ [0, π] the angle betweena2,1u2 + αv and w,
and let

B(s1, s2,u∗
1, v∗,u∗

2, z) ,

{
u2 ∈ S

(n)
2 , v ∈ S(n)

c :

cos (ϕ) ≥
√√√√1− Υ(ǫ)

n
(
β̄2P2 +

2
n ‖αv‖

√
nβ̄2P2ρ̄+

1
n‖αv‖2

)
}
,

whereǫ is sufficiently small such that the term in the square is non-negative.
Then, for every(s1, s2, C1, C2, Cc, z) ∈ Ec

X ∩ Ec
Z,

|ρ̃− cos∢ (u∗
1,u2)| ≤ 7ǫ and |ρ̄− cos∢ (v,u2)| ≤ 7ǫ and

|y − Xu∗

1 ,v,u2
‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒ a2,1u2 + αv ∈ B(s1, s2,u∗
1, v∗,u∗

2, z). (190)

Statement F) follows from Statement E) by noting that ifw 6= 0 and

1− Υ(ǫ)

n
(
β̄2P2 +

2
n ‖αv‖

√
nβ̄2P2ρ̄+

1
n‖αv‖2

) > 0,

then

‖a2,1u2 + αv‖2 = n

(
β̄2P2 +

2

n
‖αv‖

√
nβ̄2P2ρ̄+

1

n
‖αv‖2

)

and ‖a2,1u2 + αv − w‖2 ≤ Υ(ǫ)
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=⇒ cos∢ (a2,1u2 + αv,w) ≥
√√√√1− Υ(ǫ)

n
(
β̄2P2 +

2
n ‖αv‖

√
nβ̄2P2ρ̄+

1
n‖αv‖2

) ,

which follows by the same argument as (163).

The proof of Lemma 22 is now concluded by noticing that the setE ′
(Û2,V̂ ), defined in (179),

is the set of tuples(s1, s2, C1, C2, Cc, z) for which there exists au2 (j) ∈ C2\ {u∗
1} andv (l) ∈

Cc\ {v∗} such that
a2,1u2 (j) + αv (l) ∈ B(s1, s2,u∗

1, v∗,u∗
2, z). Thus, by Statement F) and by the definition of

E(Û2,V̂)
in (92) it follows that

E(Û2,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û2,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and therefore

Pr
[
E(Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′
(Û2,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
.

Next,

Pr
[
E(Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

](a)
≤ Pr

[
E ′
(Û2,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]

(b)

≤ Pr
[
E ′
(Û2,V̂)

|Ec
X2

∩ Ec
Xv

]
, (191)

where (a) follows by Lemma 22 and (b) follows becauseEc
X ⊆ Ec

X2
∩ Ec

Xv
.

The proof of (107) is now completed by combining (191) with Lemma 20. This gives that for
everyδ > 0 and everyǫ > 0 there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we have

Pr
[
E(Û2,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′
(Û2,V̂)

|Ec
X2

∩ Ec
Xv

]
< δ,

whenever

R2 +Rc <
1

2
log

(
λ2c − β̄2P2ρ̃

2 +N(
1− β̄2P2ρ̃2λ2c

−1
)
N (1− ρ̄2 )

− κ6ǫ

)
,

whereκ6 is a positive constant determined byP1, P2, N, ς1 and ς2.

G. Proof of rate constraint(108)

Lemma 23 For every sufficiently smallǫ > 0, define the setE ′

(Û1,Û2,V̂)
as

E ′
(Û1,Û2,V̂)

,
{
(s1, s2, C1, C2, Cc, z) : ∃ u1 (j) ∈ C1\ {u∗

1} and ∃ u2 (l) ∈ C2\ {u∗
2}

and ∃ v(k) ∈ Cc\ {v∗} s.t. cos∢ (u1 (j) ,u2 (l)) ≥ ρ̃− 7ǫ and cos∢ (u1 (j) ,v(k)) ≥ −3ǫ

and cos∢ (v(k),u2 (l)) ≥ ρ̄− 7ǫ and cos∢ (y, a1,1u1 (j) + a2,1u2 (l) + αv(k)) ≥ Λ(ǫ)
}
,

where

Λ(ǫ) =

√√√√ β̄1P1 + 2
√

β̄1P1β̄2P2ρ̃+ β̄2P2 + 2 1
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv∗‖2 − ξ′ǫ

β̄1P1 + 2
√

β̄1P1β̄2P2ρ̃+ β̄2P2 +
2
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv∗‖2 +N + ξ2ǫ

,

and whereξ′ and ξ2 depend only onP1, P2 andN . Then, for sufficiently smallǫ > 0

E(Û1,Û2,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û1,Û2,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,
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and, in particular

Pr
[
E(Û1,Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

(
E ′

(Û1,Û2,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z

)
.

Proof: We first recall that for the eventE(Û1,Û2,V̂ ) to occur, there must exist codewords

u1 (j) ∈ C1\ {u∗
1} andu2 (l) ∈ C2\ {u∗

2} andv(k) ∈ Cc\ {v∗} such that the following inequali-
ties are simultaneously satisfied

|ρ̃− cos∢ (u1 (j) ,u2 (l))| ≤ 7ǫ

|cos∢ (v(k),u1 (j))| ≤ 3ǫ

|ρ̄− cos∢ (v(k),u2 (l))| ≤ 7ǫ

|y − Xu1(j),v(k),u2(l)‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2.

The proof is now based on a sequence of statements related to these conditions.

A) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X

⋂ Ec
Z,

|y − Xu1(j),v(k),u2(l)‖2 ≤ ‖y − Xu∗

1 ,v∗,u∗

2
‖2

=⇒
〈y, a1u1(j) + a2u2(l) + αv(k)〉

≥ n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 + 2

1

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 − ξ1ǫ

)
, (192)

whereξ1 depends only onP1, P2 andN .
Statement A) follows by rewriting the l.h.s. of (192) as

2 〈y, a1,1u1(j) + a2,1u2(l) + αv(k)〉
≥ 2 〈y, a1,1u∗

1 + a2,1u∗
2 + αv∗〉+ ‖a1,1u1 (j) + a2,1u2(l) + αv(k)‖2

−‖a1,1u∗
1 + a2,1u∗

2 + αv∗‖2

= ‖a1,1u∗
1 + a2,1u∗

2 + αv∗‖2 + 2 〈z, a1,1u∗
1 + a2,1u∗

2 + αv∗〉
+‖a1,1u1 (j) + a2,1u2(l) + αv(k)‖2

(a)

≥ 2n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 + 2

1

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 − ξ1ǫ

)
, (193)

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X

⋂ Ec
Z.

B) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X

⋂ Ec
Z,

‖y‖2 ≤ n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 +

2

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 +N + ξ2ǫ

)
,

whereξ2 depends only onP1, P2 andN .

Statement B) is obtained as follows:

‖y‖2 = ‖a1,1u∗
1 + a2,1u∗

2 + αv∗ + z‖2

= ‖a1,1u∗
1‖2 + 2 〈a1,1u∗

1, a2,1u∗
2〉+ ‖a2,1u∗

2‖2 + 2 〈a2,1u∗
2, αv∗〉+ ‖αv∗‖2

+2 (〈a1,1u∗
1, z〉+ 〈a2,1u∗

2, z〉+ 〈αv∗, z〉) + ‖z‖2
(a)

≤ nβ̄1P1 + 2n

√
β̄1P1β̄2P2(ρ̃+ 7ǫ) + β̄2P2 + 2 ‖αv∗‖

√
nβ̄2P2 (ρ̄+ 7ǫ) + ‖αv∗‖2

+2n

(√
β̄1P1Nǫ+

√
β̄2P2Nǫ+ ‖αv∗‖

√
nNǫ

)
+ nN (1 + ǫ)
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= n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 +

2

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv∗‖2 +N + ξ2ǫ

)
,

where in (a) we have used that(s1, s2, C1, C2, Cc, z) ∈ Ec
X

⋂ Ec
Z.

C) For every(s1, s2, C1, C2, Cc, z),
∣∣∣∣ρ̃−

〈
u1(j)

‖u1(j)‖
,

u2(l)

‖u2(l)‖

〉∣∣∣∣ < 7ǫ and

∣∣∣∣ρ̄−
〈

u2(l)

‖u2(l)‖
,

v(k)
‖v(k)‖

〉∣∣∣∣ < 7ǫ

and

∣∣∣∣
〈

u1(j)

‖u1(j)‖
,

v(k)
‖v(k)‖

〉∣∣∣∣ < 3ǫ

=⇒ ‖a1,1u1(j) + a2,1u2(l) + αv(k)‖2

≤ n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 + 2

1

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv(k)‖2 + ξ3ǫ

)
. (194)

Statement C) follows by

‖a1,1u1(j) + a2,1u2(l) + αv(k)‖2

= ‖a1,1u1(j)‖2 + 2 〈a1,1u1(j), a2,1u2(l)〉+ ‖a2,1u2(l)‖2 + 2 〈a2,1u2(l), αv(k)〉 + ‖αv(k)‖2
(a)

≤ nβ̄1P1 + 2n

√
β̄1P1β̄2P2(ρ̃+ 7ǫ) + nβ̄2P2 + 2 ‖αv∗‖

√
nβ̄2P2 (ρ̄+ 7ǫ) + ‖αv(k)‖2

= n

(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 +

2

n
‖αv∗‖

√
nβ̄2P2ρ̄+

1

n
‖αv(k)‖2 + ξ3ǫ

)
,

where in (a) we have used that multiplying the first inequality on the l.h.s. of (194) by
‖a1,1u1(j)‖ · ‖a2,1u2(l)‖ and recalling that‖a1,1u1(j)‖ ≤

√
nβ̄1P1 and that‖a2,1u2(l)‖ ≤√

nβ̄2P2 gives
∣∣∣∣nρ̃
√

β̄1P1β̄2P2 − 〈a1u1(j), a2u2(l)〉
∣∣∣∣ < 7n

√
β̄1P1β̄2P2ǫ,

and thus

n

√
β̄1P1β̄2P2 (ρ̃− 7ǫ) < 〈a1,1u1(j), a2,1u2(l)〉 < n

√
β̄1P1β̄2P2 (ρ̃+ 7ǫ) .

In a similar manner, we have used that multiplying the secondinequality on the l.h.s. of (194)
by ‖a2,1u2(l)‖ · ‖αv(k)‖ gives

∣∣∣∣
√

nβ̄2P2ρ̄ ‖αv(k)‖ − 〈a2u2(l), αv(k)〉
∣∣∣∣ < 7

√
nβ̄2P2 ‖αv(k)‖ ǫ,

and thus
√

nβ̄2P2 ‖αv(k)‖ (ρ̄− 7ǫ) < 〈a2u2(l), αv(k)〉 <
√

nβ̄2P2 ‖αv(k)‖ (ρ̄+ 7ǫ) ,

thus establishing C).

D) For every(s1, s2, C1, C2, Cc, z) ∈ Ec
X

⋂ Ec
Z,

(
|ρ̃− cos∢ (u1 (j) ,u2 (l))| ≤ 7ǫ and |cos∢ (v(k),u1 (j))| ≤ 7ǫ

and |ρ̄− cos∢ (v(k),u2 (l))| ≤ 7ǫ and |y − Xu1(j),v(k),u2(l)‖2 ≤ ‖y − Xu∗

1,v∗,u∗

2
‖2
)

=⇒ cos∢ (y, a1,1u1(j) + a2,1u2(l) + αv(k)) ≥ Λ(ǫ).

Statement D) follows by rewritingcos∢ (y, a1,1u1(j) + a2,1u2(l) + αv(k)) as

cos∢ (y, a1,1u1(j) + a2,1u2(l) + αv(k)) =
〈y, a1,1u1(j) + a2,1u2(l) + αv(k)〉

‖y‖ · ‖a1,1u1(j) + a2,1u2(l) + αv(k)‖ ,
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and then lower bounding〈y, a1,1u1(j) + a2,1u2(l) + αv(k)〉 using A), and upper-bounding‖y‖
and‖a1,1u1(j) + a2,1u2(l) + αv(k)‖ using B) and C) respectively.
This yields that for every(s1, s2, C1, C2, Cc, z) ∈ Ec

X

⋂ Ec
Z,

cos∢ (y, a1,1u1(j) + a2,1u2(l) + αv(k))

≥
n
(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 + 2 1

n ‖αv∗‖
√

nβ̄2P2ρ̄+
1
n‖αv∗‖2 − ξ1ǫ

)

√
n
(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 +

2
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv∗‖2 +N + ξ2ǫ

)

· 1√
n
(
β̄1P1 + 2

√
β̄1P1β̄2P2ρ̃+ β̄2P2 +

2
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv(k)‖2 + ξ3ǫ

)

≥

√√√√ β̄1P1 + 2
√

β̄1P1β̄2P2ρ̃+ β̄2P2 + 2 1
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv∗‖2 − ξ′ǫ

β̄1P1 + 2
√

β̄1P1β̄2P2ρ̃+ β̄2P2 +
2
n ‖αv∗‖

√
nβ̄2P2ρ̄+

1
n‖αv∗‖2 +N + ξ2ǫ

= Λ(ǫ).

Lemma 23 now follows by D) which gives

E(Û1,Û2,V̂) ∩ Ec
S ∩ Ec

X ∩ Ec
Z ⊆ E ′

(Û1,Û2,V̂)
∩ Ec

S ∩ Ec
X ∩ Ec

Z,

and therefore

Pr
[
E(Û1,Û2,V̂)|ǫ

c
S ∩ Ec

X ∩ Ec
Z

]
≤ Pr

[
E ′
(Û1,Û2,V̂)

|Ec
S ∩ Ec

X ∩ Ec
Z

]
.

We now state the second lemma needed for the proof of (108).

Lemma 24 For everyΘi ∈ (0, 1], i = 1, 2 and∆ ∈ (0, 1], let the setG be given by

G =
{
(s1, s2, C1, C2, Cc, z) : ∃ u1(j) ∈ C1\ {u∗

1} and ∃ u2(l) ∈ C2\ {u∗
2}

and ∃ v(k) ∈ Cc\ {v∗} s.t. cos∢ (u1(j),u2(l)) ≥ Θ1, cos∢ (u2(l),v(l)) ≥ Θ2,

and cos∢ (y, a1u1(j) + a2u2(l) + αv(k)) ≥ ∆
}
.

Then,

R1 +R2 +Rc < −1

2
log
((
1−Θ1

2
) (

1−Θ2
2
) (

1−∆2
))

=⇒
(
lim
n→∞

Pr
[
G | Ec

X1
∩ Ec

X2
∩ Ec

XV

]
= 0, ǫ > 0

)
.

Proof: The proof follows from upper-bounding in every point onSi, i ∈ 1, 2 andSc, the
density of everyui(j) ∈ Ci\ {u∗

i } and everyv(k) ∈ Cc\ {v∗} and then using a standard argument
from sphere-packing. This follows similarly as the proof oflemma D.9 in [1], using Lemma 27
ahead.

Now we can turn to the proof of (108).

Pr
[
E(Û1,Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

](a)
≤ Pr

[
E ′
(Û1,Û2,V̂)

∩ Ec
S ∩ Ec

X ∩ Ec
Z

]

(b)

≤ Pr
[
E ′
(Û1,Û2,V̂)

∣∣∣Ec
X1

∩ Ec
X2

∩ Ec
Xv

]
, (195)

where (a) follows by Lemma 23 and (b) follows becauseEc
X ⊆

(
Ec

X1
∩ Ec

X2
∩ Ec

Xv

)
.
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The proof of (108) is now completed by combining Inequality (195) with Lemma 24, which
gives that for everyδ > 0 and everyǫ > 0 , there exists somen′(δ, ǫ) such that for all
n > n′(δ, ǫ) , we have

Pr
[
E(Û1,Û2,V̂) ∩ Ec

S ∩ Ec
X ∩ Ec

Z

]
≤ Pr

[
E ′
(Û1,Û2,V̂)

|Ec
X1

∩ Ec
X2

]
< δ,

whenever

R1 +R2 +Rc <
1

2
log

(
λ12 + 2ηρ̄

√
β̄2P2 + η2 +N

N (1− ρ̃2 ) (1− ρ̄2 )
− κ7ǫ

)
,

whereκ7 is is a positive constant determined byP1, P2 andN .
The proof of Lemma 9 is now completed.

The proof of Lemma 5 now follows straight forwardly:
Proof of Lemma 5: Combining (101) with Lemma 6, Lemma 7, Lemma 8 and Lemma 9

yields that for everyδ > 0 and 0 < ǫ < 0.3, there exists ann′(δ, ǫ) ∈ N such that for all
n > n′(δ, ǫ)

Pr
[
EÛ

]
< 21δ, if (R1, R2, Rc) ∈ R (ǫ) .

H. Proof of Lemma 8

The proofs in this section rely on bounds from the geometry ofsphere packing. To this end,
we denote byCn (ϕ) the surface area of a polar cap of half angleϕ on anRn-sphere of unit
radius. Upper and lower bounds on the surface areaCn (ϕ) are given in the following lemma.

Lemma 25 For anyϕ ∈ [0, π/2],

Γ
(
n
2 + 1

)
sin(n−1)ϕ

nΓ
(
n+1
2

)√
π cosϕ

(
1− 1

n
tan2ϕ

)
≤ Cn (ϕ)

Cn (π)
≤ Γ

(
n
2 + 1

)
sin(n−1)ϕ

nΓ
(
n+1
2

)√
π cosϕ

.

Proof: See [21, Inequality (27)].

The ratio of the two gamma functions that appears in the upperbound and the lower bound
of Lemma 25 has the following asymptotic series.

Lemma 26

Γ
(
x+ 1

2

)

Γ (x)
=

√
x

(
1− 1

8x
+

1

128x2
+

5

1024x3
− 21

32678x4
+ ...

)
,

and in particular

lim
x→∞

Γ
(
x+ 1

2

)

Γ (x)
= 1.

Proof: See [1, Appendix D-E].

Before starting with the proofs of this section, we give one more lemma. To this end, whenever
the vector-quantizer of Encoder 1 does not produce the all-zero sequence, denote byς1 (s1, C1)
the index ofu∗

1 in its codebookC1. And whenever the vector-quantizer of Encoder 1 produces
the all-zero sequence, letς1 (s1, C1) = 0. Further, letλ1 (·) denote the measure on the codeword
sphereS1 induced by the uniform distribution, and letfλ1 (·) denote the density onS1 with
respect toλ1 (·). Similarly, for Encoder 2 defineς2 (s2, C2) andfλ2 (·) accordingly.
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Lemma 27 Conditioned onς1 (s1,C1) = 1, the density ofU1 (j) is upper bounded for every
j ∈

{
2, 3, ..., 2nR1

}
and at every pointu ∈ S1 by twice the uniform density:

fλ1 (U1 (j) = u| ς1 (s1, C1) = 1) ≤ 2 · 1

rn−1
1 Cn (π)

,

and similarly for Encoder 2.

Proof: See [1, Appendix D-E]

Proof of Lemma 8:
We begin with the following decomposition

Pr [EX] = Pr [EX ∩ ES] + Pr [EX ∩ Ec
S]

≤ Pr [ES] + Pr [EX1
∩ Ec

S] + Pr [EX2
∩ Ec

S] + Pr [EXv
∩ Ec

S] + Pr
[
E(X1,X2) ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]

+Pr
[
E(X1,Xv) ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
E(X2,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
+Pr

[
EXWZ ∩ Ec

Xv
∩ Ec

S

]

≤ Pr [ES] + Pr [EX1
] + Pr [EX2

] + Pr [EXv
] + Pr

[
E(X1,X2) ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]

+Pr
[
E(X1,Xv) ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
E(X2,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
+Pr

[
EXWZ ∩ Ec

Xv
∩ Ec

S

]
.

The proof of Lemma 8 now follows by showing that for everyδ > 0 and0.3 > ǫ > 0 there
exists ann′

2(δ, ǫ) > 0 such that for alln > n′
2(δ, ǫ) > 0

Pr [EXi
] ≤ δ, i ∈ {1, 2, v} (196)

Pr
[
E(X1,X2) ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]
≤ 3δ, (197)

Pr
[
E(X1,Xv) ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]
≤ δ, (198)

Pr
[
E(X2,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
≤ 3δ, (199)

Pr
[
EXWZ ∩ Ec

Xv
∩ Ec

S

]
≤ δ. (200)

Proof of (196): We give the proof forEX1
. Due to the symmetry the proof forEX2

andEV

then follows by similar arguments. LetEX1
(j) be the event thatU1(j) does not have a typical

angle toS1, i.e.

EX1
(j) =

{
(s1, s2, C1, C2, Cc) :

∣∣∣cos∢ (u1(j), s1)−
√

1− 2−2R1

∣∣∣ > ǫ
√

1− 2−2R1

}
.

Then,

Pr [EX1
] = Pr [EX1

|S1 = s1]

= Pr




2nR1⋂

j=1

EX1
(j)

∣∣∣∣∣∣
S1 = s1




=

2nR1∏

j=1

Pr [EX1
(j)| S1 = s1]

(a)
=

2nR1∏

j=1

Pr [EX1
(j)]

(b)
= (Pr [EX1

(1)])2
nR1

=
(
1− Pr

[
Ec

X1
(1)
])2nR1

, (201)

where in (a) we have used that the probability ofEX1
(j) does not depend onS1 = s1, and in (b)

we have used that allU1(j) have the same distribution. To upper-bound (201) we now rewrite
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Ec
X1
(1) as

Ec
X1
(1)

=
{
(s1, s2, C1, C2, Cc) :

∣∣∣cos∢ (u1(1), s1)−
√

1− 2−2R1

∣∣∣ ≤ ǫ
√

1− 2−2R1

}

=
{
(s1, s2, C1, C2, Cc) :

√
1− 2−2R1 (1− ǫ) ≤ cos∢ (u1(1), s1) ≤

√
1− 2−2R1 (1 + ǫ)

}

= {(s1, s2, C1, C2, Cc) : cos θ1,max ≤ cos∢ (u1(1), s1) ≤ cos θ1,min} ,
where we have used the notation

cos θ1,max ,
√

1− 2−2R1 (1− ǫ)

cos θ1,min ,
√

1− 2−2R1 (1 + ǫ) .

Hence, sinceU1(1) is generated independently ofS1 and distributed uniformly onS1,

Pr
[
Ec

X1
(1)
]
=

Cn (θ1,max)− Cn (θ1,min)

Cn (π)
. (202)

Combining (202) with (201) gives, as reported in [1, Appendix D-E1],

Pr [EX1
] ≤ exp

(
− Γ

(
n
2 + 1

)

nΓ
(
n+1
2

)√
π

[
2n(R1+log2(sin θ1,max))

sin θ1,max cos θ1,max

(
1− 1

n
tan2θ1,max

)

−2n(R1+log2(sin θ1,min))

sin θ1,min cos θ1,min

])
. (203)

It now follows from sphere-packing and covering, that for every ǫ > 0 we havePr [ǫx1
]→ 0 as

n → ∞, as reported in [1, Appendix D-E1].

Proof of inequality (197): By the notation in (236) we have

cos∢ (u∗
1,u∗

2) =
〈u∗

1,u∗
2〉

‖u∗
1‖ ‖u∗

2‖

=
〈ν1s1 + w1, ν2s2 + w2〉

‖u∗
1‖ ‖u∗

2‖

=
ν1ν2 〈s1, s2〉+ ν1 〈s1,w2〉+ ν2 〈w1, s2〉+ 〈w1,w2〉

‖u∗
1‖ ‖u∗

2‖
, (204)

where we recall thatν1 is a function of‖s1‖ andcos∢ (s1,u∗
1) and similarlyν2 is a function

of ‖s2‖ andcos∢ (s2,u∗
2). Now, define the four events

A1 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣ρ̃−
ν1ν2

‖u∗
1‖ ‖u∗

2‖
〈s1, s2〉

∣∣∣∣ > 4ǫ

}

A2 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν1

‖u∗
1‖ ‖u∗

2‖
〈s1,w2〉

∣∣∣∣ > ǫ

}

A3 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν2

‖u∗
1‖ ‖u∗

2‖
〈w1, s2〉

∣∣∣∣ > ǫ

}

A4 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
1

‖u∗
1‖ ‖u∗

2‖
〈w1,w2〉

∣∣∣∣ > ǫ

}
.

Note that by (204),
E(X1,X2) = {(s1, s2, C1, C2, Cc) : |ρ̃− cos∢ (u∗

1,u∗
2)| > 7ǫ} ⊂ (A1 ∪ A2 ∪ A3 ∪ A4). Thus,

Pr
[
E(X1,X2) ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]

≤ Pr
[
A1 ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]
+Pr

[
A2 ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]
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+Pr
[
A3 ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]
+ Pr

[
A4 ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]

≤ Pr
[
A1|Ec

X1
∩ Ec

X2
∩ Ec

S

]
+ Pr [A2|Ec

S] + Pr [A3|Ec
S] + Pr [A4|Ec

S] . (205)

The four terms on the r.h.s. of (205) are now bounded in the following two lemmas.

Lemma 28 For ǫ < 0.3
Pr
[
A1|Ec

S ∩ Ec
X1

∩ Ec
X2

]
= 0.

Proof: We first note that the term in the definition ofA1 can be rewritten as
ν1ν2

‖u∗
1‖ ‖u∗

2‖
〈s1, s2〉 = cos∢ (s1,u∗

1) cos∢ (s2,u∗
1) cos∢ (s1, s2) . (206)

We can now upper and lower bound the r.h.s. of (206) for(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

X1
∩ Ec

X2

by noticing that(s1, s2, C1, C2, Cc) ∈ Ec
S implies

|cos∢ (s1, s2)− ρ| < ρǫ,

that (s1, s2, C1, C2, Cc) ∈ Ec
X1

implies
∣∣∣
√

1− 2−2R1 − cos∢ (s1,u∗
1)
∣∣∣ < ǫ

√
1− 2−2R1 ,

and that(s1, s2, C1, C2, Cc) ∈ Ec
X2

implies
∣∣∣
√

1− 2−2R2 − cos∢ (s2,u∗
2)
∣∣∣ < ǫ

√
1− 2−2R2 .

Hence, combined with (206) this gives

ρ̃(1− ǫ)3 ≤ ν1ν2
‖u∗

1‖ ‖u∗
2‖

〈s1, s2〉 ≤ ρ̃(1 + ǫ)3,

whenever(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

X1
∩ Ec

X2
. The l.h.s. can be lower bounded by(1− 3ǫ) ≤

(1− ǫ)3, and the r.h.s. can be upper bounded by(1 + ǫ)3 ≤ (1 + 4ǫ) wheneverǫ ≤ 0.3. Hence,
for ǫ ≤ 0.3 ∣∣∣∣ρ̃−

ν1ν2
‖u∗

1‖ ‖u∗
2‖

〈s1, s2〉
∣∣∣∣ ≤ 4ρ̃ǫ ≤ 4ǫ,

and thus

Pr
[
A1|Ec

S ∩ Ec
X1

∩ Ec
X2

]
= 0.

Lemma 29 For everyδ > 0 and ǫ > 0 there exists ann′
A(δ, ǫ) such that for alln > n′

A(δ, ǫ)

Pr [A2|Ec
S] < δ, Pr [A3|Ec

S] < δ, Pr [A4|Ec
S] < δ.

Proof: We start with the derivation of the bound onA2. To this end, we first upper-bound
the inner product betweens1 andw2. Let s1,P denote the projection ofs1 onto the subspace of
Rn that is orthogonal tos2, and that thus containsw2. Hence,

∣∣∣∣
ν1

‖u∗
1‖ ‖u∗

2‖
〈s1,w2〉

∣∣∣∣
(a)
=

∣∣∣∣cos∢ (s1,u∗
1)

〈
s1

‖s1‖
,

w2

‖u∗
2‖

〉∣∣∣∣
(b)

≤ |cos∢ (s1,u∗
1)|
∣∣∣∣
〈

s1
‖s1‖

,
w2

‖w2‖

〉∣∣∣∣

≤
∣∣∣∣
〈

s1
‖s1‖

,
w2

‖w2‖

〉∣∣∣∣
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=

∣∣∣∣
〈

s1,P
‖s1‖

,
w2

‖w2‖

〉∣∣∣∣

≤
∣∣∣∣
〈

s1,P
‖s1,P‖

,
w2

‖w2‖

〉∣∣∣∣
= |cos∢ (s1,P ,w2)| , (207)

where (a) follows by the definition ofν1 and (b) follows since by the definition ofw2 we have
‖w2‖ ≤ ‖u∗

2‖. By (207) it now follows that

Pr [A2|Ec
S] ≤ Pr [(S1,S2,C1,C2,Cc) : |cos∢ (S1,P ,W2)| > ǫ | Ec

S]

= ES1,S2

[
PrC1,C2,Cc

(|cos∢ (S1,P ,W2)| > ǫ | (S1,S2) = (s1, s2) , Ec
S)
]
,

where in the last line we have denoted byPrC1,C2,Cc
(· | ·) the conditional probability of the

codebooksC1,C2 andC3 being such that|cos∢ (S1,P ,W2)| > ǫ, given (S1,S2) = (s1, s2) and
Ec

S. To conclude our bound we now notice that conditioned on(S1,S2) = (s1, s2), the random
vectorW2/ ‖W2‖ is distributed uniformly on the surface of the centeredRn−1-sphere of unit
radius, that lies in the subspace that is orthogonal tos2. Hence, by [11, Lemma B.1]

Pr [A2|Ec
S ] ≤ ES1,S2

[
2Cn−1 (Θ)

Cn−1 (π)

∣∣∣∣ Ec
S

]

≤ 2Cn−1 (Θ)

Cn−1 (π)
(a)

≤ 2Γ
(
n+1
2

)

(n− 1) Γ
(
n
2

)√
π

sin(n−2) (Θ)

cos (Θ)

≤ 2Γ
(
n+1
2

)

(n− 1) Γ
(
n
2

)√
π cos (Θ)

, (208)

whereΘ , arccos(ǫ), and where in (a) we have used Lemma 25.
Upper bounding the ratio of Gamma functions by the asymptotic series of Lemma 26, gives
for every ǫ > 0 that Pr [A2|Ec

S] → 0 as n → ∞. By similar arguments it also follows that
Pr [A3|Ec

S] → 0 asn → ∞.

To conclude the proof of Lemma 29, we derive the bound onA4. The derivations are similar
to those forA2. First, let w1,P denote the projection ofw1 onto the subspace ofRn that is
orthogonal tos2, and that thus containsw2. As in (207), we can show that

∣∣∣∣
ν1

‖u∗
1‖ ‖u∗

2‖
〈w1,w2〉

∣∣∣∣ ≤ |cos∢ (w1,P ,w2)| . (209)

Consequently,

Pr [A4|Ec
S] ≤ Pr [(S1,S2,C1,C2,Cc) : |cos∢ (W1,P ,W2)| > ǫ | Ec

S]

= ES1,S2,C1

[
PrC2,Cc

(|cos∢ (W1,P ,W2)| > ǫ | (S1,S2,U1) = (s1, s2,u1) , Ec
S)
]
,

where in the last line we have denoted byPrC2,Cc
(· | ·) the conditional probability of the

codebooksC2 andC3 being such that|cos∢ (W1,P ,W2)| > ǫ, given(S1,S2,U1) = (s1, s2,u1)
(hence also givenW1,P ) andEc

S.
The desired upper bound now follows by noticing that conditioned on(S1,S2,U1) = (s1, s2,u1),
and C1 = C1, the random vectorW2/ ‖W2‖ is distributed uniformly on the surface of the
centeredRn−1-sphere of unit radius, that lies in the subspace that is orthogonal tos2. Hence,
similarly as in (208)

Pr [A4|Ec
S] ≤ ES1,S2,C1

[
2Cn−1 (Θ)

Cn−1 (π)

∣∣∣∣ Ec
S

]
.
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Therefore, for everyǫ > 0, Pr [A4|Ec
S] → 0 asn → ∞.

Combining Lemma 28 and Lemma 29 with (205) gives that for every δ > 0 and0 < ǫ < 0.3
there exists ann′

A(δ, ǫ) such that for alln > n′
A(δ, ǫ)

Pr
[
E(X1,X2) ∩ Ec

X1
∩ Ec

X2
∩ Ec

S

]
≤ 3δ.

Proof of inequality (198): By the notation in (236) we have

cos∢ (u∗
1, v∗) =

〈u∗
1, v∗〉

‖u∗
1‖ ‖v∗‖

=

〈
u∗
1, ν3zQ1

+ w3

〉

‖u∗
1‖ ‖v∗‖

=
ν3
〈
u∗
1, zQ1

〉
+ 〈u∗

1,w3〉
‖u∗

1‖ ‖v∗‖ , (210)

where we recall thatν3 is a function of
∥∥zQ1

∥∥ andcos∢
(
zQ1

, v∗
)
. Now, define the two events

A1 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν3

‖u∗
1‖ ‖v∗‖

〈
u∗
1, zQ1

〉∣∣∣∣ > 2ǫ

}

A2 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν1

‖u∗
1‖ ‖v∗‖ 〈u∗

1,w3〉
∣∣∣∣ > ǫ

}
.

Note that by (210),E(X1,Xv) = {(s1, s2, C1, C2, Cc) : |cos∢ (u∗
1, v∗)| > 3ǫ} ⊂ (A1 ∪A2). Thus,

Pr
[
E(X1,Xv) ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]

≤ Pr
[
A1 ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
A2 ∩ Ec

X1
∩ Ec

Xv
∩ Ec

S

]

≤ Pr
[
A1|Ec

X1
∩ Ec

Xv
∩ Ec

S

]
+ Pr [A2|Ec

S] . (211)

The two terms on the r.h.s. of (211) are now bounded in the following two lemmas.

Lemma 30 For 0 < ǫ ≤ 1
Pr
[
A1|Ec

S ∩ Ec
X1

∩ Ec
Xv

]
= 0.

Proof: We first note that the term in the definition ofA1 can be rewritten as
ν3

‖u∗
1‖ ‖v∗‖

〈
u∗
1, zQ1

〉
= cos∢

(
zQ1

, v∗
)
cos∢

(
u∗
1, zQ1

)
. (212)

We can now upper and lower bound the r.h.s. of (212) for(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

X2
∩ Ec

Xv

by noticing that(s1, s2, C1, C2, Cc) ∈ Ec
X1

implies
∣∣cos∢

(
u∗
1, zQ1

)∣∣ < ǫ,

and that(s1, s2, C1, C2, Cc) ∈ Ec
Xv

implies
∣∣∣
√

1− 2−2Rc − cos∢
(
zQ1

, v∗
)∣∣∣ < ǫ

√
1− 2−2Rc.

Hence, combined with (212) this gives
∣∣∣∣

ν3
‖u∗

1‖ ‖v∗‖
〈
u∗
1, zQ1

〉∣∣∣∣ ≤
√

1− 2−2Rcǫ(1 + ǫ),
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whenever(s1, s2, C1, C2, Cc) ∈ Ec
S ∩Ec

X1
∩Ec

Xv
. The r.h.s. can be upper bounded byǫ(1 + ǫ) ≤ 2ǫ

wheneverǫ ≤ 1. Hence, forǫ ≤ 1
∣∣∣∣

ν3
‖u∗

1‖ ‖v∗‖
〈
u∗
1, zQ1

〉∣∣∣∣ ≤ 2
√

1− 2−2Rcǫ ≤ 2ǫ,

and thus

Pr
[
A1|Ec

S ∩ Ec
X1

∩ Ec
Xv

]
= 0.

Lemma 31 For everyδ > 0 and ǫ > 0 there exists ann′
A(δ, ǫ) such that for alln > n′

A(δ, ǫ)

Pr [A2|Ec
S] < δ.

Proof: We first upper-bound the inner product betweenu∗
1 and w3. Let u1,P denote the

projection ofu∗
1 onto the subspace ofRn that is orthogonal tozQ1

, and therfore containsw3.
Hence,

∣∣∣∣
ν1

‖u∗
1‖ ‖v∗‖ 〈u∗

1,w3〉
∣∣∣∣

(a)
=

∣∣∣∣cos∢ (s1,u∗
1)

〈
u∗
1

‖s1‖
,

w3

‖v∗‖

〉∣∣∣∣
(b)

≤ |cos∢ (s1,u∗
1)|
∣∣∣∣
〈

u∗
1

‖s1‖
,

w3

‖w3‖

〉∣∣∣∣

≤
∣∣∣∣
〈

u∗
1

‖s1‖
,

w3

‖w3‖

〉∣∣∣∣

=

∣∣∣∣
〈

u1,P

‖u∗
1‖

,
w3

‖w3‖

〉∣∣∣∣

≤
∣∣∣∣
〈

u1,P

‖u1,P‖
,

w3

‖w3‖

〉∣∣∣∣
= |cos∢ (u1,P,w3)| , (213)

where (a) follows by the definition ofν1 and (b) follows since by the definition ofw3 we have
‖w3‖ ≤ ‖v∗‖. By (213) it now follows that

Pr [A2|Ec
S] ≤ Pr [(S1,S2,C1,C2,Cc) : |cos∢ (U1,P,W3)| > ǫ | Ec

S]
(a)
= ES1,S2,C1

[
PrC2,Cc

(|cos∢ (u1,P ,W3)| > ǫ | (S1,S2,U1) = (s1, s2,u1) , Ec
S)
]
,

where0 < ǫ ≤ 1, and where in (a) we have denoted byPrc2,cc (· | ·) the conditional probability
of the codebooksc2 and cc being such that|cos∢ (u1,P ,W3)| > ǫ, given (S1,S2,U1) =
(s1, s2,u1) andEc

S. To conclude our bound, we now notice that conditioned on(S1,S2,U1) =
(s1, s2,u1), the random vectorW3/ ‖W3‖ is distributed uniformly on the surface of the centered
Rn−1-sphere of unit radius, that lies in the subspace that is orthogonal tozQ1

. Hence, according
to [11, Lemma B.1],

Pr [A2|Ec
S] ≤ ES1,S2,C1

[
2Cn−1 (Θ)

Cn−1 (π)

∣∣∣∣ Ec
S

]

≤ 2Cn−1 (Θ)

Cn−1 (π)
, (214)

whereΘ , arccos(ǫ). Note that as0 < ǫ ≤ 1, Θ ∈ (0, π2 ), and thus, by [11, Lemma B.4], the
r.h.s. of (214) tends to 0 asn → ∞, and thereforePr [A2|Ec

S] → 0.
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Combining Lemma 30 and Lemma 31 with (211) gives that for every δ > 0 and0 < ǫ ≤ 1
there exists ann′

A(δ, ǫ) such that for alln > n′
A(δ, ǫ)

Pr
[
E(X1,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
≤ δ.

Proof of inequality (199): By the notation in (236) we have

cos∢ (u∗
2, v∗) =

〈u∗
2, v∗〉

‖u∗
2‖ ‖v∗‖

=

〈
ν2s2 + w2, ν3zQ1

+ w3

〉

‖u∗
2‖ ‖v∗‖

=
ν2ν3

〈
s2, zQ1

〉
+ ν2 〈s2,w3〉+ ν3

〈
zQ1

,w2

〉
+ 〈w2,w3〉

‖u∗
2‖ ‖v∗‖ , (215)

where we recall thatν2 is a function of‖s2‖ andcos∢ (s2,u∗
2) and similarlyν3 is a function

of
∥∥zQ1

∥∥ andcos∢
(
zQ1

, v∗
)
. Now, define the four events

A1 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣ρ̄−
ν2ν3

‖u∗
2‖ ‖v∗‖

〈
s2, zQ1

〉∣∣∣∣ > 4ǫ

}

A2 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν2

‖u∗
2‖ ‖v∗‖ 〈s2,w3〉

∣∣∣∣ > ǫ

}

A3 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
ν2

‖u∗
2‖ ‖v∗‖

〈
zQ1

,w2

〉∣∣∣∣ > ǫ

}

A4 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
1

‖u∗
2‖ ‖v∗‖ 〈w2,w3〉

∣∣∣∣ > ǫ

}
.

Note that by (215),
E(X2,Xv) = {(s1, s2, C1, C2, Cc) : |ρ̄− cos∢ (u∗

2, v∗)| > 7ǫ} ⊂ (A1 ∪ A2 ∪ A3 ∪ A4). Thus,

Pr
[
E(X2,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]

≤ Pr
[
A1 ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
A2 ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]

+Pr
[
A3 ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
A4 ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]

≤ Pr
[
A1|Ec

X2
∩ Ec

Xv
∩ Ec

S

]
+ Pr [A2|Ec

S] + Pr [A3|Ec
S] + Pr [A4|Ec

S] . (216)

The four terms on the r.h.s. of (216) are now bounded in the following two lemmas.

Lemma 32 For ǫ < 0.3
Pr
[
A1|Ec

S ∩ Ec
X2

∩ Ec
Xv

]
= 0.

Proof: We first note that the term in the definition ofA1 can be rewritten as
ν2ν3

‖u∗
2‖ ‖v∗‖

〈
s2, zQ1

〉
= cos∢ (s2,u∗

2) cos∢
(
zQ1

, v∗
)
cos∢

(
s2, zQ1

)
. (217)

We can now upper and lower bound the r.h.s. of (217) for(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

X2
∩ Ec

Xv

by noticing that(s1, s2, C1, C2, Cc) ∈ Ec
S implies

∣∣∣ρ
√
2−2R1 − cos∢

(
s2, zQ1

)∣∣∣ < ρ
√
2−2R1ǫ,

that (s1, s2, C1, C2, Cc) ∈ Ec
X2

implies
∣∣∣
√

1− 2−2R2 − cos∢ (s2,u∗
2)
∣∣∣ < ǫ

√
1− 2−2R2 ,
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and that(s1, s2, C1, C2, Cc) ∈ Ec
Xv

implies
∣∣∣
√

1− 2−2Rc − cos∢
(
zQ1

, v∗
)∣∣∣ < ǫ

√
1− 2−2Rc.

Hence, combined with (217) this gives

ρ̄(1− ǫ)3 ≤ ν1ν2
‖u∗

1‖ ‖u∗
2‖

〈s1, s2〉 ≤ ρ̄(1 + ǫ)3,

whenever(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

X2
∩ Ec

Xv
. The l.h.s. can be lower bounded by(1− 3ǫ) ≤

(1− ǫ)3, and the r.h.s. can be upper bounded by(1 + ǫ)3 ≤ (1 + 4ǫ) wheneverǫ ≤ 0.3. Hence,
for ǫ ≤ 0.3 ∣∣∣∣ρ̄−

ν1ν2
‖u∗

1‖ ‖u∗
2‖

〈s1, s2〉
∣∣∣∣ ≤ 4ρ̄ǫ ≤ 4ǫ,

and thus

Pr
[
A1|Ec

S ∩ Ec
X2

∩ Ec
Xv

]
= 0.

Remark 6 To show(218), note that

cos∢ (s2, zQ1
) =

〈
s2, zQ1

〉

‖s2‖
∥∥zQ1

∥∥ =
〈s2, s1 − u∗

1〉
‖s2‖

∥∥zQ1

∥∥ =
〈s2, s1〉 − 〈s2,u∗

1〉
‖s2‖

∥∥zQ1

∥∥

=
〈s2, s1〉 − 〈s2, ν1s1 +w1〉

‖s2‖
∥∥zQ1

∥∥

=
(1− ν1) 〈s2, s1〉 − 〈s2,w1〉

‖s2‖
∥∥zQ1

∥∥ =
2−2R1 ‖s1‖ ‖s2‖ cos∢ (s1, s2)

‖s2‖
√
nσ22−2R1

− 〈s2,w1〉
‖s2‖

∥∥zQ1

∥∥

=
√
2−2R1 cos∢ (s1, s2)−

〈s2,w1〉
‖s2‖

∥∥zQ1

∥∥ .

The second term vanishes whenn → ∞ as in proof of Lemma 29.

Lemma 33 For everyδ > 0 and ǫ > 0 there exists ann′
A(δ, ǫ) such that for alln > n′

A(δ, ǫ)

Pr [A2|Ec
S] < δ, Pr [A3|Ec

S] < δ, Pr [A4|Ec
S] < δ.

Proof: We start with the derivation of the bound onA2. To this end, we first upper-bound
the inner product betweens2 andw3. Let s2,P denote the projection ofs2 onto the subspace of
Rn that is orthogonal tozQ1

, and that thus containsw2. Hence,
∣∣∣∣

ν2
‖u∗

2‖ ‖v∗‖ 〈s2,w3〉
∣∣∣∣

(a)
=

∣∣∣∣cos∢ (s2,u∗
2)

〈
s2
‖s2‖

,
w3

‖v∗‖

〉∣∣∣∣
(b)

≤ |cos∢ (s2,u∗
2)|
∣∣∣∣
〈

s2
‖s2‖

,
w3

‖w3‖

〉∣∣∣∣

≤
∣∣∣∣
〈

s2
‖s2‖

,
w3

‖w3‖

〉∣∣∣∣

=

∣∣∣∣
〈

s2,P
‖s2‖

,
w3

‖w3‖

〉∣∣∣∣

≤
∣∣∣∣
〈

s2,P
‖s2,P‖

,
w3

‖w3‖

〉∣∣∣∣
= |cos∢ (s2,P,w3)| , (218)
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where (a) follows by the definition ofν2 and (b) follows since by the definition ofw3 we have
‖w3‖ ≤ ‖v∗‖. By (218) it now follows that

Pr [A2|Ec
S] ≤ Pr [(S1,S2,C1,C2,Cc) : |cos∢ (S2,P,W3)| > ǫ | Ec

S]
(a)
= ES1,S2

[
PrC1,C2,Cc

(|cos∢ (s2,P ,W3)| > ǫ | (S1,S2) = (s1, s2) , Ec
S)
]
,

where in (a) we have denoted byPrC1,C2,Cc
(· | ·) the conditional probability of the codebooks

c1, c2 and c3 being such that|cos∢ (s2,P ,W3)| > ǫ, given (S1,S2) = (s1, s2) and Ec
S. To

conclude our bound we now notice that conditioned on(S1,S2) = (s1, s2), the random vector
W3/ ‖W3‖ is distributed uniformly on the surface of the centeredRn−1-sphere of unit radius,
that lies in the subspace that is orthogonal tos2. Hence,

Pr [A2|Ec
S] ≤ ES1,S2

[
2Cn−1 (Θ)

Cn−1 (π)

∣∣∣∣ Ec
S

]

≤ 2Cn−1 (Θ)

Cn−1 (π)
, (219)

whereΘ , arccos(ǫ). As 0 < ǫ ≤ 1, Θ ∈ (0, π2 ), and thus by [11, Lemma B.4] the r.h.s. of
(219) tends to 0 asn → ∞, and thereforePr [A2|Ec

S] → 0. By similar arguments it also follows
thatPr [A3|Ec

S] → 0 asn → ∞.

To conclude the proof of Lemma 33, we derive the bound onA4. The derivations are similar
to those forA2. First, let w2,P denote the projection ofw2 onto the subspace ofRn that is
orthogonal tozQ1

, and that thus containsw3. As in (218), we can show that
∣∣∣∣

1

‖u∗
2‖ ‖v∗‖ 〈w2,w3〉

∣∣∣∣ ≤ |cos∢ (w2,P ,w3)| , (220)

from which it then follows that

Pr [A4|Ec
S] ≤ ES1,S2,C2

[
PrC1,Cc

(|cos∢ (w2,P ,w3)| > ǫ | (S1,S2,U2) = (s1, s2,u2) , Ec
S)
]
.

The desired upper bound now follows by noticing that conditioned on(S1,S2,U2) = (s1, s2,u2),
and C2 = C2, the random vectorW3/ ‖W3‖ is distributed uniformly on the surface of the
centeredRn−1-sphere of unit radius, that lies in the subspace that is orthogonal tozQ1

. Hence,
similarly as in the derivation forA2

Pr [A4|Ec
S] ≤ ES1,S2,C2

[
2Cn−1 (Θ)

Cn−1 (π)

∣∣∣∣ Ec
S

]
, (221)

whereΘ , arccos(ǫ). As 0 < ǫ ≤ 1, Θ ∈ (0, π2 ), and thus by [11, Lemma B.4] the r.h.s. of
(221) tends to 0 asn → ∞, and thereforePr [A4|Ec

S] → 0.

Combining Lemma 32 and Lemma 33 with (216) gives that for every δ > 0 and0 < ǫ < 0.3
there exists ann′

A(δ, ǫ) such that for alln > n′
A(δ, ǫ)

Pr
[
E(X2,Xv) ∩ Ec

X2
∩ Ec

Xv
∩ Ec

S

]
≤ 3δ.

Proof of inequality (200):
The error probability analysis can be outlined as follows:

1) The pair (zQ1
, s2) /∈ A

∗(n)
ǫ , whereA

∗(n)
ǫ denotes theǫ- strongly jointly typical set of

sequences (see [24, Chapter 2]). The probability of this event is small for large enough
n, by the weak low of large numbers.

2) The sequencezQ1
is typical, but there does not exist a sequencev ∈ Cc such that(zQ1

, v) ∈
A

∗(n)
ǫ . As in the proof of the rate distortion theorem, the probability of this event is small
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if for ǫ′ < ǫ
Rc > I(V ;ZQ1

) + δ(ǫ′),

whereδ(ǫ′) → 0 as ǫ′ → 0.
3) The pair(zQ1

, v) ∈ A
∗(n)
ǫ , but (v, s2) /∈ A

∗(n)
ǫ , i.e. the codeword is not jointly typical with

the s2 sequence. By the Markov lemma [24, Lemma 12.1], the probability of this event
is small if n is large enough, sinceV ⊸−− ZQ1

⊸−− S2 forms a Markov chain.
4) There exists̃v ∈ Cc \ v∗ within the same bin ofv∗, such that(ṽ, s2) ∈ A

∗(n)
ǫ . Since the

probability that a randomly choseñv is jointly typical with s2 is ≈ 2−n[I(S2;V )−δ(ǫ)], the
probability of the former event is upper bounded by

Pr(∃ ṽ ∈ Cc \ v∗ : (ṽ, s2) ∈ A∗(n)
ǫ ) ≤ 2nRc

2n[Rc−I(S2;V )− 1

2
δ(ǫ)]

2−n[I(S2;V )−δ(ǫ)]

=
2n[I(V ;ZQ1)+δ(ǫ′)]

2n[I(V ;ZQ1)+δ(ǫ′)−I(S2;V )− 1

2
δ(ǫ)]

2−n[I(S2;V )−δ(ǫ)]

= 2−
n

2
δ(ǫ),

which goes to zero asn → ∞.

The formal detailed proof is as follows: We start with a lemmathat will be used to prove
(200).

Lemma 34 Define the event that the quantized sequencev∗ and the source sequences2 have
an atypical angle to each other

Ev,s2 =
{
(s1, s2, C1, C2, Cc) : |ρv,s2 − cos∢(v∗(s1, C1), s2)| > 5ǫ

}
.

Then, for everyδ > 0 and ǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)

Pr
[
Ev,s2 ∩ Ec

Xv
∩ Ec

S

]
< δ.

Proof: We start with the following decomposition

cos∢ (v∗, s2) =
〈v∗, s2〉
‖v∗‖ ‖s2‖

(a)
=

〈v∗, ρs1 + zG2
〉

‖v∗‖ ‖s2‖

=
ρ 〈v∗, s1〉+ 〈v∗, zG2

〉
‖v∗‖ ‖s2‖

, (222)

where in (a) we represents2 as a scaled version ofs1 corrupted by an additive gaussian noise
zG2. More precisely,

s2 = ρs1 + zG2
where ρ =

‖s2‖
‖s1‖

cos∢ (s1, s2) . (223)

With this choice ofρ, the vectorzG2 is always orthogonal tos1.
Now, define the two events

A1 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣ρv,s2 −
ρ

‖v∗‖ ‖s2‖
〈v∗, s1〉

∣∣∣∣ > 4ǫ

}

A2 =

{
(s1, s2, C1, C2, Cc) :

∣∣∣∣
1

‖v∗‖ ‖s2‖
〈v∗, zG2

〉
∣∣∣∣ > ǫ

}
.
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Note that by (222),Ev,s2 = {(s1, s2, C1, C2, Cc) : |ρv,s2 − cos∢ (v∗, s2)| > 4ǫ} ⊂ (A1 ∪ A2).
Thus,

Pr
[
Ev,s2 ∩ Ec

Xv
∩ Ec

S

]
≤ Pr

[
A1 ∩ Ec

Xv
∩ Ec

S

]
+ Pr

[
A2 ∩ Ec

Xv
∩ Ec

S

]

≤ Pr
[
A1|Ec

Xv
∩ Ec

S

]
+ Pr [A2|Ec

S ] . (224)

The two terms on the r.h.s. of (224) are now bounded in the following two lemmas.

Lemma 35 For ǫ < 1
Pr
[
A1|Ec

S ∩ Ec
Xv

]
= 0.

Proof: We first note that the term in the definition ofA1 can be rewritten as
ρ

‖v∗‖ ‖s2‖
〈v∗, s1〉 = cos∢ (s1, s2) cos∢ (v∗, s1) . (225)

Note that the second term satisfies

cos∢ (v∗, s1) =
〈v∗, s1〉
‖v∗‖ ‖s1‖

=

〈
v∗,u∗

1 + zQ1

〉

‖v∗‖ ‖s1‖
=

〈v∗,u∗
1〉

‖v∗‖ ‖s1‖
+

〈
v∗, zQ1

〉

‖v∗‖ ‖s1‖
. (226)

By (239) and Lemma 42, the first term can be bounded by
∣∣∣
〈v∗,u∗

1〉
‖v∗‖ ‖s1‖

∣∣∣ ≤ 12δ + 3ǫ√
2−2R1(1− 2−2Rc)

= ǫ1.

The second term can be factorized
〈
v∗, zQ1

〉

‖v∗‖ ‖s1‖
=

〈
v∗, zQ1

〉

‖v∗‖
∥∥zQ1

∥∥

∥∥zQ1

∥∥
‖s1‖

= cos∢
(
zQ1

, v∗
)√

2−2R1 . (227)

We can now upper and lower bound the r.h.s. of (225) for(s1, s2, C1, C2, Cc) ∈ Ec
S ∩ Ec

Xv
by

noticing that(s1, s2, C1, C2, Cc) ∈ Ec
S implies

|cos∢ (s1, s2)− ρ| < ρǫ,

and that(s1, s2, C1, C2, Cc) ∈ Ec
Xv

implies
∣∣∣
√

1− 2−2Rc − cos∢
(
zQ1

, v∗
)∣∣∣ < ǫ

√
1− 2−2Rc.

Hence, combined with (225) this gives

ρv,s2(1− ǫ)2 + ρǫ1(1− ǫ) ≤ ρ

‖v∗‖ ‖s2‖
〈v∗, s1〉 ≤ ρv,s2(1 + ǫ)2 + ρǫ1(1 + ǫ),

whenever(s1, s2, C1, C2, Cc) ∈ Ec
S∩Ec

Xv
. The l.h.s. can be lower bounded by(1− 2ǫ) ≤ (1− ǫ)2,

and the r.h.s. can be upper bounded by(1 + ǫ)2 ≤ (1 + 3ǫ) wheneverǫ ≤ 1. Hence, forǫ ≤ 1
∣∣∣∣ρv,s2 −

ρ

‖v∗‖ ‖s1‖
〈v∗, s2〉

∣∣∣∣ ≤ 3ρv,s2ǫ+ ρǫ1(1 + ǫ) ≤ 4ǫ,

and thus

Pr
[
A1|Ec

S ∩ Ec
Xv

]
= 0.

Lemma 36 For everyδ > 0 and ǫ > 0 there exists ann′
A(δ, ǫ) such that for alln > n′

A(δ, ǫ)

Pr [A2|Ec
S] < δ.
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Proof: By similar arguments as in proof of Lemma 29, it follows that for everyǫ > 0,
Pr [A2|Ec

S] → 0 asn → ∞.

Combining Lemma 35 and Lemma 36 with (224) gives that for every δ > 0 and0 < ǫ < 1
there exists ann′

A(δ, ǫ) such that for alln > n′
A(δ, ǫ)

Pr
[
Ev,s2 ∩ Ec

Xv
∩ Ec

S

]
≤ δ.

We now start with a definition that will be used to prove (200).

E ′
XWZ

,
{
(s1, s2, C1, C2, Cc) : ∃ ṽ ∈ Cc \ {v∗} s.t. cos∢(ṽ, s2) ≥ ρv,s2 − 5ǫ

}
.

Note that

EXWZ =
{
(s1, s2, C1, C2, Cc) : ∃ ṽ ∈ Cc \ {v∗} s.t. |ρv,s2 − cos∢(ṽ, s2)| ≤ 5ǫ

}
⊆ E ′

XWZ
.

We now state one more lemma that will be used for the proof of (200):

Lemma 37 For every∆ ∈ (0, 1], let the setG be given by

G = {(s1, s2, C1, C2, Cc) : ∃ v ∈ Cc\ {v∗} s.t. cos∢ (s2,v) ≥ ∆} .
Then,

1

n
logMb < −1

2
log
(
1−∆2

)
=⇒

(
lim
n→∞

Pr
[
G|Ec

Xv

]
= 0, ǫ > 0

)
,

whereMb denotes the bin size in the partitioned codebookCc, andEXv
is defined in (96).

Proof: The proof follows from upper-bounding in every point onSc the density of every
v ∈ Cc\ {v∗} and then using a standard argument from sphere-packing.

Next,

Pr
[
EXWZ ∩ Ec

Xv
∩ Ec

S

] (a)
≤ Pr

[
E ′

XWZ
∩ Ec

Xv
∩ Ec

S

] (b)
≤ Pr

[
E ′

XWZ

∣∣Ec
Xv

]
, (228)

where (a) follows by (228) and (b) follows becauseEc
X ⊆ Ec

Xv
.

The proof of (200) is now completed by combining (228) with Lemma 37. This gives that
for every δ > 0 and everyǫ > 0 there exists somen′(δ, ǫ) such that for alln > n′(δ, ǫ), we
have

Pr
[
EXWZ ∩ Ec

Xv
∩ Ec

S

]
< δ,

whenever
1

n
logMb < −1

2
log
(
1− (ρv,s2 − 5ǫ)2

)
. (229)

The constraint (229) yields the following bound on the bin size

Mb ≤
(
1− ρ2v,s2

)−n

2 2−nδ(ǫ), (230)

whereδ(ǫ) → 0 as ǫ → 0.
The desired result follows now by noticing that the bin size in our code construction (defined

in (56)) satisfies (230).

I. Upper bound on expected distortion —Proof of Proposition 5

We derive an upper bound on the achievable distortion for theproposed vector-quantizer
scheme. By Corollary 4, it suffices to analyze the genie-aided scheme. SincêS1

G = γ1,1U1
∗ +
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γ1,2U2
∗ + γ1,3V∗, we have

D1 =
1

n
E

[
‖S1 − Ŝ1

G‖2
]

=
1

n
E

[
‖S1 − (γ1,1U1

∗ + γ1,2U2
∗ + γ1,3V∗)‖2

]

=
1

n

(
E

[
‖S1‖2

]
− 2γ1,1E [〈S1,U1

∗〉]− 2γ1,2E [〈S1,U2
∗〉]− 2γ1,3E [〈S1,V∗〉]

+γ1,1
2
E

[
‖U1

∗‖2
]
+ 2γ1,1γ1,2E [〈U1

∗,U2
∗〉] + γ1,2

2
E

[
‖U2

∗‖2
]

+2γ1,1γ1,3E [〈U1
∗,V∗〉] + 2γ1,2γ1,3E [〈U2

∗,V∗〉] + γ1,3
2
E

[
‖V∗‖2

])

= σ2 − 2γ1,1
1

n
E [〈S1,U1

∗〉]− 2γ1,2
1

n
E [〈S1,U2

∗〉]− 2γ1,3
1

n
E [〈S1,V∗〉]

+γ1,1
2
(
σ2
(
1− 2−2R1

))
+ 2γ1,1γ1,2

1

n
E [〈U1

∗,U2
∗〉] + γ1,2

2
(
σ2
(
1− 2−2R2

))

+2γ1,1γ1,3
1

n
E [〈U1

∗,V∗〉] + 2γ1,2γ1,3
1

n
E [〈U2

∗,V∗〉] + γ1,3
2
(
σ22−2R1

(
1− 2−2Rc

))
,

(231)

where in the last equality all expected squared norms have been replaced by their explicit
values, i.e.E

[
‖S1‖2

]
= nσ2, andE

[
‖Ui‖2

]
= nσ2

(
1− 2−2Ri

)
for i ∈ {1, 2} andE

[
‖V‖2

]
=

nσ22−2R1
(
1− 2−2Rc

)
. The remaining expectations of the inner products are bounded in the

following six lemmas.

Lemma 38 For everyδ > 0 and 0.3 > ǫ > 0 and every positive integern

1

n
E [〈S1,U1

∗〉] ≥ σ2(1− 2−2R1) (1− 2ǫ) (1− 13δ) .

Proof:

1

n
E [〈S1,U1

∗〉] = 1

n
E [‖S1‖ ‖U1

∗‖ cos∢ (S1,U1
∗)| ES ∪ EX]︸ ︷︷ ︸

≥0

Pr [ES ∪ EX]

+
1

n
E [‖S1‖ ‖U1

∗‖ cos∢ (S1,U1
∗)| Ec

S ∩ Ec
X] Pr [Ec

S ∩ Ec
X]

≥ 1

n
E [‖S1‖ ‖U1

∗‖ cos∢ (S1,U1
∗)| Ec

S ∩ Ec
X] Pr [Ec

S ∩ Ec
X]

≥
√

σ2(1− ǫ)σ2(1− 2−2R1)(1− 2−2R1)(1− ǫ) Pr [Ec
S ∩ Ec

X]

≥ σ2(1− 2−2R1)(1− ǫ)2 (1− Pr [ES ∪ EX])

≥ σ2(1− 2−2R1) (1− 2ǫ) (1− Pr [ES]− Pr [EX]) ,

where in the first equality the first expectation term is non-negative because ifU∗
1 = 0, then it is

equal to zero, and ifU∗
1 6= 0, then by the conditioning onEX it follows thatcos∢ (S1,U1

∗) > 0.

By Lemma 6 and Lemma 8 it now follows that for everyδ > 0 and0.3 > ǫ > 0 there exists
ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)

1

n
E [〈S1,U1

∗〉] ≥ σ2(1− 2−2R1) (1− 2ǫ) (1− 13δ) .
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Lemma 39 For everyδ > 0 and 0.3 > ǫ > 0, there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

1

n
E [〈U∗

1,U
∗
2〉] ≤ σ212δ + ρσ2(1− 2−2R1)(1− 2−2R2)(1 + 7ǫ).

Proof:

1

n
E [〈U1

∗,U2
∗〉] = 1

n
E [ 〈U∗

1,U∗
2〉| EX] Pr [EX] +

1

n
E [〈U∗

1,U∗
2〉| Ec

X] Pr [Ec
X]

≤ 1

n
E [‖U∗

1‖ ‖U∗
2‖| EX] Pr [EX] +

1

n
E [ ‖U∗

1‖ ‖U∗
2‖| cos∢ (U∗

1,U∗
2)| EX

c]

≤ 1

n

√
nσ2 (1− 2−2R1)

√
nσ2 (1− 2−2R2) Pr [EX]

+
1

n

√
nσ2 (1− 2−2R1)

√
nσ2 (1− 2−2R2)ρ̃(1 + 7ǫ)

≤ σ2 Pr [EX] + ρσ2
(
1− 2−2R1

) (
1− 2−2R2

)
(1 + 7ǫ).

Thus, it follows by Lemma 8 that for everyδ > 0 and0.3 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N
such that for alln > n′ (δ, ǫ)

1

n
E [〈U∗

1,U∗
2〉] ≤ σ212δ + ρσ2

(
1− 2−2R1

) (
1− 2−2R2

)
(1 + 7ǫ).

Lemma 40 For everyδ > 0 and 0.3 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

1

n
E [〈S∗

1,U
∗
2〉] ≥ ρσ2(1− 2−2R2)(1− ǫ)3 − σ2 (ǫ+ 39δ + 12δǫ) .

Proof: We begin with the following decomposition:

1

n
E [〈S1,U∗

2〉] =
1

n
E [〈S1,U∗

2〉| ES ∪ EX2
] Pr [ES ∪ EX2

]

+
1

n
E
[
〈S1,U2

∗〉| Ec
S ∩ Ec

X2

]
Pr
[
Ec

S ∩ Ec
X2

]
. (232)

The first term on the r.h.s. of (232) is lower bounded as follows:

1

n
E [ 〈S1,U2

∗〉| ES ∪ EX2
] Pr [ES ∪ EX2

]

(a)

≥ − 1

n
E

[
‖S1‖2 + ‖U2

∗‖2
∣∣∣ ES ∪ EX2

]
Pr (ES ∪ EX2

)

(b)

≥ − 1

n

(
E

[
‖S1‖2

∣∣∣ ES

]
Pr [ES] + E

[
‖S1‖2

∣∣∣ Ec
S ∩ EX2

]
Pr [Ec

S ∩ EX]

+‖U2
∗‖2 (Pr [ES] + Pr [EX])

)

(c)

≥ −
(
σ2 (ǫ+ Pr [ES]) + σ2 (1 + ǫ) Pr [EX] + σ2

(
1− 2−2R2

)
(Pr [ES] + Pr [EX])

)

≥ −σ2 (ǫ+ 2Pr [ES] + (2 + ǫ) Pr [EX]) , (233)

where in (a) we have used that for any two vectorsv ∈ Rn andw ∈ Rn

|〈v,w〉‖ ≤ 1

2
(‖v‖2 + ‖w‖2) ≤ ‖v‖2 + ‖w‖2, (234)

in (b) we have used thatEX ⊇ EX2
, and in (c) we have used Lemma 10.



78

We now turn to lower bounding the second term on the r.h.s. of (232). The probability term
is lower bounded as follows:

Pr
[
Ec

S ∩ Ec
X2

]
= 1− Pr [ES ∪ EX2

]

≥ 1− (Pr [ES] + Pr [EX]) . (235)

To lower bound the expectation term, we representu∗
i as a scaled version ofsi corrupted by

an additive ”quantization noise”w∗
i . More precisely,

u∗
i = νisi + wi where νi =

‖u∗
i ‖

‖s∗i ‖
cos∢ (si,u∗

i ) , i ∈ {1, 2} . (236)

With this choice ofνi, the vectorwi is always orthogonal tosi. By (236), the inner product
〈S1,U2

∗〉 can now be rewritten asν2 〈S1,S2〉+ 〈S1,W2〉. Hence,

E
[
〈S1,U2

∗〉| Ec
S ∩ Ec

X2

]

(a)
= ES1,S2

[
EC1,C2

[
〈s1,U2

∗〉| (S1,S2) = (s1, s2) , Ec
S ∩ Ec

X2

]]

(b)
= ES1,S2

[
EC1,C2

[
ν2 〈s1, s2〉| (S1,S2) = (s1, s2) , Ec

S ∩ Ec
X2

]

+EC1,C2

[
〈s1,W2〉| (S1,S2) = (s1, s2) , Ec

S ∩ Ec
X2

]
︸ ︷︷ ︸

=0

]

= ES1,S2

[‖U2
∗‖

‖S2‖
〈S1,S2〉EC1,C2

[
cos∢ (s2,U2

∗)| (S1,S2) = (s1, s2) , Ec
S ∩ Ec

X2

]]

(c)

≥ ES1,S2

[
‖U∗

2‖ ‖S1‖ cos∢ (S1,S2)
√

(1− 2−2R2) (1− ǫ)

∣∣∣∣ Ec
S ∩ Ec

X2

]

(d)

≥
√

nσ2 (1− 2−2R2)
√

nσ2 (1− ǫ)ρ (1− ǫ)
√

(1− 2−2R2) (1− ǫ)

≥ nρσ2
(
1− 2−2R2

)
(1− ǫ)3, (237)

where we have denoted byCi the random codebook of useri ∈ {1, 2}, and where in (a) we
have used law of total expectation, in (b) the second expectation term is zero because for every
(s1, s2) ∈ Ec

S
EC2

[
〈s1,W2〉| (S1,S2) = (s1, s2) , Ec

X2

]
= 0.

This holds since in the expectation over the codebooksC2 with conditioning onEc
X2

, for every
w2 ∈ Rn, the sequencesw2 and−w2 are equiprobable, and thus their inner products withs1
cancel off each other. Inequality (c) follows from lower boundingcos∢ (s2,U∗

2) conditioned on
Ec

X combined with the fact that conditioned onEc
S the termcos∢ (S1,S2) is positive. Inequality

(d) follows from lower bounding‖S1‖ andcos∢ (S1,S2) conditioned onEc
S.

Combining (232) with (233), (235) and (I) gives

1

n
E [〈S1,U2

∗〉] ≥ −σ2 (ǫ+ 2Pr [ES] + (2 + ǫ) Pr [EX])

+ρσ2(1− 2−2R2)(1− ǫ)3 (1− (Pr [ES] + Pr [EX]))

≥ ρσ2(1− 2−2R2)(1− ǫ)3 − σ2 (ǫ+ 3Pr [ES] + (3 + ǫ) Pr [EX]) .

Thus, by Lemma 6 and Lemma 8 it follows that for everyδ > 0 and0.3 > ǫ > 0 there exists
ann′(δ, ǫ) ∈ N such that for alln > n′(δ, ǫ)
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1

n
E [〈S1,U2

∗〉] ≥ ρσ2(1− 2−2R2)(1− ǫ)3 − σ2 (ǫ+ 39δ + 12δǫ) .

Lemma 41 For everyδ > 0 and 0.3 > ǫ > 0 and every positive integer n

1

n
E [〈S1,V

∗〉] ≥ −σ2 (12δ + 3ǫ) + σ22−2R1(1− 2−2Rc) (1− 2ǫ) (1− 13δ) .

Proof: We begin with the following decomposition:

1

n
E [〈S1,V∗〉] = 1

n
E
[〈

U∗
1 + zQ1

,V∗
〉]

=
1

n

(
E [〈U∗

1,V∗〉] + E
[〈

zQ1
,V∗

〉])
. (238)

The first term on the r.h.s. of (238) is lower bounded as follows:

1

n
E [〈U∗

1,V∗〉] = 1

n
E [ 〈U∗

1,V∗〉| EX] Pr [EX] +
1

n
E [〈U∗

1,V∗〉| Ec
X] Pr [Ec

X]

(a)

≥ − 1

n
E

[
‖U∗

1‖2 + ‖V∗‖2
∣∣∣ EX

]
Pr [EX]

+
1

n
E [ ‖U∗

1‖ ‖V∗‖| cos∢ (U∗
1,V∗)| Ec

X] Pr [Ec
X]

≥ − 1

n

(
nσ2

(
1− 2−2R1

)
+ nσ22−2R1

(
1− 2−2Rc

))
Pr [EX]

+
1

n

√
nσ2 (1− 2−2R1)

√
nσ22−2R1 (1− 2−2Rc)(−3ǫ)

≥ −σ2 (Pr [EX] + 3ǫ) , (239)

where in (a) we have used (234).
We now turn to lower bounding the second term on the r.h.s. of (238).

1

n
E
[〈

zQ1
,V∗

〉]

=
1

n
E
[∥∥zQ1

∥∥ ‖V∗‖ cos∢
(
zQ1

,V∗
)∣∣ ES ∪ EX

]
︸ ︷︷ ︸

≥0

Pr [ES ∪ EX]

+
1

n
E
[∥∥zQ1

∥∥ ‖V∗‖ cos∢
(
zQ1

,V∗
)∣∣ Ec

S ∩ Ec
X

]
Pr [Ec

S ∩ Ec
X]

≥ 1

n
E
[∥∥zQ1

∥∥ ‖V∗‖ cos∢
(
zQ1

,V∗
)∣∣ Ec

S ∩ Ec
X

]
Pr [Ec

S ∩ Ec
X]

≥
√

σ22−2R1(1− ǫ)σ22−2R1(1− 2−2Rc)(1 − 2−2Rc)(1− ǫ) Pr [Ec
S ∩ Ec

X]

≥ σ22−2R1(1− 2−2Rc)(1− ǫ)2 (1− Pr [ES ∪ EX])

≥ σ22−2R1(1− 2−2Rc) (1− 2ǫ) (1− Pr [ES]− Pr [EX]) , (240)

where in the first equality the first expectation term is non-negative because ifV∗ = 0, then it is
equal to zero, and ifV∗ 6= 0, then by the conditioning onEX it follows thatcos∢

(
zQ1

,V∗
)
> 0.

Combining (238), with (239) and (I) gives

1

n
E [〈S1,V∗〉] ≥ −σ2 (Pr [EX] + 3ǫ) + σ22−2R1(1− 2−2Rc) (1− 2ǫ) (1− Pr [ES]− Pr [EX]) .

Thus, by Lemma 6 and Lemma 8 it now follows that for everyδ > 0 and0.3 > ǫ > 0 there
exists ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)
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1

n
E [〈S1,V∗〉] ≥ −σ2 (12δ + 3ǫ) + σ22−2R1(1− 2−2Rc) (1− 2ǫ) (1− 13δ) .

Lemma 42 For everyδ > 0 and 0.3 > ǫ > 0, there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

1

n
E [〈U∗

1,V
∗〉] ≤ σ2 (12δ + 3ǫ) .

Proof:

1

n
E [〈U∗

1,V∗〉] = 1

n
E [〈U∗

1,V∗〉| EX] Pr [EX] +
1

n
E [ 〈U∗

1,V∗〉| Ec
X] Pr [Ec

X]

≤ 1

n
E [‖U∗

1‖ ‖V∗‖| EX] Pr [EX] +
1

n
E [ ‖U∗

1‖ ‖V∗‖| cos∢ (U∗
1,V∗)| Ec

X] Pr [Ec
X]

≤ 1

n

√
nσ2 (1− 2−2R1)

√
nσ22−2R1 (1− 2−2Rc) Pr [EX]

+
1

n

√
nσ2 (1− 2−2R1)

√
nσ22−2R1 (1− 2−2Rc)(3ǫ)

≤ σ2 (Pr [EX] + 3ǫ) .

Thus, it follows by Lemma 8 that for everyδ > 0 and0.3 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N
such that for alln > n′ (δ, ǫ)

1

n
E [〈U∗

1,V∗〉] ≤ σ2 (12δ + 3ǫ) .

Lemma 43 For everyδ > 0 and 0.3 > ǫ > 0, there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

1

n
E [〈U∗

2,V
∗〉] ≤ σ211δ + ρσ22−2R1(1− 2−2R2)(1− 2−2Rc)(1 + 7ǫ).

Proof:

1

n
E [〈U∗

2,V∗〉] = 1

n
E [〈U∗

2,V∗〉| EX] Pr [EX] +
1

n
E [ 〈U∗

2,V∗〉| Ec
X] Pr [Ec

X]

≤ 1

n
E [‖U∗

2‖ ‖V∗‖| EX] Pr [EX] +
1

n
E [ ‖U∗

2‖ ‖V∗‖| cos∢ (U∗
2,V∗)| Ec

X] Pr [Ec
X]

≤
√

σ2 (1− 2−2R2) σ22−2R1 (1− 2−2Rc) Pr [EX]

+
√

σ2 (1− 2−2R2) σ22−2R1 (1− 2−2Rc)ρ̄(1 + 7ǫ)

≤ σ2 Pr [EX] + ρσ22−2R1(1− 2−2R2)(1− 2−2Rc)(1 + 7ǫ).

Thus, it follows by Lemma 8 that for everyδ > 0 and0.3 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N
such that for alln > n′ (δ, ǫ)

1

n
E [〈U∗

2,V∗〉] ≤ σ211δ + ρσ22−2R1(1− 2−2R2)(1− 2−2Rc)(1 + 7ǫ).
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The distortionD1 of the genie-aided scheme is now upper bounded as follows:

D1 =
1

n
E

[
‖S1 − Ŝ1

G‖2
]

= σ2 − 2γ1,1
1

n
E [〈S1,U1

∗〉]− 2γ1,2
1

n
E [〈S1,U2

∗〉]− 2γ1,3
1

n
E [〈S1,V∗〉]

+γ1,1
2σ2

(
1− 2−2R1

)
+ 2γ1,1γ1,2

1

n
E [〈U1

∗,U2
∗〉] + γ1,2

2σ2
(
1− 2−2R2

)

+2γ1,1γ1,3
1

n
E [〈U1

∗,V∗〉] + 2γ1,2γ1,3
1

n
E [〈U2

∗,V∗〉] + γ1,3
2σ22−2R1

(
1− 2−2Rc

)

(a)

≤ σ22−2(R1+Rc)
1− ρ2

(
1− 2−2R2

)

1− ρ2 (1− 2−2R2)
(
1− 2−2(R1+Rc)

) + ξ′(δ, ǫ), (241)

where in (a) we have used Lemma 38, Lemma 39, Lemma 40, Lemma 41, Lemma 42, Lemma 43
and Lemma 11 and wherelim

δ,ǫ→0
ξ′ (δ, ǫ) = 0.

Now we upper-boundD2. By Corollary 4, it suffices to analyze the genie-aided scheme.
SinceŜ2

G = γ2,1U1
∗ + γ2,2U2

∗ + γ2,3V∗, we have

D2 =
1

n
E

[
‖S2 − Ŝ2

G‖2
]
=

1

n
E

[
‖S2 − (γ2,1U1

∗ + γ2,2U2
∗ + γ2,3V∗)‖2

]

=
1

n

(
E

[
‖S2‖2

]
− 2γ2,1E [〈S2,U1

∗〉]− 2γ2,2E [〈S2,U2
∗〉]− 2γ2,3E [〈S2,V∗〉]

+γ2,1
2
E

[
‖U1

∗‖2
]
+ 2γ2,1γ2,2E [〈U1

∗,U2
∗〉] + γ2,2

2
E

[
‖U2

∗‖2
]

+2γ2,1γ2,3E [〈U1
∗,V∗〉] + 2γ2,2γ2,3E [〈U2

∗,V∗〉] + γ2,3
2
E

[
‖V∗‖2

])

= σ2 − 2γ2,1
1

n
E [〈S2,U1

∗〉]− 2γ2,2
1

n
E [〈S2,U2

∗〉]− 2γ2,3
1

n
E [〈S2,V∗〉]

+γ2,1
2
(
σ2
(
1− 2−2R1

))
+ 2γ2,1γ2,2

1

n
E [〈U1

∗,U2
∗〉] + γ2,2

2
(
σ2
(
1− 2−2R2

))

+2γ2,1γ2,3
1

n
E [〈U1

∗,V∗〉] + 2γ2,2γ2,3
1

n
E [〈U2

∗,V∗〉] + γ2,3
2
(
σ22−2R1

(
1− 2−2Rc

))
,

(242)

where in the last equality all expected squared norms have been replaced by their explicit
values, i.e.E

[
‖S2‖2

]
= nσ2, andE

[
‖Ui‖2

]
= nσ2

(
1− 2−2Ri

)
for i ∈ {1, 2} andE

[
‖V‖2

]
=

nσ22−2R1
(
1− 2−2Rc

)
. The remaining expectations of the inner products are bounded in the

following three lemmas.

Lemma 44 For everyδ > 0 and 0.3 > ǫ > 0 and every positive integer n

1

n
E [〈S2,U

∗
2〉] ≥ σ2(1− 2−2R2) (1− 2ǫ) (1− 13δ) .

Proof:

1

n
E [〈S2,U2

∗〉] = 1

n
E [‖S2‖ ‖U2

∗‖ cos∢ (S2,U2
∗)| ES ∪ EX]︸ ︷︷ ︸

≥0

Pr [ES ∪ EX]

+
1

n
E [‖S2‖ ‖U2

∗‖ cos∢ (S2,U2
∗)| Ec

S ∩ Ec
X] Pr [Ec

S ∩ Ec
X]

≥ 1

n
E [‖S2‖ ‖U2

∗‖ cos∢ (S2,U2
∗)| Ec

S ∩ Ec
X] Pr [Ec

S ∩ Ec
X]

≥
√

σ2(1− ǫ)σ2(1− 2−2R2)(1− 2−2R2)(1− ǫ) Pr [Ec
S ∩ Ec

X]
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≥ σ2(1− 2−2R2)(1− ǫ)2 (1− Pr [ES ∪ EX])

≥ σ2(1− 2−2R2) (1− 2ǫ) (1− Pr [ES]− Pr [EX]) ,

where in the first equality the first expectation term is non-negative because ifU∗
2 = 0, then it is

equal to zero, and ifU∗
2 6= 0, then by the conditioning onEX it follows thatcos∢ (S2,U2

∗) > 0.

By Lemma 6 and Lemma 8 it now follows that for everyδ > 0 and0.3 > ǫ > 0 there exists
ann′ (δ, ǫ) ∈ N such that for alln > n′ (δ, ǫ)

1

n
E [〈S2,U2

∗〉] ≥ σ2(1− 2−2R2) (1− 2ǫ) (1− 13δ) .

Lemma 45 For everyδ > 0 and 0.3 > ǫ > 0 there exists ann′ (δ, ǫ) ∈ N such that for all
n > n′ (δ, ǫ)

1

n
E [〈S∗

2,U
∗
1〉] ≥ ρσ2(1− 2−2R1)(1− ǫ)3 − σ2 (ǫ+ 39δ + 12δǫ) .

Proof: The proof is following in a similar manner as the proof of Lemma 40.

Lemma 46 For everyδ > 0 and 0.3 > ǫ > 0 and every positive integer n

1

n
E [〈S2,V

∗〉] ≥ −ρσ2 (12δ + 3ǫ) + ρσ22−2R1
(
1− 2−2Rc

)
(1− 2ǫ) (1− 13δ) .

Proof: We begin with the following decomposition.

1

n
E [〈S2,V∗〉] = 1

n
E [〈ρS1 + ZG2

,V∗〉]

=
1

n
(ρE [〈S1,V∗〉] + E [〈ZG2

,V∗〉]) . (243)

The second term on the r.h.s. of (243) vanishes as follows:

E [〈ZG2
,V∗〉] = ES1,C1,Cc

[
ES2

[〈ZG2
, v∗〉 | S1 = s1,C1 = C1,Cc = Cc]

]
= 0.

This holds, since conditionally onS1 the random variableZG2
is independent of(S1,V∗),

and therefore in the expectation overS2, for everyzG2
∈ R, the sequenceszG2

and−zG2
are

equiprobable and thus their inner products withv∗ cancel off each other.

The distortionD2 of the genie-aided scheme is now upper bounded as follows:

D2 =
1

n
E

[
‖S2 − Ŝ2

G‖2
]

= σ2 − 2γ2,1
1

n
E [〈S2,U1

∗〉]− 2γ2,2
1

n
E [〈S2,U2

∗〉]− 2γ2,3
1

n
E [〈S2,V∗〉]

+γ2,1
2
(
σ2
(
1− 2−2R1

))
+ 2γ2,1γ2,2

1

n
E [〈U1

∗,U2
∗〉] + γ2,2

2
(
σ2
(
1− 2−2R2

))

+2γ2,1γ2,3
1

n
E [〈U1

∗,V∗〉] + 2γ2,2γ2,3
1

n
E [〈U2

∗,V∗〉] + γ2,3
2
(
σ22−2R1

(
1− 2−2Rc

))

(a)

≤ σ22−2R2
1− ρ2

(
1− 2−2(R1+Rc)

)

1− ρ2 (1− 2−2R2)
(
1− 2−2(R1+Rc)

) + ξ′(δ, ǫ), (244)

where in (a) we have used Lemma 39, Lemma 42, Lemma 43, Lemma 44, Lemma 45, Lemma 46
and Lemma 11 and wherelim

δ,ǫ→0
ξ′ (δ, ǫ) = 0.
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