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Achieving Full DoF in Heterogeneous Parallel
Broadcast Channels with Outdated CSIT

Jinyuan Chen, Sheng Yang, Ayf@zgir and Andrea Goldsmith

Abstract

We consider communication over heterogeneous paralleirefis, where a transmitter is connected to two
users via two parallel channels: a MIMO broadcast chann€) @d a noiseless rate-limited multicast channel. We
characterize the optimal degrees of freedom (DoF) regiahisfsetting when the transmitter has delayed channel
state information (CSIT) regarding the MIMO BC. Our resudtsow that jointly coding over the two channels
strictly outperforms simple channel aggregation and caanechieve the instantaneous CSIT performance with
completely outdated CSIT on the MIMO BC in the sum DoF senisis; happens when the multicast rate of the
second channel is larger than a certain threshold. The rdem is to send information over the MIMO BC at a
rate above its capacity and then use the second channel doaskelitional side information to allow for reliable
decoding at both receivers. We call this scheme a two-phasdoad-multicast strategy. We show that such a
strategy is also sum DoF optimal for tié-user MIMO BC with a parallel multicast channel when the raté¢he
multicast channel is high enough and can again achieve gtantaneous CSIT performance (optimal sum DoF)
with completely outdated CSIT. For the regime where the ciéapaf the multicast channel is small, we propose
another joint coding strategy which is sum DoF optimal.

I. INTRODUCTION

Heterogeneous wireless networks integrate multiple sadith different capabilities, protocol stacks,
and spectrum allocations. The flexibility of these diffénadios allows for more general dynamic resource
allocation, better coverage, and higher capacity. In bgemeous networks, users can be connected to
transmitters via parallel channels operating over difiereetworks, such as a cellular and a WiFi network
(see Fig[1). In this work we investigate how to optimally coonicate over such parallel channels.

We begin with the following setup. A transmitter is connelcte two receivers through two parallel
channels: the first channel is a multiple-input single-atitMISO) BC and the second channel is a
noiseless rate-limited multicast channel. In a typicalization of our model, the MISO BC (TX 1) can
be the cellular downlink from the base station to the mob#ers who are also in close proximity to
the access point (AP) of a WiFi network (TX 2) or a femtocelkbastation operating over a different
frequency (FigllL (a)). The base station can therefore mmérte the two users over the cellular downlink
while at the same time establish a second multicast chahraidgh the IP network or the femtocell base
station. Alternatively, one can think of the transmitteddahe two users as connected by two parallel
broadcast channels, a MISO BC operating over one frequamtd/,a SISO BC operating over another
(Fig. [-(b)).

A common and perhaps the simplest way to use the two chamélgdhannel aggregation. That is,
the transmitter sends independent information over thectvamnels and the total throughput becomes the
sum of the individual throughputs of the two channels. Thipraach typically assumes perfect channel
state information at the transmitter (CSIT). However, itvsll known that the capacity of the Gaussian
multi-antenna BC is very sensitive to the availability o€t@SIT. Specifically, in the high SNR regime,
the degrees of freedom (DoF) of the two-user MISO BC2ar¢/3, and1 for the cases with instantaneous
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Fig. 1. (a) The two users can be reached by transmitter 1, fgage station in a cellular network) directly from the wasd multi-antenna
channel and indirectly through the rate-limited backhand #he local access point (transmitter 2, e.g., WiFi). (bg Transmitter and the
users are communicating over two parallel channels, a MIB®DaaSISO BC.

(perfect) CSITI[1], completely outdated CSIT (i.e., the T® available only after the channel’'s coherence
period) [2], and no CSITL[3], respectively. Therefore, givihat the first channel is a MISO BC, it is
obvious that channel aggregation will suffer a DoF loss wG&iT is imperfect.

In this work, we propose a simple scheme that strictly oditpers the aforementioned channel
aggregation scheme. We show a somewhat surprising resjtvifth our scheme, completely outdated
CSIT can achieve the same DoF performance as with instamuan@SIT, provided that the rate of the
parallel multicast channel is high enough. For instance,pgtoposed scheme can attain a total DoF of
2 + dny, with completely outdated CSIT when the DoF of the paralleltroast channeli,, is larger than
2. This is as if the MISO BC could provide a sum DoF Zfwhich is only possible when instantaneous
CSIT is available without the parallel multicast channdieTmnain idea of our optimal scheme (termed a
two-phase overload-multicast strategy) is simplyremsmit overload the MISO BC, i.e, transmit symbols
at a rate larger than the multiplexing gain supported by th8®BC, and then use the multicast channel
to multicast additional information to enable reliable decoding. Intigatar, the additional information
sent from the multicast channel is such that it is beneficabbth users but potentially in different ways,
e.g., it can be used by one user to cancel the created irgeckerand simultaneously used by the other
user as an extra observation for decoding.

Based on this optimal strategy, we characterize the optibodd region for a two-user multiple-input
multiple-output (MIMO) BC with a parallel multicast charinéchieving each corner point in the DoF
region involves a careful tuning of the overload and muttigghases of this strategy as well as combining
it with zero-forcing and single user transmission. The oagis obtained as a function of the multicast
channel capacity and the CSIT timeliness for the MIMO BC. @sult reveals an interesting tradeoff
between these two parameters. Namely, with timely (e.gipsat instantaneous) CSIT a small multicast
channel capacity is enough to guarantee the maximal sum BluEvable with instantaneous CSIT, while
with completely outdated CSIT a large multicast channebcdp is required to compensate for the sum
DoF loss due to the CSIT staleness. In other words, for a gikeday of the CSIT we can determine
the amount of multicast channel capacity needed to achievesdame performance as with instantaneous
CSIT; or equivalently, for a given capacity of the multicakinnel we can determine the maximal delay
we can tolerate in acquiring the CSIT without sacrificingfpenance.

Interestingly, this same two-phase overload multicasttetyy can be extended to tiie-user MIMO
BC with a parallel multicast channel (in the regime when thenber of transmit antennas is larger than
the total number of receive antennas in the MIMO BC), and qgaraachieve the instantaneous CSIT
performance (optimal sum DoF) with completely outdated TC®rovided that the rate of the multicast
channel to each user is high enough. WHhéns large, the sum DoF gain of the proposed strategy over
simple channel aggregation is proportional to the total lneinof receive antennas. When the capacity of
the multicast channel is small, we develop another jointirapdtrategy which is sum DoF optimal.

The fact that completely stale CSIT can be useful in achgewilgher DoF over the(-user MISO BC



was first revealed by the pioneering work of [2]. This work wld the surprising result that completely
outdated CSIT achieves a sum DoF performance that surptmses-CSIT performance. Wit -users,
their scheme is composed &f phases where in thiéth phase the transmitter sends so-calledrder

symbols intended for a group d&f users, fork = 1,2,---, K. Our strategy for the regime where the
capacity of the multicast channel is small builds on a simdaa. The MIMO BC transmitter transmits
k-order symbols in phasg for £k = 1,2,--- ,L, whereL, 1 < L < K, is determined by the available

multicasting capacity. The transmission of higher ordenisgls is then delegated to the multicast channel.
However, this strategy turns out to be suboptimal in themegwhere the multicasting capacity is large.
The two-phase overload-multicast strategy that we profarsthnis case and show to be optimal is strictly
different and surprisingly simple. It is composed of onlyotwhases, overload and multicast, with the
amount of overloading determined by the number of userstadumber of transmit and receive antennas.

Following [2], the impact of delayed or completely outdat@8IT on the achievable DoF in wireless
networks has been studied extensively in the literature [4-[15] and also the references therein). In
all of these works, the performance witlslayed CSIT turns out to be inferior to the instantaneous CSIT
performance with the exception ofi [8]. This work shows theliagled (buthot completely outdated) CSIT,
with delay less than %—H fraction of the channel coherence time, achieves the sameDnF as with
instantaneous CSIT in the MISO BC setting withh transmit antennas ant’ + 1 users. To the best of
our knowledge, whenever there is a DoF performance gap bettiee cases with instantaneous CSIT and
no CSIT, the performance witbompletely outdated CSIT is always inferior to the instantaneous CSIT
performance in all of the previous settings considered @nlitierature (including that of [8]). We believe
our work demonstrates the first setting wheoenpletely outdated CSIT feedback achieves the same sum
DoF as with instantaneous CSIT.

Our work also reveals the value of joint encoding over hgfen@ous parallel channels. While parallel
channels have been studied extensively in the literaiug-]23], they usually refer to the realizations
of the same physical channel over different time/frequesioys. The parallel channels that emerge in
heterogeneous networks which we consider here significdifter from these earlier models in that the
two parallel channels are completely different from eadiepin nature. While it is known that parallel
Gaussian broadcast channels are separable both with §1n)d18] and multiple antennas [20], i.e. the
capacity is achieved by using a separate optimized codeafch ef the channels and then summing up
the resultant per-channel capacity, our result revealstteterogeneous parallel broadcast channels are
not always separable (even in the DoF sense).

The remainder of this work is organized as follows. Sedilekcribes the system model for theuser
MIMO BC with a multicast channel. Sectignllll introduces dwo-phase overload-multicast strategy via
an illustrative example. The main results of this work arevfted in Sectio V. The achievability and
converse proof details for the two-user MIMO BC with a mwdstchannel are described in Secfidn V and
Section V] respectively. For th& -user case, we illustrate our schemes via two examples itic8&<II
while the general scheme and the converse proof are givereimpgpendices.

Throughout this papere)’” denotes the transpose operatiow,| denotes either the magnitude of a
scalar or the cardinality of a sei(e) comes from the standard Landau notation, whéfe) = o(g(z))
implies lim,_,~, f(z)/g(x) = 0. H(x) denotes the entropy of a random variablewhile 4(z) denotes
the differential entropy ofc. Logarithms are of base.

[I. SYSTEM MODEL

We focus on akK-user BC in which the transmitter is connected to the recsitterough two parallel
channels, as shown in Fig. 2. The first channel Is a M x N MIMO BC with M (M > KN) transmit
antennas at the transmitter, and withreceive antennas at each of theusers. The signal vector received
over this channel by théth user at time is given by

yk[t] :Hk[t]m[t]+zk[t]v k=12 K, (l)
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Fig. 2. K-user MIMO BC with a limited-rate multicast channel.
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Fig. 3. Delayed CSIT and block channel model for the MISO BC.

where H . [t] denotes theV x M channel matrix for usek at timet, z,[t] denotes the AWGN noise vector
with distributionCN (0, I), andx[t] denotes the transmitted signal vector at titreubject to an average
power constrain’, where P takes the role of the signal-to-noise ratio (SNR). We assarheck fading
model where the channel coefficients remain constant dwicgherence block df,. channel uses and
change independently from one block to the next. The charwedficients in each block are independent
and identically distributed (i.i.d.) complex Gaussiandam variables with distributio \/(0,1). We
assume that the channel coefficients in each block are knowhet transmitter only afte7,. channel
uses withy € [0,1]. In other words, during the first7. channel uses, the transmitter only knows the
channel coefficients corresponding to the past blocks butth coefficients of the current block. In
the remaining(1 — )7, channel uses, the coefficients of the current block are knperfectly to the
transmitter (see Fid.]3). We call the CSIT delay fraction hereafter. Note that= 1 corresponds to
completely outdated CSIT, i.e., the transmitter knows thantel realizations only after the latter have
changed to a new independent value. Throughout this work sganmae that all the receivers know all
the channel realizations perfectly and instantaneoushaddition to the connection through the MIMO
BC, we assume that the transmitter and the receivers arecalsoected through a parallel noiseless
multicast channel with limited-capacity,, bits per channel use, over which the transmitter can multica
information to all users.

In this work, we focus on the high SNR regime and the degredésetflom performance of the system.

For a given limited rate?,,, of the multicast channel, and for an achievable rate t(lﬁhe Ry, -+, RK|Rm),
where Ry, is the rate for usek, the corresponding DoF tuplel;, ds, - - -, dk) is given by
. Ry,
dk_};grolo@7 k_17277K (2)

The corresponding DoF regioR is then the set of all achievable DoF tuples, ds, - - - ,dk), and the
sum DoF is

dsum = Sup{dl +dy+ - +dg: (dl,dg, S ,dK) € D} 3)

For notational convenience, we assume

and, with a slight abuse of terminology, refer dg as the DoF of the multicast channd}, measures
the multicast channel capacity ing P units and allows us to relate the multicast channel capacithe
capacity of the MIMO BC in the high SNR limit. Note that with @gtees of freedom approach we are
taking P and therefore the capacity of the MIMO BC to infinity, and #fere we are interested in scaling
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Fig. 4. lllustration of the two phases for the proposed sa&héwith M =2, N =1, K =2,dn=2, v=1,T. = 1).
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Fig. 5. lllustration of the two phases for the proposed sa&héwith M/ =2 N =1, K =2, dw=2, 7y=1,T. = 1).

the capacity of the multicast channel in a comparable wayhéncase where the multicast channel is a
wireless channel (such as in Hig. 1-(bj), corresponds to the DoF of this channel in the classical seihse
(2). Although we focus on the setting withnaiseless multicast channel with limited-rat&,, = dn, log P,

our results also apply to the setting with an AWGN multicasarmel withd,,, DoF.

For the simplest case withV = 1, the first channel becomes Ig-user MISO BC, and in terms of
the notation we will usey,[t], hi[t] € CM*! and z;[t] to denote the received signal, channel vector, and
AWGN noise, respectively, for usérat timet. From [1), for this special case the channel model is given
by:

yklt] = hpltlelt] + z[t], k=1,2,--- K. 4)

I1l. EXAMPLE OF TWO-PHASE OVERLOAD-MULTICAST SCHEME

The design of our scheme depends on the specific parametirs gétting, as this dictates the optimal
use of each one of the parallel channels for purposes suchamsmtit overloading, side information
multicasting, spatial zero forcing, and single user trassmn; details of these transmission techniques
in our setting will be described below and in Sectioh V. Tastrate the main idea behind the proposed
scheme, we start with an example and consider a two-uset(2) MISO BC with M = 2, N =1,
~ =1 and a multicast channel witR,,, = 2log P. That is, only completely outdated CSI is available at
the transmitter. For the sake of simplicity, we et= 1, although the result holds for any value ‘Bf.

The scheme operates in packets2adymbols per user. Packétis communicated over channel use
of the MISO BC (phase 1) and over channel usel of the multicast channel (phase 2), as illustrated in
Fig.[3. At the end of these two phases, each receiver caneed@s\2 symbols which yields the optimal
4 sum DoF for the system. Next, we describe the transmissighase 1 and phase 2 for a given packet.

1) Phase 1 - transmit overload the MISO BC: As shown in Fig[¥4, during phase 1, the transmitter
sends four symbols,, as, b1, by, in one vector in the form (ignoring the time index for sinutly):

o CL1—|—b1
= {a2+b2} ’ (5)



where symbolsi, a; are intended for user 1, symbadis b, are intended for user 2 and the power of
each symbol isP/4. Then, the received signals at user 1 and user 2 take the form

a b a b
y1=h] [aj +hi {bj +2,  ya=h} laj +h} {bj +2.

Note that the total rate of the four symbaigerloaded as in [5) surpasses the MISO BC capacity if each
symbol carries one DoF. One can see that, if user 1 is ableato lie two variables; £ h] [b1 bg}T
and s, = hJ [al CL2:|T, then user 1 can remove the interferengefrom y;, and can use, as another
observation for decoding; and a,. Similarly, user 2 can decodg and b, with the knowledge ofs,,
s9, andys. Therefore, in Phase 2, the transmitter will send the infdram abouts; and s, to both users
using the multicast channel.

2) Phase 2 - multicast side information over the parallel multicast channel: Phase 2 starts after the
past CSI abouh, and h, is fed back to the transmitter (see Fig. 5). The transmittet ifegenerates s;
and s, based on the past CSlI, and thguantizes them intos; ands, by using Rn/2 bits for each. Then
the transmitter simply sends the totA}, bits of the quantized values, s, to both users through the
parallel multicast channel in one channel use (since thdicast channel has capacify,, bits/channel
use). After learnings,, 5o, user 1 and user 2 form theirx 2 MIMO observations of the form

y1—§1 _ h-{ aq +Zl+§1 y2—§2 _ h; bl ZQ+§2
§2 h; (45} —§2 ’ 51 h-{ b2 —51 ’

— N — — N

power P power PO power P power P°

respectively, wheré, £ s, — 5, and s, = s, — 5, are the quantization errors. Since the powesofnd
so IS roughly P, it can be easily shown that the variance of the quantizagioor is rougthP2‘% =
2le P~ _ 1 je., at the noise level. Therefore, with the help of theesidformation provided from the
multicast channel, each user can recove? isgmbols from the equivaletx 2 MIMO channel, achieving
a sum DoF of4 as shown in Figll4. A simple cut-set argument reveals that évi@stantaneous perfect
CSIT were available at the MISO BC transmitter, the perfaragacould not scale better tharog P
whenP — oo. This example shows that completely outdated CSIT can bead gs instantaneous CSIT,
in the sum DoF sense.

IV. MAIN RESULTS

We now return to the general system model of Sedfibn Il andegmiethe main results of this work.
Specifically, we first state our result for the two-user MIM@ Bvith a multicast channel. Then, we state
our results for thei-user case.

A. Two-user case

The main result for the two-user MIMO BC with a multicast chahis summarized in the following
theorem.

Theorem 1. For the two-user 2 x M x N (M > 2N) MIMO BC with a limited-rate multicast channel,
given the limited rate Ry, = dmlog P and CST delay fraction v, the optimal DoF region is given by

dy <dm+ N, (6)
dy < dm+ N, (7)
dy + dy < dm + 2N, (8)
2d; 4+ dy < 2(dm+ N) + N(1 — ), (9)

2dy + dy < 2(dm+ N) + N(1— 7). (10)
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Fig. 6. Optimal DoF region of the two-user MIMO BC with a paehlmulticast channel for the cases with, < 2N~ anddmn > 2N~.
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Fig. 7. Sum DoFRdsym Vs dm for optimal DoF with full CSIT, optimal DoF with delayed CSl@nd DoF achieved with channel aggregation
under delayed CSIT: The two user MIMO BC case.

Proof: See Sectiof V and SectionlVI for the achievability and outamurial proofs, respectively.m

Fig. 8 depicts the optimal DoF region. Each corner point ia BoF region is achieved by carefully
combining the overload-multicast strategy proposed inptevious section with zero-forcing and single
user transmission. The following corollary focuses on the ©oF performance, which follows directly
from TheoreniIL.

Corollary la. For the two-user 2 x M x N (M > 2N) MIMO BC with a limited-rate multicast channel,
the optimal sum DoF is

(11)

{QN +dpy it dm> 2N,
dsum =

dm - 1

For a given CSIT delay fraction, the above result reveals that we need = 2N~ log P multicast
channel capacity to achieve the instantaneous CSIT peafuce) in terms of sum DoF. As shown in Hig. 7,
with independent transmissions over the MIMO BC and pdratlglticast channel (channel aggregation)
we can only achieve a sum DoF &Nv/3 + 2N(1 — v) + dm, Which is strictly suboptimal.

The above result also characterizes the maximum CSIT dedagidn,v* = arg max., {dsym(y) = 2N +
dm}, for achieving the maximum sum DoF.

Corollary 1b. For the two-user 2 x M x N (M > 2N) MIMO BC with a limited-rate multicast channel,



the maximum CST delay fraction that achieves the maximum sum DoF is
dm
*=min{——, 1¢}.
y mln{ N’ }

For a given multicast channel capacity, Corollary 1b gives maximum delay we can tolerate in
feeding back the CSIT without sacrificing perfect CSIT perfance, in the sum DoF sense. For example,
with d, = 2N, ~* = 1, i.e., completely outdated CSIT is as good as instantan€&I$. On the other
hand, withd,, = N, we havey* = 1/2, i.e., we can tolerate a delay of a half coherence period #ld s
achieve the instantaneous CSIT performance.

B. K-user case

In Sectiorn IV-A we have provided the optimal DoF region foe tiwo-user MIMO BC with a multicast
channel. Now we move on to the extension to the genB&raiser case X > 2), for which we present
sum DoF bounds. For notational convenience, we first define

» K2dpn+ K*NL+ KNL(K — L)(1 — )

f(L,d ) KL+ L(K - L) ’ (12)

O a3
s K(K—=L42)(K—L+1)dn+ KNy(K+1)(K—L+1) B

JalLy dm) = (K—L+2)L+ (K+1)(K—L+1) Y e bt THENI=), (14)

e — k-1 (15)

KLl
(K—L+2)Y, L

Proposition 1 (Upper bound) For the K-user K x M x N MIMO BC with a limited-rate multicast
channel as described in Section [, the sum DoF is upper bounded as

min{ f,(K, dw), fo(1L,dm)} if fo(K) < dn,

dSJmS
min{ f,(L, dy), fa(l,dm)} it f,(L) <dn<f,(L+1), for L=1,2-- K1

(16)
Note that min{fp(K dw), fa(1,d )} = f(K.dw) = KN + dm and min{fp(l,dm), fa(l,dm)} —

fa(l,dm) = ijKN(l — ), and f,(K) = K(K — 1)N~.

Proof: See AppendiXB. [

Proposition 2 (Lower bound) For the K-user K x M x N (M > KN) MIMO BC with a limited-rate
multicast channel as described in Section[[I] the following sum DoF performance is achievable:

KN + dm if dp> K(K —1)N~,
dagh = | sieqdm + KN — SEZU0if - fy(K) < dm < K(K — 1)N7, (17)
fa(Lad) if fb(L)Sdefb(L+1) for L:1727"'7K_1-
Note that f,(1) = 0 and f,(2) = KZK T
Proof: See Sectiof V for scheme examples and see Appéndix A for alepeof details. [ |

In the first regime, wher,, > K (K — 1) N~, the lower bound is achieved by an extension of the two-
phase overload-multicast strategy which was introduceseictiori IIl via a simple example. The last line
is achieved by an adaptation of the strategy proposed inof2jhfe K -user MISO BC channel with stale
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CSIT. Here, the transmission is composediophases where where in th¢h phase the transmitter sends
so-calledk-order symbols intended for a group kfusers, fork = 1,2,--- , K. We adopt this strategy
by performing the first. phases over the MIMO BC and delegating tlie+ 1)th phase to the multicast
channel. Herd. is chosen carefully betweenand K depending on the available multicast capacity. The
second line in the proposition is achieved by time sharirtgvben the two strategies corresponding to the
first and the third lines. While the DoF region for the two usase in the previous section was achieved
by using only the two-phase overload-multicast strateggcmlizing the current proposition th = 2,
one can observe that the optimal sum DoF can be also achigvtelsecond strategy adopted from [2]
whend,, is small. However, this strategy fails to achieve the optisutan DoF whend,, is high (first and
second regimes in the proposition) and the two-phase rasttioverload strategy is needed to achieve
optimal performance.

Remaining in the same setting of t#é-user(M > KN) MIMO BC with a multicast channel, from
the above two theorems we directly get the following coridlison the optimality of the sum DoF
performance.

Corollary 1c (Optimality). The sum DoF lower bound in (17) and upper bound in (16) match for the
two-user case. For the case with more than two users (K > 3), the bounds match when dp, < — 52+

KY e+
and dp, > K(K — 1)N~.

Fig.[8 depicts the sum DoF bounds for the three-user case Mith1,~ = 1, which are optimal in the
regimes ofdn, < 2 and ofdn > 6.

Note that even with instantaneous CS{¥ = 0), the sum DoF cannot be larger thdON + dn.
Analogous to the 2-user case, the above result shows theyedeICSIT(y > 0) achieves the same sum
DoF KN + dn, as instantaneous CSIT, provided thigt is larger than the thresholf (K — 1) N~. Let
d: = arg ming, {dsun(dm) = KN + dn}. We have the following corollary.

Corollary 1d (Minimum d,,,). Given the CST delay fraction ~, the minimum value of d,, for achieving
the instantaneous CS T performance (in terms of sum DoF) is

& = K(K — 1)Nn.

m
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For given DoFd,, for the multicast channel, the above result also charaeterihe maximum CSIT
delay fraction,y* £ arg max. {dsum(y) = KN + dm}, for achieving the instantaneous CSIT performance.

Corollary 1e (Maximum ~). For a given d,, the maximum CST delay fraction for achieving the
instantaneous CS T performance (in terms of sum DoF) is

. i
y _mm{—K(K—l)N’ 1}.

For a given multicast channel capacity, Corollary 1e gives delay we can tolerate in feeding back
the CSIT without sacrificing perfect CSIT performance, ie sum DoF sense. For example, with =
K(K—-1)N,~v* =1, i.e., completely outdated CSIT is as good as instantan€&iE. On the other hand,
with dn, = K(K — 1)N/2, v* = 1/2, i.e., we can tolerate a delay of a half coherence period &td s
achieve the instantaneous CSIT performance.

Finally, note that with channel aggregation we can only eshia sum DoF given by

a = ZX0 L KNG = 9) + dn (18)
Zk:l k
(cf. [2], [9]). Therefore, wheni,, > K(K — 1)N~, the sum DoF gain of joint coding (cflL_(1L7)) over
channel aggregation (cf._(IL8)) is given by

KN 1
(KN+dm)—<K—71+KN(1—7)+dm>:KN7(1— - 1),
joint coding k=1k P k=1%

channel aggregation

which is approximatelyX Ny when K is large.

V. ACHIEVABILITY FOR THE TWO-USERMIMO BC WITH A MULTICAST CHANNEL

In the illustrative example of Sectidnllll, the MISO BC wasedsexclusively for transmit overloading
and the parallel multicast channel was used for multicgssinle information in order to resolve the
resultant interference and provide extra observationglémoding. This was due to the particular choice
of v,dm, M, N and the target DoF point. In this section, we describe theengeneral scheme for the
two-userdM x N (M > 2N) MIMO BC with a multicast channel for arbitrary values pfandd,,. Before
going into the details, we summarize the following basiatsigies and principles for our scheme.

a) Whenever instantaneous CSIT is available over the MIMQ BE fresh symbols are sent with
spatial zero-forcing (ZF) precoding, allowing each usedézode its correspondiny symbols in one
channel use.

b) When instantaneous CSIT is not available for the MIMO B transmitter can do three different
things each for a certain fraction of the coherence blogkt ¢an overload the MIMO BC with independent
symbols (over & fraction of the block), (ii) it can multicast side informati to enable decoding of
symbols overloaded in a previous coherence block (ovérfraction of the block), or (iii) it can send
fresh information to only one of the users (ovefya § — 6 fraction of the block since the total fraction
for the three possible operations+s

When the transmitter overloads symbols, it transmits fresh symbols in one channel use by using
the signaling technique in(5) (also see Hig. 9 for an exampldhe MIMO case). In order to decode
these4 N symbols, we need extra side information 2¥ log P bits which should be multicast to both
users, as in the illustrative example.

c) The side information generated after the transmit oaelileg phase is multicast though the multicast
channel first and then, if needed, through the MIMO BC. Speadlfj, the side information is multicast
through the MIMO BC as in (b-ii) above only if the multicastazinel capacity is insufficient, otherwise
it is multicast only through the multicast channel.
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phase 1 (MIMO BC) phase 2 (multicast channel)

Fig. 9. lllustration of the two phases for the proposed s&efmra MIMO example (withK =2, N =2, M =4,dn =4, v =1,T. = 1).
For this example, the optimal sum D@ + d, is achievable with completely outdated CSIT. In the fig@sedenotes the quantized version
of s; with 2N log P quantization bits, for = 1, 2.

e J e ﬂ/—(;»¢1—fy+¢ ) »¢f}/—§ *¢1—"y»

MIMO BC: ; ; ; ; ; ;

@=0) OLJ[i] SU[] | ZF[i] |OL[i+1] |SU[i+1] |ZF[i+1]|- - -
multicast | gfiq] SUli] S SU[i+1]
channel

(n<1) N e L n L—n —

y—0—0 y—0-0

MIMO BC: e 0w § S i qele 0§ NI -]

@>0 - SIfi-1] | OL[i] | SU[] | ZF[i] | SI[i] |OLfi+1] |SU[i+1]|ZF[i+1] |- -+
multicast SIfi-1] SI[i]

channel

(n=1) — n=1 —t— n=1

Fig. 10. Possible operations over the MIMO BC and the mudtiehannel. The first figure corresponds to the dase 0 andn < 1
and the second figure correspondsfte- 0 andn = 1. OL, SU, SI, ZF stand for overloading, single user transioissside information
transmission and zero forcing respectively.

d) When the multicast channel capacity is very large, usingnly a fractionn of the time may be
sufficient to fully multicast all the generated side infotioa. During the remaining1 — ») fraction of
time, the multicast channel can be used for sending freshrnrdtion to one of the users. Note that the
multicasting rate and the single user transmission rate thee multicast channel are botky, bits per
channel use. The targeted user depends on the rate pair we likauto achieve.

Thus,d,n, 0 are chosen such that

2N = NO+ndy for0<0,6 < (0+0)<~y <1, 0<n<l1, (29)

so that the amount of side information generated for onekilbElS of (19)) matches the amount of side
information multicast in the next block (RHS df {19)). Noteat ¢ is set to be zero when < 1, since
the multicast channel is first used for multicasting sid@iinfation as stated in c) above (see FEig. 10).

In both examples withV = 1, M = 2,dy, = 2,7 = 1 in Sectionll and withN = 2, M = 4,d, =
4,7 =1 in Fig.[9, we chos& = v,n = 1,6 = 0 for achieving the optimal sum DoF. In the following,
we provide the explicit values db, n, 8) for achieving each corner point of the DoF region in Fig. 6 of
the general setting. Note that time sharing between theseicpoints gives the full DoF region.

A. Corner points A and B

The corner pointsi = (N(1—~), N +dm) and B = (N +dm, N(1—~)) are achievable for any values
of dm and~ by a simple channel aggregation strategy, which is equivatethe general scheme by fixing
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0 =6 =mn=0.Point A is achieved when only uséris chosen for single user transmission over both
the BC and the multicast channel, i.e.,

dy = N(1—7), dy= dmn + N7y +N(1—7).
N , ~— ~— —
ZE single usersingle user ZF

Note that single user transmission over the multicast oblaprovidesd,, DoF, single user transmission
over the MIMO BC providesV DoF, and zero forcing provide¥ DoF per user. The last two operations
are performed iny and1 — v fractions of the time respectively. Similarly, poiBtis achieved when only
userl is chosen for single user transmission.

B. Corner point C when dp, < 2N~
(2wt NIEN() | 2dmt N ENO=)),

To achieve pointC' = we use the general scheme by setting

NMytdn g = 2M—dm ) — 1 (cf, (IE)) Note that sincd + 6 = v andn = 1, there is no single user

transmission |n thls case. Since the multicast channeloiigpa insufficient ¢, < 2N+), in addition to

the multicast channel, the MIMO BC is used in some fractiotim& for multicasting the side information,
which allows us to achieve:

di=dy= 2N§ +N(1—~) = 2dm + N) +N(1—7)

<~ , 3
overloading ZF

Note that during overloading we transr2itv.symbols per user, hence achies DoF per user once the
interference is resolved and the extra observation is étaiSince side information multicasting does
not provide any fresh information it does not contributelie DoF computation given above.

C. Corner points £ and F' when dy, > 2N~y

In this case, we use the general scheme by settirgy, 7 = 2N~ /dmy, 6 = 0. With dy > 2N, now
the multicast channel is used partially for multicasting thde information and partially for single user
transmission, which yields the following sum DoF

di+dy= 4N§ + (1 —n)dm+2N(1—7) =2N + dm.

overloading

. Vv Vv
single user ZF

As a result, pointE = (N(1 +7), dm+ N(1 —v)) is achieved when only useris chosen for single
user transmission, while poidt = (dm + N(1 — ), N(1+)) is achieved when only uséris chosen
for single user transmission.

VI. CONVERSE FOR THE TWOUSER MIMO BC WITH A MULTICAST CHANNEL

In this section we provide the converse proof for the twor0EBVO BC with a multicast channel (cf.
Theoren11). Essentially, the proof is based on Fano’s ifdégubasic entropy inequalities, genie-aided
techniques, as well as the symmetric entropy technique.éVg;l denote the signals received from the
MIMO BC over n consecutive channel uses by receikern denote the multicast channel outpuig,
denote the message intended for recelveand ()" denote the set of all channel states.

At first we provide the following lemma to be used. The prooftlis lemma uses the symmetric
entropy technique.

Lemma 1 (Symmetric entropy)h(yy, y7|Wi, Q") — 2h(y}| W1, Q") < nN(1 —~)log P+ n - o(log P).
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Proof: Let 7y = {t € [1,n] : the current channel state is not known at titkeNote that|7y| = n,
i.e., the total time of communication without current CS§Inly. Then, we have

h(ys, Y1 IWh, Q) — 2h(y7 Wi, Q)

= " (h(wolt] wn [E]lyh "yt W, Q) =2 (y, [yt W, QM)
t=1

< Z(h(y2[t]> Yo [ty W, Q) — 2y, [ty W, Qn)) (20)
t=1

< (Ays[tllyi™ W, Q) = h(y, [ty WA, Q7)) (21)

= (h(yo )y Wi, Q") = h(y, [ty W, Q) (22)
LN

< (n— |T|)(Nlog P + o(log P)), (23)

where [20) uses the fact that conditioning reduces difteaknentropies; [(211) follows from
h(y,[t], yo [ty Wi, Q) < by, [yt W, Q7)) + by, [ty Wi, Q7); (22) is due to the sym-
metry of the output whenever the channel input is indepenaénthe current channel state, i.e.,
h(y [ty Wi, Q%) = h(y,[t]ly ™, Wi, Q") whenevert € 7y; and the last inequality holds since
h(ys[t]lyT™!, W1, ") < Nlog P + o(log P) and h(yy[t]|yi™", W1, Q") > h(y[tl|lyy ", Wi, W, Q") =
h(z1[t]) = o(log P). Finally, by subsisting7y| with nv, we complete the proof. u
Now we first prove the outer bound corresponding[io (6). Bifrom Fano’s inequality, we have

nRy < I(Wiyl, y|Q") + ne,

= I(Wy; 97 |0") + I(Wis yglyt, 2°) + ney, (24)
= h(yr[Q") = h(y? Wi, Q) + H(yglyT, Q") — H(yg|Wh, y7, Q) + ne, (25)
< nNlog P+ nRm — h(y7|W1,Q") — H(ys W1, y7, Q") +n - o(log P) (26)
< nNlog P+ nRyn+n - o(log P), (27)

where [26) follows fromh(y}|2") < nNlog P + n - o(log P) and the rate constraint of the multicast

channelH (y§|yt, ") < H(yg) < nRm; the last inequality follows from the non-negativity of thatropy

H(yy|Wh,yt, Q") and the fact thab(y}|W:, Q") > h(y} Wi, 2™, Q") = h(z}) = n - o(log P). Hence,

dividing (27) bynlog P and letP — oo, (6) follows immediately and so do€s (7) due to the symmetry.
Following similar steps as abové] (8) can also be derived as:

nRy + nky
< I(Wh, Was 4t y3, yg 1927) + ney,
= I(Wy, Wos yi, y5 Q") + LWy, Was yg Yy, ys, Q) + ne,
= h(y?,y5|Q") — h(y?, ys Wi, Wa, Q)
+ H(yo 1YY, y3, Q") — H(yg Wi, Wa, 47, ¥, Q) + ne,,
< 2Nnlog P + nlim — h(yT, y5|Wi, Wa, Q") — H (yg|W1, Wa, y7, y5, Q") +n - o(log P) (28)
< 2Nnlog P + nRm + n - o(log P), (29)

where [28) follows fromh(y’, y5|2") < 2NnlogP + n - o(log P) and the rate constraint of the
multicast channeld (y;|y7, y5, Q") < nRny; the last inequality follows from the non-negativity of the
entropy H (yg |W1, Wa, y1, y3, Q") and the fact thab(y7, y3|W1, Wa, Q") = h(y7, y3 |Wh, Wa, ", Q") =
h(z},z5) = n - o(log P). At this point, [8) follows easily.
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We proceed to prove the outer bound (9). Giving the side mé&tion {y, W} to user 2, we obtain

nRs

< I(Wo; Wi, y3, Y1, yg 12") + ney

= I(Way; WA Q") + T(Was ys, YT, yo |Wa, Q) + ney

= I(Wa;yy, YT W1, Q") + T(Was yglyy, YT, Wi, Q%) + ne, (30)
=h(y5, Y7 [Wi, Q") —h(ys, yi [Wi, Wa, Q")+ H (y5 Y3, yi', Wi, Q") — H (yg lys, YT, Wi, Wa, Q) +ne,
< h(ys, y7 Wi, Q") + H(yglys, y1, Wi, Q") + n - o(log P), (31)

where [30) uses the independence betweéh and WW,, the last inequality follows from
h(y?, y5|Wi, Wy, Q™) > n - o(log P) and the non-negativity property of the entropy. Finallygndmning
(26) and [(31L), we get

n(2R1 + Ry)
< 2nNlog P + 2nRm + H(yy|ys, y7, Wi, Q") — 2H (y§|Wh, yt, Q")
+ h(y3, yi[Wh, Q") — 2h(yY|W1, Q") + n - o(log P)
< 2nNlog P + 2nRm — H(yy|W1,y7, Q")
+ h(ys, y1|Wh, Q") — 2h(y? W1, Q") 4+ n - o(log P) (32)
< 2nNlog P + 2nRm + nN(1 — ) log P 4+ n - o(log P), (33)

where [(32) follows from the fact that removing conditionsrigases entropy; the last inequality follows
from the non-negativity of entrop¥s (y;|W1, yt, ") and Lemméll. DividingL(33) by:log P and let
P — oo, we can obtain[(9), and theh_(10) by the symmetry of the gpttin

VIl. SCHEME EXAMPLES FOR THEK -USER CASE

In this section we illustrate our schemes for theuser K x M x N (M > KN) MIMO BC with a
multicast channel via two examples. Our first scheme foritheser case is an extension of the two-phase
overload-multicast strategy we have illustrated for thesgf case in Sectidn]V. The main idea is again
to transmit overload the MIMO BC, i.e, transmit symbols at a rate larger than thdtiplexing gain
supported by the MIMO BC, and then use the multicast charmetulticast additional information to
enable reliable decoding. The number of symbols transnetloaded over the MIMO BC is given by
K?N. This strategy turns out to be optimal in the regime whége> K (K — 1)N~). For the case when
dm is smaller than this threshold, we present another strandggh has a similar two-phase flavor but
builds on the scheme proposed in [2].

To illustrate the proposed schemes, we here provide two pbesmmone for the case with large and
the other with smalld,, respectively. The general scheme and the outer bound preofigen in the
appendices.

A. lllugtrative example (K =3, N =2, M =6,dyn =12, 7 =1)

We first consider the example with = 3, N =2, M = 6, Ry = 12log P, v = 1 (completely outdated
CSI). Again we letT,. = 1 for the sake of simplicity.

Our scheme operates in packetstafymbols per user. Similarly to the previous case (cf. Sedii,
packett is communicated over channel usef the MIMO BC (phase 1) and channel use- 1 of the
multicast channel (phase 2), as shown in Elg. 5. At the entlexfe two phases, each receiver can recover
its 6 symbols which yields the optimalR sum DoF for the system. Next, we describe the transmission
in phase 1 and phase 2 for a given packet.
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i
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phase 1 (MIMO BC) phase 2 (multicast channel)

Fig. 11. [lllustration of the two phases for the proposed sehéwith K =3, N =2, M = 6,dm = 12, v = 1,T. = 1). For this example,
the optimal sum DoKX N + dn, is achievable with completely outdated CSIT.

1) Phase 1 - transmit overload the MIMO BC: As shown in Fig[ 11, during phase 1, the transmitter
sends 18 symboléa;, b;, ¢;}%_,, in one vector of the form (ignoring the time index for sinuty):

a + b1 +
as + by + ¢
r— 2 .2 2 7 (34)
ag + bﬁ + ¢cg
where symbolsy;, b;, ¢; are intended for user 1, 2 and 3, respectively,ifer 1,2, --- , 6, and the power
of each symbol isP?/18. Then, the received signals at user 1, user 2, and use 3 taKerth
[ay b1 [c1]
yy=H, || +H || +H|:|+z
| A6 be L C6
e R e
S11 S12
(b1 [a1] [c1]
Yyo=Hy || +Hy |} | +Hy || +29,
[ be | Q6 | L C6
—_— Y
S21 822
[c1] [a1] (017
y;=Hsz || +Hz | |+H3|:!|+zs
| Ce| | G6 _bﬁ_
—_——
831 832
Note that the total rate of the 18 symbaolgerloaded as in [34) surpasses the MIMO BC capacity if each
symbol carries one DoF. One can see that, if user 1 is ableata the variables; = H; [b; --- de,
sw2H|eo -+ c], sm2Hylar -+ as)’ and s3 2 Hy[a; -+ ag]’, then user 1 can remove
the interferences,;; and s;» from y,, and can uses;,; and s;; as extra observations for decoding
a1, -, ag. Similarly, user 2 can decodg, - - - , bs with the knowledge 0811, 21, 822 = H [¢1 - - cﬁ]T,
S = Hjy by --- b6]T. User 3 can decod@, - - - , cg with the knowledge 0615, S22, 831, S30. Therefore,

in Phase 2, the transmitter will multicast; , s12, S21, S22, 831, S32 t0 all users using the multicast channel.
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2) Phase 2 - multicast side information over the parallel multicast channel: Phase 2 starts after the
past CSl aboul ;, H,, H; is fed back to the transmitter. The transmitter firgjenerates s, - - , S3o
based on the past CSI, and thguantizes them intos;y, - - - , 832 by using R,,/6 bits for each. Then, the
transmitter simply sends the tot&l, bits of the quantized values,, - - - , s3; to all users through the
multicast channel in one channel use. After learn$ng - - - , 835, user 1, 2, 3 form thei6 x 6 MIMO

observations of the form

Y — S11— S12 H,| & Z1+ 811+ 812
821 = |H, : —8o1
831 H, ag | L — 3831
ﬁ/_/ "~
power P power PO
Yy — S91 — S22 H, by Z9 + 891 + S2o
S11 = |H, : —S11
832 _H 3] |Lbg] L —832 ]
N o/
H_/ ~
power P power PO
Y3 — S31 — S32 H;| |¢ Z3 + 831 + S32
S12 = |H, : —S812
S99 _H2_ | 6. i —899
ﬁ,—/ "~
power P power PO

respectively wheres; £s, — 5; are the quantization errors. Since the powerspfis roughly P and

s; € C**!, then R, /6 = 2log P bits of quantization allow for bounded power of the quartitra error

3;. Therefore, with the help of the side information providedni the multicast channel, each user can
recover its6 symbols from the equivalerit x 6 MIMO channel, achieving a sum DoF a8 as shown

in Fig.[11. A simple cut-set argument reveals that even ifamsneous perfect CSIT were available at
the MIMO BC transmitter, the sum DoF performance could nalesbetter thari8. This example shows
that completely outdated CSIT can be as good as instantar@8LT, in a sum DoF sense.

B. Illlustrative example (K =3, N =1,M =3,dn=2/9, v =1)

We now consider another example with = 3, N = 1,M = 3, Ry = %log P, v =1 (completely
outdated CSI). Again we léf,. = 1 for the sake of simplicity. Different from the previous exalewhere
R is high enough, this example has a relatively snigjl

The scheme we propose for this case operates in packdts ®fmbols in total, and each packet is
transmitted over two phases, each of duraficthannel uses. Specifically packes communicated over
channel use$i+1,9i+2,---,9(i+1) of the MIMO BC (phase 1) and channel u$és+1)+1,--- ,9(i+2)
of the multicast channel (phase 2), foe= 1,2,---. At the end of these two phases, each receiver can
recover its6 symbols which yields the optim& sum DoF for the system. More precisely, in phase 1,
18 so-called order-1 symbols (each desired by only one aserpverloaded over the MIMO BC and 2
order-3 symbols (each of those symbols is desired by all sees) are generated, i.e., 2 order-3 symbols
need to be transmitted to the users in order to decode thosed&81 symbols. Then in phase 2 followed,
the 2 order-3 symbols are multicast over the multicast celanvhich can be done in 9 channel uses since
the multicast channel DoF |§ Next, we describe the transmission in phase 1 and phased2yidmout
loss of generality we focus on the first packet.

1) Phase 1 - transmit overload the MIMO BC: The transmission in this phase is divided into two
sub-phases, with durations 6 channel uses and 3 channelasgestively. In this specific instance, the
operation in phase 1 builds on the scheme_ of [2] which is desdrbelow.

In sub-phase 1, the transmitter sends 18 symbelsh;, ¢;}5_, over 6 channel uses, where symba)s
b;, ¢; are desired by user 1, user 2 and user 3 respectively (thosgmi@ols are called order-1 symbols).
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So(ay, az,az)  Sa(by,ba,bs)  Sa(cr,ca,cs)

v

Sy(ay,as,az)  Ss(by,ba,bs) Ss(cq, ca,c3)
Sub-phase 1 (MISO BC)

Fig. 12. lllustration of sub-phase 1 (of phase 1) for the pegul scheme (with = 3, N = 1,M = 3,dm = 2/9, v = 1,T. = 1), for
t = 1,2,3 only. The transmission for = 4, 5, 6 is similar.

Specifically, in the first 3 channel uses the transmitter séhdymbols in the form (see Fig.112)

ay bl C1
z[l] = |az|, z[2]= |b2|, x[3]=|c2]. (35)
as bg C3

Then, the received signals take the form
nlt] = hi[l] [a1 az as]" +2[1],  wu[2] = RI2] [0y bz bs] +21[2), 4a[3] = RI[3] [e1 2 5] +2[3],

Sl(alj;mas) Sl(bl‘;z,bs) 51(01‘,,02703)

yal1] = ha[1] [ar ay a3]1+z2[1], y2[2] = hy[2] [b1 by bg}}zZ[z], ya[3] = h3[3] [c1 3 03}1+22[3],
52(G1T;2703) 32(b1‘7227b3) 52(01‘;2703)

ys[1] = h}[1] [a1 a ag]}zgm, y3[2] = hi[2] [b1 by bg}}zg[g], ys[3] = hs[3] [er e 03}},23[3],
‘93(0’1‘7;270’3) 33(171\7?727173) 53(01\,’02703)

where S;(e) denotes the linear function of the arguments at us&ee Fig[_IR2 which illustrates the first
3 channel uses. In the next 3 channel uses, the transmittds smother 9 symbol&u;, b;, ¢;}S_, in the
same way as ir_(35). One can see that if user 1 is able to learmiwve observationSs(ay, as, az) and
Ss(aq, as, as3), then user 1 has three observations (iyg}l], S2(ai, as, as) and Ss(ay, as, a3)) to decode
its three desired symbols,, as, as. Similarly user 2 can decod®, b, b3 by learning.S; (b1, b2, b3) and
Ss(by, be, b3), While user 3 can decods, c,, c3 by learningsS; (ci, ¢z, c3) and Sy(c1, co, ¢3). Therefore, in
the next sub-phase the transmitter constructs these lowabinations by using its delayed CSIT and
then use them to form the following order-2 symbols

SAB éSQ(Ch,CLQ,CLg) + Sl(bbb?u b3) = h;[l] [al asz a’3}T + h-{[Q] [bl b2 b3}T’
Sac £ Ss(ay, az, as) + Si(c1, ca, ¢3) = h3[1] [aq a as]T +hi[3] [e1 c2 C3}T’
SBCéS:g(bl,bg,bg) + 52(01,02,03> = hg[2] [bl b2 b3]T + h;[?)] [Cl €2 cg]T’

where symbolS, 5 is desired by user 1 and user 24¢ is desired by user 1 and user 3, afg¢: is
desired by user 2 and user 3. To summarize in the first sukepbfa®tal duration6 channel uses, we
send9 order-1 symbols in the first channel uses and genera&terder-2 symbols{(Saz, Sac, Spc}) to
be communicated in the next sub-phase, then we send artotitder-1 symbols over the neltchannel
uses and generate anott3eorder-2 symbols{(S’, 5, Sy, Sk }) again to be communicated over the next
sub-phase.

In sub-phase 2, the transmitter sends the 6 order-2 sym{sols, Sac., Ssc, Sup: Sucs Spe} over 3
channel uses in the following way (see Higl 13):

San Sac Spe
z[7) = |Sup|, =[8=|Sac|, =9 = |[Shc]| - (36)
0 0 0



18

S1(Sap,Shp) Si1(Sac, She) S1(Spe. Spe)

02 S2(Sap, Sip) S2(Sac, She) S2(Sses Spe)

Spc| [Sac] [Sas
Sge| |9c| |Sas
0 0 0

Fig. 13. lllustration of sub-phase 2 (of phase 1) for the peapl scheme (witlil =3, N =1, M =3,dn=2/9, v =1,T. = 1).

v

U3 83(San, Shp) Ss(Sacs She) S3(Sses Spe)

Sub-phase 2 (MISO BC)

[ (SR [EK

qQ qQr
SABC7 SABC

phase 2 (multicast channel)

Fig. 14. lllustration of phase 2 for the proposed schemeh(Wit=3, N =1, M = 3,dm =2/9, v =1,T. = 1).

Here user 1 wants symbols s, Sac, S5, She, User 2 wants symbolS,g, Ssc, S5, Sper and user 3
wants symbolsSac, Spe, Sy, Spe- Then, the received signals take the form

w7 =hiM[Sas Sup 0 4207, i[8]=RIIS][Sac Sic 0] +21[8],  1119)=hi[9][Ssc Spe 0] +2[0],

S1(SamsSyp) S1(SacS'yc) $1(SpesShe)
yalT1=h3[7)[Sap Shp 0] +2[7,  wl8]=h3[8][Sac She 0] +2[8],  1[9]=h3[9][Ssc Spe 0] +22[9],

i) SO Samehe)
ys[7)=h3[7][Sap Shp 0] +23[7],  ws[8]=h3[8][Sac Shc 0] +23[8],  ys[9]=h3[9][Spc She 0] +25[9].

S5(Sap,S' ) ] S3(SacsSc) i S5(ScShe) i

Note that if each user has the knowledge of the following twaeo-3 symbols

Sapc = B1.153(Sas, S'hp) + B1.252(Sac, She) + B1.3S1(Spo, Spe),
S po = B21S3(Sap, Shp) + B2.2592(Sac, She) + B3351(Sso, She),

where s, ;, i = 1,2, j = 1,2,3, are constants that we assume have been shared betweea athdbs
ahead of time, then each user can decode its desired orgemraks. Therefore, in this sub-phase 2, we
send6 order-2 symbols and generateorder-3 symbols. As we discuss next, theserder-3 symbols are
sent through the multicast channel in the following phase.

2) Phase 2 - multicast side information over the parallel multicast channel: Phase 2 operates in 9
channel uses over the multicast channel. The transmitstméyenerates Sapc, S’ 5 based on the past
CSl, and therguantizes them intoS4pc, S’ g by using2log P bits in total, such that the quantization
error is under the noise level. Then, the transmitter singeliyds the tota log P bits of the quantized
valuesSapc, Sy po to all users through the multicast channebichannel uses, since the capacity of the
multicast channel is?, = 2/91og P bits/channel use. See Fig.114. After learnifigsc, Sy 5o, User 1,

2, 3 can decode their own order-2 symbols and then decodead¥ei order-1 symbols as mentioned in
phase 1.

Therefore, with the help of the side information provideceiothe multicast channel, each user can
receive6 symbols in every 9 channel uses, achieving a sum Do%%f: 2. It turns out that this is the
optimal sum DoF that we can get in this case (cf. Proposiflon 1
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Note that the two presented examples are based on a two-phedead-multicast strategy. However,
for the previous example with large enoudh (dn > K(K — 1)N~), the rate of the overall symbols
transmit overloaded over the MIMO BC is scaled wi¥ NV log P bits per channel use (so called fully
transmit overload); while for this example with sma}, (dn < K(K — 1)N~), the rate of the transmit
overload symbols is scaled less th&AN log P bits per channel use (so called partially transmit ovefoad
Specifically, with partially transmit overload, the rate thie information needed to multicast over the
multicast channel is reduced (compared with that corredipgrto fully transmit overload), consequently
matching the capacity of the multicast channel.

VIII. CONCLUSION

This work characterizes the optimal DoF region of the twerddIMO BC with a multicast channel as
a function of two parameters: the multicast channel capaaitl the CSIT timeliness for the MIMO BC.
The result reveals that completely outdated CSIT can aehieg same sum DoF performance as with
instantaneous CSIT if the multicast channel capacity ivatzocertain threshold. More precisely, there is
an inherent tradeoff between the CSIT timeliness and theicast channel capacity: with almost timely
CSIT a small multicast channel capacity is enough to achiegenstantaneous CSIT performance; with
completely outdated CSIT a large multicast channel cap@sitequired to compensate for the sum DoF
loss due to the CSIT staleness.

The optimal sum DoF is achieved by a two-phase overloadicastt strategy. The main idea of this
strategy is to send information over the MIMO BC at a rate &g capacity and use the multicast
channel to send additional information to enable relial®eoding. The same strategy extends to the
K-users MIMO BC with a parallel multicast channel, and is sh@gain to achieve instantaneous CSIT
performance, in the sum DoF sense, with completely outd@®id provided that the multicast channel
capacity is large enough. Whexi is large, the sum DoF gain of the proposed joint coding Sisate/er
seperate coding over the two parallel channels is propwtito the total number of receive antennas.

The setup we consider here arises in heterogeneous netwirdie transmitters and receivers are
connected over multiple networks. Our work reveals thattjaioding over such networks can provide
significant gain in capacity. This is in sharp contrast towm#-known results on traditional parallel BCs
where parallel channels are formed by different time/fesquy realizations of the same physical channel.
While using individually optimized codes for each chanrsebptimal in this case, our result reveals that
for heterogeneous parallel channels joint coding may bdeatkeOur future work will focus on exploring
optimal communication over other heterogeneous networks.

APPENDIX A
ACHIEVABILITY DETAILS FOR THE K-USER CASE

In this section we provide the achievability details for tieuser KX’ x M x N (M > KN) MIMO BC
with a multicast channel. The illustrative schemes in $&d¥I-Aland Sectiori VII-B were designed for
a particular choice ofy, K, d,, M, N. Here we describe the general scheme for arbitrary valudisese
parameters. Specifically we show that the following DoF {soBre achievable:

0, é(dm — K(K — 1)Nv, dsun= KN + dm), 37)
(K — L)N~ do KN~

9 sum — —71. 1

(L+1) it >t b

As we will show later on, time sharing between these pointsiexes the whole region stated in
PropositiorD.

Q1% (dn = +O-PEN). for L=1.2- K (38
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TABLE |
PHASE 1 SUMMARY OF THE SCHEME FOR ACHIEVINGQf,.

sub-phaseg order4 symbols sent order{j 4+ 1) symbols generate&rl used time (channel uses)
j=1 ENv(T)/(%0 ") Ny(5)/(%5 ") (55
j=2 (K - )N~ (5) /(") 2N~(3)/(“1) ()T
=L | (K+1-LNy(F)/(55) LN~ (1) /(520 v(2)/(520)
A. Achieving @,

In this cased, = K(K — 1)N~ is large enough and we show that the sum Dils, = KN + dp, =
K?N~+ KN(1-+) is achievable. The scheme which achieves this point is ttension of the example
in Section_VI[-A. We summarize the following basic prinapglfor this scheme.

« When instantaneous CSIT is available over the MIMO BC (over-a~ fraction of the block),
KN fresh symbols are sent with spatial zero-forcing precodailpwing each user to decode its
correspondingV symbols in one channel use.

« When instantaneous CSIT is not available (over faaction of the block), the transmitter overloads
the MIMO BC, i.e., it transmitsk?N fresh symbols in one channel use by using the signaling
technique suggested i _(34).

« In order to decode thes&2N symbols, the transmitter needs to multicast extra sideriméition
of K(K — 1)Nlog P bits to all users, and does so over the multicast channeltfeeexample of
Section VII-A).

Note that the amount of side information generated in onekbipven by

K(K —1)N~log P

matches exactly the total multicasting capacity in the fdack, i.e., K (K —1)Nv = dn. As a result the
following sum DoF is achievable

dsum= K*Nvy + KN(1—7).
overloading ZF

Note that during overloading we transmi2N symbols, hence achiev&?N DoF once the extra
side information is obtained by the receivers and the iaterfce is resolved. Since side information
multicasting does not provide any fresh information it does contribute to the DoF computation given
above.

B. Achieving @},
We next show that, givefiy, = % the sum DoFdgym = % + (1 —~)KN is achievable,

for L =1,2,---, K. The scheme is the extension of the examplekTrll ‘Se€fion VNVB.summarize the
following basic principles for this scheme.

« When instantaneous CSIT is available over the MIMO BC (over-a~ fraction of the block),
KN fresh symbols are sent with spatial zero-forcing precodiligwing each user to decode its
correspondingV symbols in one channel use.

« When instantaneous CSIT is not available (overfaaction of the block), the transmitter follows the
two-phase strategy illustrated in Sectlon VII-B. Speclficaas shown in Tablél I, phase 1 consists of
L sub-phases over the MIMO BC. In sub-phgsdor j = 1,2,--- , L, the transmitter sends ordgr-
symbols. Following([2], sub-phasghas duration

o

Nl
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channel uses and the transmitter sends) number of orderr symbols where
o (E+1=5)Ny(%)
S ] = (K_l) Y
j—1
and generates,(j) number of orders + 1) symbols to be sent in the next sub-phase (in order to
decode those ordgrsymbols) where

NN JN~ (j[—fl)
ng(j) (I;__ll)

Note that the number of the ordér-+ 1) symbols generated in sub-phasenatches the number of
order{;j + 1) symbols sent in sub-phag¢ + 1), i.e., ¢,(j) = ¢s(j + 1) for j=1,2,--- |L — 1.

. Atthe end of sub-phask, ¢,(L) number of ordef-L+1) symbols are generated. The communication
of this symbols is delegated to the multicast channel. Maegipely, in phase 2 of the scheme the
quantized versions of the ordék-+ 1) symbols are multicast over the multicast channel finally
allowing to decode the desired order-1 symbols at all theivecs.

Note that the rate of the ordéf-+ 1) symbols to be multicast matches the rate of the multicasirodla

ie.,
¢(L) _ Ny(K-1L)

= = m-

IVELG) L)Y L

Note that% ELZITu(j) is the total length of each communication block as in FiguréCer the MIMO
BC, this block is shared between spatial zero forcing and@Hhaof the above scheme.) As a result the
following sum DoF is achievable

ds(1) KN~
dsym= ~———+ KN(1 —7) = ——— + (1 — 7)KN.
LY LLG) = Yiad
—_——
overloading

C. Achieving intermediate points

First we show that time sharing between two strategies wactgjeDoF pointsQ* = (df, d%,,) and
Q' = (d, dg,,) respectively, ford:, < d.., gives the following sum DoF point

dm — d%)(dym — d '
dr 4 ( m m)( sum sum)7 for d;q < dm < dp,. (39)

dsum =
sum 7 n
dm - dm

To achieve the above point, the time fractions allocatedhédfirst strategy (achievin@*) and the second
strategy (achieving)') are chosen as

dm — d*
1-A, and A2 M
dy, — dx,
respectively, which allows to achieve the DoF [in](39) witke flollowing DoF for the multicast channel
! ! d - d* /
Ardy + (1= Ay = diy + Al — di) = dpy + 2P (A = dy) = .
m m

Following the same argument, time sharing between twoegfi@é achieving DoF point9, and @, ;
(cf. (38)) gives the following sum DoF performance

Ao — K(L+1)Ldn+ KNy(K+1)L + KN(1—n), for (K — L)N~ <d <(K—L+1)N7

(L+1)(K+1—L)+(K+1)L Y k- F L+, 2= " LY

Y
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dSUHl

dsum = KN +dy,
@ \ sum — 212\>Iildm + KN — I\'(é\}gjii\"ﬁ
fo(K = 1,d,,)
fa(3,dm)
Ja(2, din)
dm

0

Fig. 15. DoF inner bounds illustration for th€-user MIMO BC with a multicast channel.

for L =2,3,---, K. Note that the expression in_(40) can be equivalently writie
dsum: fa(K+ 1— L,dm), for fb(K +1- L) S dm S fb(K_'_ 2- L)7 (41)

which matches the third line in Propositibh 2 (seel (14)] (1E]), and see Fig.15).
Similarly time sharing between two strategies achievind=wints ; and @, gives the following
sum DoF performance (cf_(1L7))
2K K(K —1)Nvy (K —1)N~
dssm= ——dm+ KN - ———— for ——
= o —1m ok —1 >
which matches the second line in Proposifion 2.
Finally the sum DoF performance

<dn < K(K—1)N7y,  (42)

is achievable by applying the strategy that achieves the Bampoint(),. Note that using this strategy,
a sum DoF ofK N + K (K — 1)N~ is achievable whed,, = K(K — 1)N~. Whend,, is larger than the
threshold K (K — 1) N+, then the remaining Dok, — K (K — 1)N~ on the multicast channel can be
used for transmitting an independent message over theaastitchannel, which allows us to achieve the
sum DoF in[(4B), i.e.,

deum= KN + K(K — )Ny +dm— K(K —1)Ny = KN +dpn for dn> K(K —1)N.

Vo Vv
strategy forQ, independent transmission

This completes the proof of Propositidh 2.

APPENDIX B
CONVERSE FOR THEK-USER CASE

In this section we provide the converse proof for tieuser MIMO BC with a multicast channel (cf.
PropositioriL). The proof is based on Fano’s inequalityidastropy inequalities, genie-aided techniques,
as well as the symmetric entropy technique. ForAheser case, it suffices to prove the following lemma.



23

Lemma 2. For the K-user K x M x N MIMO BC with a limited-rate multicast channel, the DoF region
is upper bounded as

ey 1
D SdmtNy+N(A=9)) 2. ¥ (44)
k=1 k=1
NL(K—L)(1—
de S ey Sdm+NL+ ( K) Y vrfor L1, K
ke{1,2,- L} 36{12 LKW{1,2, L}

(45)

where 7 denotes a permutation of the set {1,2,--- , K'}, and 7(k) denotes the kth element of the permuted
Set.

Note that the first bound of Propositioh 1 (df. {14),1(16))

Kdn+ KN
dsum<K—7+KN(1_ )

k=1%

follows from (44) (by summingk different bounds as irn_(44)), while the second bound [cf),({28))
_ K2dy, N K2NL+ KNL(K — L)(1 — 7)

M= KL+ L(K - L) KL+ L(K - L) ’

follows from (43) (by summingk different bounds as in_(45)).

Before showing the proof details, we provide one lemma todaeel uNote that this lemma is a generalized
result of Lemmadll based on the entropy symmetry.

d

Lemma 3. A(yy,..., Y% |Wi,... , W, Q") — %h(y’f,...,y’i|W1,...,WL,Q") < n(l — (K —
L)(NlogP+0(logP)) for L=1,2,--- K —1.

Proof: We again letTy = {t € [1,n] : current channel state is not known at tirtje with | 7| = ny.
Let U 2{Wy,..., Wk, Q"}. Then, we have

n n K n n
h(y177yK|u)_fh<yl7uyL|u)

_ _ K _ _
:Z<h 7yK[t]|yt1 177yl}(17u>_fh(yl[t]77yL[t]|ytI 177yl}, 17“)) (46)
. t—1 t—1 K t—1 t—1
SZ(h 7yK[t]|y1 7-"7yL 7u)_fh(y1[t]7ayL[t]|y1 7"'7yL 72/{)) (47)
t=1
t—1 t—1 K t—1 t—1
= > (hilt) il Yy U = TRyl Yy )
teTn
_ _ K _ _
+ <h 7yK[t]‘yt1 17---7yl}, 17u>_fh<y1[t]77yL[t]|ytl 17---7yl}, 17“))
tZTN
t—1 t—1 K t—1 t—1
(h 7yK[t]|y1 7"-7yL 7u)_fh(yl[t]7ayL[t]|yl 7"-7yL 72/{)) (48)
t€7’N
= (h yL+1 -~->'UK[t]|y1[t]>---ayL[t]ayt1_1a~~~>'y§;_1>u)
LN
K—-L _ _
——7 Ml Yy 1,...,y21,u)> (49)

< (n—|TN])(K — L)(Nlog P + o(log P)), (50)
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where [(46) follows from the basic chain rulé, {47) uses thet fhat conditioning reduces differential
entropies; [(4B) is due to the symmetry of the output whenéwverchannel input is independent of the
current channel state, i.éu(y, [t], ...,y [t] |y y L U) < En(yyt], .oyl |y Ly U)
whent € Ty (cf. [24, Lemma 3]), [(49) uses the basic chain rule, and trs# lmequality holds
since h(y,[t], .-, yxlt]|vilt], . vyolth v,y U) < N(K — L)logP + o(log P) and
h(y,[t], -yt vy U) > h(z[t], ..., zL[t]) = o(log P). Finally, by subsisting7y| with
ny, we complete the proof. [ ]

In what follows, we provide the proofs for bounds](44) ahd)(45

A. Proof of bound (44)

We first prove the bound in((#4). Without loss of generalitye Wocus on the case with =
{1,2,---, K}, while the other cases follow easily due to the symmetry. Byigling the observations
and messages of users2, ...,k — 1 to userk, we derive the following genie-aided upper bounds on the
achievable rates

niy < I(Whsyy, yo ") + nep, (51)
nR2 S I(W27 y?vyg7yg|wlv Qn) + Nén, (52)
nRK S I(WK7 y?) ygv R y?{v y6L|W17 LR WK—la Qn) + neéy, (53)

by applying Fano’s inequality and some basic chain rules, asing the independence between the
messages. Then, we have
nRy, — ne,
< I(Wisyt, ¥s, - Y Yo I Wy oo, Wiy, Q7)
=I(Wi 9ty YW, o W, Q) + T(Was yo |yt -y, Wi, oo, Wi, )
=h(yl Yz, YW, W, Q) = R(YT, ys, - Yk WA, W, Q)
+ H(yolyl -y Wiy oo, Wi, Q") = H(yglyys -y, Wa, oo W, Q7), (54)

for k = 1,2,---, K, where {Wy,...,W;_,} denotes an empty set when = 1. From [54), we
consequently have

K
_(Rk _En)
k=1
K-1 1
< (k‘ 1 yl,...,yZH|W1,...,Wk,Q")—Eh(y’f,...,yﬁ\Wl,...,Wk,Q”)>
k=1 - _
<=3 (N log Po(log P) )
1
h(yy | Q") — ?h(y?, e Y | W, W, QM)
K—-1 1 1
+ k—HH(y8|y?77yz+17W177Wk79n)4_EH(y(7)L|y?v7y27W177Wk79n)
h=l SH@ Y7oy Wi, W 1)
n 1 ni,n n n
+Hy0|y179) EH(yO|y17"'7yK7W17"'7WK7Q)
K-1 1

~
<nN log P+n-o(log P) >n-o(log P)
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K-1

1
S (Y g
k=1 - go
<
1
+ Hyy |1, Q") — = Hyo | ¥y W, W, Q) (55)
. 2 O Y )
<nRm >0
K
N(1 -~
Z(n S )1OgP)+nN10gP+n.0(1ng)+an7 (56)

where [55) is from Lemmd]3 and the fact that conditioning oeduentropy, and the last in-
equality follows from the non-negativity of the entropy, danhat H(yj |y}, Q") < nRn and
Ryt .. Yk | Wi, ..., Wk, Q") > h(yy, ...yl ™ Wh, .., Wk, Q") = h(2},...,2%) =n-o(log P).
Hence, dividing[(56) by log P and letP — oo, (44) follows immediately.

B. Proof of bound (45)

Now we prove the bound ir_(45), and again without loss of gaitgrwe focus on the case with
m:=A{1,2,---,K}. We at first consider the case with< K, and then consider the case with= K
later on. As the first step, we enhance the original BC by atigveooperation between the firstusers
(consequently each of users2, ..., L observes channel outpuwg, y5,--- ,y7,yp), for1 < L < K —1,
and providing all the channel output observatigjfisys, - - - .y, yy and the messagdd’,,..., W, to
each of the remaining users (usdrst 1,..., K). Then we derive the following upper bounds on the
achievable rates

L
nz Rk S I(Wh W27 e 7WL; y?u yg7 e 7yz7y8|9n) + Ney, (57)
k=1

K
n Z Rk S I(WL-i-la"' 7WK;y?7"'7y7IL(7y(T)L|W17"'7WL7Qn) +n€n7 (58)
k=L+1

by applying Fano’s inequality and some basic chain rulesl asing the independence between the
messages. Then, we have

L L
nR1+nR2+-~-+nRL+E(nRL+1+nRL+2+~-~+nRK) —n(1+?)en
L
](W17"' 7WL;y?7"' 7yzay8|9n)+E1(WL+la 7WK;y7117'"7yrll{7yg|Wla'--7WLagn)

:I(Wb o 7WL;y?7"' 7y?,|Qn)+](Wla 7WL7y(7)L|y?v 7y7£79n)

L
EI<WL+17 7WK;y§L7"'7y?(|W17"'7WL79n)
L
+E1(WL+17”' WK7yg|y?77y7[L(7W177Wngn)
= fL(yrll 7yL|QnZ (yrlla 7y?,|W17"' 7WL7Qn)

I/\
A\'

n | log P+o(log P )

L
Yy, YW W, Q) = S h(yy Ly WL Wi, Q)

K\

K o
>n-o(log P)
+!_I(yg‘yrll7 e 7y7£,7 QHZ_HQJS‘y?? e 73/%7 W17 e 7WL7 Qn)

~-
<nRm
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|~

J

L
—|——H(y8|y?,,y?{,Wl,,WL,Qn)—EH(y8|y?,,y?{,Wl,,WK,Qn)

<H Y7} Wi, W,Q0) =0
< NLn(log P+ o(log P)) + nRyn + n - o(log P)
L
+ Eh(y?7 cee 7y1;{‘W17 ey WL7 QTL) - h(y?7 e 792‘W17 e 7WL7 Qn) (59)
nL(1—7)(K—1)

< NLn(logP + o(log P)) +nRm+n-o(log P) + (N log P + o(log P)), (60)

K
where [59) follows fromh(y?,---,y7|Q") < NLn(log P + o(log P)) and H(yy|y?,--- ,y7, Q") <
nRm and h(yy, ..., yk|Wi, ..., Wg, Q") > h(y?, ..., ykle™, Wy, ..., Wg, Q") = h(z},...,2%) =n-
o(log P) and from non-negativity of the entropy and the fact that dbmaing reduces entropy. The last
inequality is from Lemm&l3. Hence, dividing (60) lbylog P and letP — oo, (43) follows immediately
for the case withl, < K.

Considering the case with = K, and starting from Fano’s inequality, we have

nRy +nRy+ -+ nRk
<IWh, - Wik Yt Yk 4o [Q7) + ney
=I(Wi, - Wiyl yg ) + T(Wa, - Wiy |y - Yk, ) + ney,
=h(yl, - Ykl = Ayt Yk W Wi Q)

FHRIYE Y, O HE W Wi gl 07) + e,
<nKNlog P+ nRm—h(y}, -, Yp|Wi, -, Wk, Q")

— H(yg[Wh, - Wk, YT, Yk, Q") +n-o(log P) (61)
<nKNlog P+ nRm+n-o(log P), (62)

where [61) follows fromi(y?, -+, y%|Q") < nKNlog P+ n-o(log P) and H(y}|y"}, -, y%, Q") <
H(yy) < nRm; the last inequality follows from the non-negativity of tlemtropy and the fact that
h(yy, - Y| Wy, -, Wk, Q") > n - o(log P). Hence, dividing[(62) by:log P and letP — oo, (45)
follows immediately for the case with = K.
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