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Equiangular Tight Frames from Hyperovals
Matthew FickusMember, IEEE, Dustin G. Mixon and John Jasper

Abstract—An equiangular tight frame (ETF) is a set of equal
norm vectors in a Euclidean space whose coherence is as
small as possible, equaling the Welch bound. Also known as
Welch-bound-equality sequences, such frames arise in various
applications, such as waveform design, quantum information
theory, compressed sensing and algebraic coding theory. ETFs
seem to be rare, and only a few methods of constructing them are
known. In this paper, we present a new infinite family of complex
ETFs that arises from hyperovals in finite projective planes. In
particular, we give the first ever construction of a complex ETF
of 76 vectors in a space of dimension 19. Recently, a computer-
assisted approach was used to show that real ETFs of this sizedo
not exist, resolving a longstanding open problem in this field. Our
construction is a modification of a previously known technique
for constructing ETFs from balanced incomplete block designs.

Index Terms—equiangular tight frame, Welch bound

I. I NTRODUCTION

An equiangular tight frame is a type of optimal packing of
lines in Euclidean space. To be precise, letd ≤ n be positive
integers, and letHd be a real or complex Hilbert space of
dimensiond. Welch [31] gives a lower bound on thecoherence
of any sequence{ϕi}ni=1 of n equal norm vectors inHd:

max
i6=j

|〈ϕi,ϕj〉|
‖ϕi‖‖ϕj‖

≥
[

n− d

d(n− 1)

]
1

2

. (1)

It is well-known [25] that this lower bound is achieved if and
only if {ϕi}ni=1 is anequiangular tight frame(ETF) for Hd.

For example, whend = 6 andn = 16, the Welch bound (1)
is 1

3 , and it is achieved by certain special choices of16 vectors
in R6, such as the columns of the following matrix:

















+ − + − + − + − 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 + − + − + − + −
+ + − − 0 0 0 0 + + − − 0 0 0 0
0 0 0 0 + + − − 0 0 0 0 + + − −
+ − − + 0 0 0 0 0 0 0 0 + − − +
0 0 0 0 + − − + + − − + 0 0 0 0

















. (2)

Here, “+” and “−” denote1 and−1, respectively.
Having minimal coherence, ETFs are useful in a number

of real-world applications, including waveform design for
wireless communication [25], compressed sensing [2], [3],
quantum information theory [22], [34] and algebraic coding
theory [16]. Unfortunately, ETFs also seem to be rare. In
particular, whenHd is a real Hilbert space,n andd necessarily
satisfy certain strong integrality conditions [26]. Moreover,
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only a few methods for constructing infinite families of ETFs
are known, and with the exception of orthonormal bases and
regular simplices, each of these methods involve some type of
combinatorial design.

Real ETFs in particular are equivalent to special types of
strongly regular graphs(SRGs) [15], [29]. Such graphs have
a rich literature [5], [6], [7]. The interrelated concepts of
conference matrices, Hadamard matrices, Paley tournaments,
and quadratic residues have all been used to construct various
infinite families of ETFs in whichn is either nearly or exactly
2d [25], [15], [21], [24]. Other constructions offer much more
flexibility regarding the size ofn

d
. These includeharmonic

ETFs, which are obtained by restricting the Fourier basis on
a finite abelian group to adifference setfor that group [25],
[32], [9], and Steiner ETFs, which arise from a tensor-like
product of a simplex and the incidence matrix of a certain
type of balanced incomplete block design[12], [16]. To be
clear, many of these ideas are rediscoveries or reimaginings
of more classical results. In particular, see [20], [28] and[13]
for precursors of the Welch bound, harmonic ETFs and Steiner
ETFs, respectively.

In this paper, we generalize the Steiner ETF construction
of [12], [16] to construct a new infinite family of complex
ETFs. In particular for anye ≥ 1, we construct ann-vector
ETF for a complexd-dimensional Hilbert space where

d = 22e + 2e − 1, n = 2e(22e + 2e − 1). (3)

From our perspective, this construction is significant for
two reasons. First, as noted above, ETFs seem to be rare, and
few infinite families of them are known. Comparing against
known constructions [11], it appears that with the exception
of e = 1 case, no real or complex ETF with parameters (3)
has been discovered before. In fact, takinge = 2 in (3)
gives d = 19 and n = 76, and the existence of a real ETF
of this size appears to have been recently ruled out with a
computer-assisted search [1], resolving a longstanding open
problem [33].

Second, though the construction itself is a generalizationof
Steiner ETFs [12], it exploits a new realization: like previous
work, we constructn-vector ETFs forHd as the columns of an
m×n matrix; unlike previous work, we realize that sometimes,
the most natural choice ofm is neitherd nor n. For example,
the columns of the following6× 10 matrix form a10-vector
ETF for a5-dimensional Hilbert space, namely the orthogonal
complement of the all-ones vector1 in R6:

















+ + + + + + + + + +
+ + + + − − − − − −
+ − − − + + + − − −
− + − − + − − + + −
− − + − − + − + − +
− − − + − − + − + +

















. (4)
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This can be verified by noting that all the columns of this
matrix are orthogonal to1 and that together they achieve
equality in (1) forn = 10 and d = 5. Inspired by problems
in experimental design, this example was produced by taking
all

(

6
3

)

= 20 {±1}-valued vectors inR6 that are orthogonal to
1, and discarding one vector from each pair of antipodes. Our
new construction is a generalization of this example: we form
ETFs of size (3) as the columns of anm × n matrix where
m = d + 1 = 22e + 2e. The construction only happens to be
real in thee = 1 case, namely (4).

In the next section, we introduce the background material
we need for the rest of the paper. In Section III we show
how to construct complex ETFs of size (3). The construction
relies on special collections of lines in finite affine planesthat
arise fromhyperovalsin corresponding projective planes. In
the fourth and final section, we discuss how these ETFs can
be madeflat. This leads to several interesting open problems.

II. BACKGROUND

A. Steiner equiangular tight frames

Throughout, let the field of scalarsF be eitherR or C, and
let Hd be ad-dimensional inner product space overF. The
synthesis operatorof a finite sequence of vectors{ϕi}ni=1 in
Hd is Φ : Fn → Hd, Φy :=

∑n

i=1 y(i)ϕi. The adjoint ofΦ
is theanalysis operatorΦ∗ : Hd → Fn, (Φ∗x)(n) = 〈ϕn,x〉.
Composing these two operators gives theframe operator
ΦΦ∗ : Hd → Hd, ΦΦ∗x =

∑n

i=1〈ϕi,x〉ϕi and then × n
Gram matrixΦ∗Φ whose(i, j)th entry is〈ϕi,ϕj〉.

A sequence of vectors{ϕi}ni=1 is a tight frame for Hd if
there existsa > 0 such thatΦΦ∗ = aI. Whena is specified,
it is an a-tight frame. It is equal normif there existsr > 0
such that‖ϕi‖2 = r for all i, and isequiangularif it is equal
norm and there existsw ≥ 0 such that|〈ϕi,ϕj〉| = w for all
i 6= j. When{ϕi}ni=1 is both equiangular and a tight frame,
it is an equiangular tight frame(ETF). It is well known [25]
that equal norm vectors{ϕi}ni=1 in Hd achieve equality in (1)
if and only if they form an ETF forHd; see Lemma 1 below
for a generalized version of this result.

In the special case whereHd is Fd, the synthesis operator of
{ϕi}ni=1 is simply thed×n matrixΦ whoseith column isϕi.
In this case,{ϕi}ni=1 is an ETF forFd if and only if the rows
of Φ are orthogonal and have constant norm (tightness) and
the columns ofΦ are equiangular. As we now discuss, Steiner
ETFs [12] are one way to directly construct such matrices; in
Section III, we generalize this construction.

A balanced incomplete block design(BIBD) is a finite set
V—whose elements are calledvertices—along with any setB
of subsets ofV—whose elements are calledblocks—for which
there exists positive integersλ, k, r such that:

(i) every block contains exactlyk vertices,
(ii) every vertex is contained in exactlyr blocks,
(iii) any pair of vertices is contained in exactlyλ blocks.

Letting v and b denote the desired number of vertices and
blocks, respectively, a{0, 1}-valued b × v matrix X is an
incidence matrix of a BIBD precisely when

X1 = k1, XTX = (r − λ)I+ λJ, (5)

for some integersk, r andλ. Here and throughout,1 andJ

denote all-ones vectors and matrices, respectively. Note the
second condition in (5) implies1TX = r1T. Moreover,v, k
andλ determiner andb according to

bk = vr, λ(v − 1) = r(k − 1). (6)

To see this, note multiplyingX on the left and right by1T

and 1, respectively, gives the first identity, while doing the
same to the equationXTX = (r−λ)I+λJ gives the second.
Because of this, such incidence structures are often calleda
2-(v, k, λ) design, and are denoted as aBIBD(v, k, λ).

Steiner ETFs arise from BIBDs withλ = 1, which are also
known as(2, k, v)-Steiner systems. Havingλ = 1 means that
any two distinct vertices determine a unique block, and thus
such BIBDs are a type of finite geometry. Indeed the canonical
examples of such BIBDs are finiteaffineandprojective planes
of order q ≥ 2, namelyBIBD(q2, q, 1) andBIBD(q2 + q +
1, q + 1, 1), respectively. As detailed later on in this section,
such designs are known to exist wheneverq is the power of a
prime. Whenq = 2, we have the following incidence matrices
X, for example:

















1 1 0 0
0 0 1 1
1 0 1 0
0 1 0 1
1 0 0 1
0 1 1 0

















,





















1 1 0 0 1 0 0
0 0 1 1 1 0 0
1 0 1 0 0 1 0
0 1 0 1 0 1 0
1 0 0 1 0 0 1
0 1 1 0 0 0 1
0 0 0 0 1 1 1





















. (7)

A Steiner ETF is formed by taking a tensor-like product of
the b× v incidence matrix of aBIBD(v, k, 1) and a (possibly
complex) Hadamard matrix of sizer + 1. To define them
rigorously, we borrow the following concept from [10]:

Definition 1. Let X be a b × v incidence matrix of a
BIBD(v, k, 1). For any j = 1, . . . , v, a correspondingem-
beddingis an operatorEj : Fr → Fb that maps the standard
basis ofFr to the standard basis of ther-dimensional subspace
of Fb that consists of vectors supported on{i : X(i, j) = 1}.

For example, for the6× 4 incidence matrix in (7) we can
takeE1, E2, E3 andE4 to be

















1 0 0
0 0 0
0 1 0
0 0 0
0 0 1
0 0 0

















,

















1 0 0
0 0 0
0 0 0
0 1 0
0 0 0
0 0 1

















,

















0 0 0
1 0 0
0 1 0
0 0 0
0 0 0
0 0 1

















,

















0 0 0
1 0 0
0 0 0
0 1 0
0 0 1
0 0 0

















, (8)

respectively. A Steiner ETF is formed by using these operators
to embedv copies of a unimodular simplex forFr into Fb.
To be precise, let{sl}r+1

l=1 be the columns of anr × (r + 1)
submatrixS of an (r + 1)× (r + 1) Hadamard matrix whose
entries lie inF. For example, the6×4 incidence matrix in (7)
hasr = 3 and we can formS by removing the first row from
the canonical4× 4 Hadamard matrix:

S =





+ − + −
+ + − −
+ − − +



 . (9)
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For any BIBD(v, k, 1) and unimodular simplex{sl}r+1
l=1 ,

the corresponding Steiner ETF is{Ejsl}vj=1,
r+1
l=1 . As shown

in [12], [10], thesev(r +1) vectors form an ETF forFb, and
their synthesis operator is the block matrix

Φ =
[

E1S · · · EvS
]

.

For example, using (8) to embed4 copies of the unimodular
simplex in (9) gives the16-vector ETF forR6 given in (2).
The main idea of the construction is that〈Ejsl,Ej′sl′〉 has
unit modulus whenever(j, l) 6= (j′, l′): if j 6= j′, this follows
from the fact that any two distinct blocks in the BIBD have
exactly one vertex in common; ifj = j′ but l 6= l′, this
follows from the fact that the inner product of any two distinct
columns ofS has unit modulus. A Steiner ETF can be real
whenever there exists a real Hadamard matrix of sizer + 1.
The famously-unresolved Hadamard conjecture proposes that
this happens precisely whenr + 1 is divisible by4.

B. Finite affine and projective planes

In the next section, we generalize the Steiner ETF construc-
tion in a way that yields complex ETFs with parameters (3).
This construction relies on some unusually nice properties
of finite affine and projective planes of orderq, namely of
BIBD(q2, q, 1) andBIBD(q2 + q + 1, q + 1, 1), respectively.
(For the sake of brevity, we omit the standard, axiomatic
definitions of these geometries).

We will need the fact that any affine plane of orderq
is a subincidence structure of a projective plane of order
q. This follows from a type of parallel postulate that any
BIBD(v, k, 1) must satisfy. To be precise, letX be the
incidence matrix of such a BIBD, and note the(i, i′)th entry
of (k − 1)I + J − XXT is 1 when theith and i′th blocks
are disjoint, and is otherwise0. The number of blocks disjoint
from block i that contain vertexj is thus given by the(i, j)th
entry of [(k− 1)I+ J−XXT]X = (r− k)(J−X); here we
have used (6) and (5) to simplify. As such, if a block does not
contain a vertex, there are exactlyr − k blocks disjoint from
it that do contain that vertex.

In particular, for aBIBD(q2, q, 1) we haver−k = 1 and so
any vertex not in a block is contained in exactly one disjoint
block. This implies that if blocksi and i′ are disjoint, and
blocks i′ and i′′ are disjoint, then blocksi and i′′ are either
equal or disjoint, or else any point in their intersection isnot
contained in exactly one block disjoint from blocki′. Saying
two blocks areparallel when they are either equal or disjoint,
we thus have that parallelism is an equivalence relation on the
blocks of an affine plane. As a consequence, any affine plane
is resolvable, meaning itsb = q(q+1) blocks can be arranged
as r = q + 1 groupings of v

k
= q blocks, each forming a

partition for the set of vertices. For example, the incidence
matrix of the affine plane of order2 given in (7) is arranged
so that its first and second blocks partition its vertices, asdoes
its third and fourth blocks, and its fifth and sixth blocks.

The fact that any affine plane is resolvable allows it to be
extended to a projective plane of the same order. To do this,
we append each block in any of theq + 1 parallel classes
with a new “vertex at infinity” that is unique to that class,

and create a single new “block at infinity” that contains the
q+1 new vertices. For example, extending the6×4 incidence
matrix of (7) in this manner yields the7 × 7 matrix to its
right. Conversely, any projective plane contains many affine
planes: choose any block, and remove it as well as all vertices
it contains.

Projective planes aresymmetricBIBDs, meaningv = b,
or equivalently thatk = r. In general, thedual of a
BIBD(v, k, λ) is the incidence structure obtained by inter-
changing the roles of vertices and blocks, or equivalently,
taking the transpose of its incidence matrixX. Here, (6)
implies r2 − bλ = r2(v−k)

k(v−1) ≥ 0, at which point (5) implies
the columns of(r − λ)−

1

2 {X − 1
b
[r ± (r2 − bλ)

1

2 ]J} are
orthonormal. When the BIBD is symmetric, this matrix is
square and so its rows are also necessarily orthonormal,
implyingXXT = (k−λ)I+λJ. Thus, the dual of a symmetric
BIBD(v, k, λ) is anotherBIBD(v, k, λ). In particular, the dual
of any projective plane is another projective plane.

Wheneverq is the power of a prime, there is a canonical
construction of affine and projective planes of orderq. In
particular, lettingFq be the field ofq elements, we can form an
affine plane by lettingV = F2

q and lettingB be the collection
of all affine lines in this vector space, namely sets of the form

{(x, y) ∈ F
2
q : dx+ ey + f = 0} (10)

for some d, e, f ∈ Fq where (d, e) 6= (0, 0). Though this
manner of parametrizing these lines is redundant—multiplying
(d, e, f) by a nonzero scalar yields the same line—it gives a
simple way to produce parallel classes: fix(d, e) 6= (0, 0) and
vary f . It also facilitates the embedding of this affine plane
in a projective plane where vertices and blocks correspond to
one- and two-dimensional subspaces ofF

3
q, respectively.

To be precise, let[x, y, z] denote the set of all nonzero
scalar multiples of a nonzero vector(x, y, z) ∈ F3

q. To form a
projective plane, letV be the set of all such[x, y, z], and let
B be all sets of the form

{[x, y, z] : dx+ ey + fz = 0} (11)

for some [d, e, f ]. The mapping(x, y) 7→ [x, y, 1] embeds
our canonical affine geometry into this projective geometry:
for any [d, e, f ] with (d, e) 6= (0, 0), (11) is the image of
(10) under this mapping, along with the “vertex at infinity”
[−e, d, 0]. Note that as expected, each new vertex corresponds
to a unique parallel class in the affine plane, and taken together
they constitute a new “block at infinity,” namely (11) where
[d, e, f ] = [0, 0, 1].

Here, we can identifyF3
q with the additive group of the

field Fq3 . To be precise, letα be a generator of the cyclic
multiplicative groupF×

q3
, and let(x, y, z) := x + yα + zα2

for all x, y, z ∈ Fq. Since each vertex[x, y, z] consists of all
nonzero scalar multiples of the nonzero vector(x, y, z), it is
a unique element of the quotient groupF×

q3
/F×

q . That is,

V = F
×
q3
/F×

q = 〈α〉/〈αq2+q+1〉 ∼= Zq2+q+1.

Moreover, each two-dimensional subspace ofFq3 is the kernel
of a mapping of the formβ 7→ tr(α−lβ) wheretr : Fq3 → Fq,
tr(β) := β + βq + βq2 , is thefield trace. As such, all blocks



4

correspond to translates of the subset ofZq2+q+1 which
correspond to members ofF×

q3
/F×

q whose coset representatives
have trace0. The resulting incidence matrix is circulant, and
corresponds to aSinger difference set.

These explicit constructions show that affine and projective
planes of orderq exist wheneverq is a power of a prime.
Conversely, it is famously conjectured that if there existsan
affine or projective plane of orderq then q is necessarily a
prime power. This conjecture remains open for many values
of q, such as12. We also note that for some prime powersq,
there are constructions of projective planes of orderq that are
provably notDesarguesian, meaning they are not isomorphic
to the canonical construction given above. Our new method for
constructing complex ETFs can be applied to any projective
plane of orderq that contains ahyperoval, defined below.
Applying this construction to the canonical projective plane
of orderq = 2e yields complex ETFs with parameters (3). If
non-prime-power-order examples of such projective planesare
discovered in the future, this same construction will yieldyet
more complex ETFs.

III. N EW ETFS FROM HYPEROVALS

In this section, we show how to construct ETFs with
parameters (3). As detailed below, the main idea is that any
projective plane whose dual contains a hyperoval also contains
an affine plane that contains the dual of aBIBD(q + 1, 2, 1).
This permits a new Steiner-like ETF construction involving
Hadamard matrices of two distinct sizes. Some of the novelty
here is that these ETFs most naturally arise in non-obvious
subspaces ofFm. The following result characterizes such
frames in general.

Lemma 1. For any vectors{ϕi}ni=1 in Fm, letΦ be them×n
matrix whoseith column isϕi for all i. For any a > 0, the
following are equivalent:

(i) {ϕi}ni=1 forms ana-tight frame for its span,
(ii) ΦΦ∗Φ = aΦ,
(iii) (ΦΦ∗)2 = aΦΦ∗,
(iv) (Φ∗Φ)2 = aΦ∗Φ.

Also, if {ϕi}ni=1 is contained in ad-dimensional subspace
Hd of Fm, then it forms ana-tight frame forHd if and only
if ΦΦ∗ = aΠ whereΠ is them×m orthogonal projection
matrix ontoHd.

As such,{ϕi}ni=1 forms an ETF for its span if and only if
(ii)–(iv) hold and{ϕi}ni=1 is equiangular. In this case, letting
r = ‖ϕi‖2, the dimensiond can be computed from either the
tight frame constant or the equiangularity constant:

a =
rn

d
, w = r

[

n− d

d(n− 1)

]
1

2

.

Alternatively, equal norm vectors{ϕi}ni=1 in a subspace
Hd of Fm of dimensiond form an ETF forHd if and only if
they achieve equality in(1).

Proof: Fix {ϕi}ni=1 in Fm anda > 0, and letHd be any
d-dimensional subspace ofFm that contains{ϕi}ni=1.

To show (i) is equivalent to (ii), note the codomain of the
synthesis operatory 7→ Φy can either be regarded asFm or

Hd, and that by definition,{ϕi}ni=1 forms ana-tight frame
for Hd if and only if the restricted version of this operator,
namelyΦ : Fn → Hd, satisfiesΦΦ∗ = aI. When regardingΦ
as anm× n matrix, this is equivalent to havingΦΦ∗x = ax
for all x ∈ Hd. In the special case whereHd is taken to be
span{ϕi}ni=1 = {Φy : y ∈ F

n}, this tells us (i) is equivalent
to havingΦΦ∗Φy = aΦy for all y ∈ Fn, namely (ii).

More generally, writingHd = {Πx : x ∈ Fm}, we see
that {ϕi}ni=1 forms ana-tight frame forHd if and only if
ΦΦ∗Πx = aΠx for all x ∈ Fm. To simplify this further,
note that sinceΠϕi = ϕi for all i, we haveΠΦ = Φ and
so Φ∗Π = (ΠΦ)∗ = Φ∗. Thus,{ϕi}ni=1 forms ana-tight
frame for Hd if and only if ΦΦ∗ = aΠ, as claimed. We
emphasize that the above argument is delicate, and fails if we
do not assume that eachϕi lies in Hd. Indeed, without this
assumption, it is possible for{ϕi}ni=1 to not form ana-tight
frame forHd and yet still haveΦΦ∗x = ax for all x ∈ Hd,
namely tightpseudoframes[18].

Continuing, note that multiplying (ii) byΦ∗ on the right
or left gives (iii) and (iv), respectively. Conversely, taking the
singular value decompositionΦ = UΣV∗, if either (iii) or
(iv) hold then the diagonal entries of the diagonal block ofΣ
are all either0 or

√
a, implying ΣΣ∗Σ = Σ and so (ii). To

summarize, we have proven that (i)–(iv) are equivalent as well
as the second claim.

For the remaining conclusions, we further assume that
‖ϕi‖2 = r for all i, and generalize an argument of [16]. If
{ϕi}ni=1 is ana-tight frame forHd, cycling a trace gives

ad = Tr(aΠ) = Tr(ΦΦ∗) = Tr(Φ∗Φ) = rn,

and soa = rn
d

. As such, one way to measure the tightness of
{ϕi}ni=1 is to take the Frobenius norm ofΦΦ∗ − rn

d
Π. We

now simplify and bound this quantity using trace properties:

0 ≤ Tr[(ΦΦ∗ − rn
d
Π)2]

= Tr(Φ∗ΦΦ∗Φ)− 2 rn
d
Tr(Φ∗Φ) + ( rn

d
)2 Tr(Π)

=

n
∑

i=1

n
∑

j=1

|〈ϕi,ϕj〉|2 − r2n2

d

= r2
n
∑

i=1

n
∑

j=1
j 6=i

( |〈ϕi,ϕj〉|
‖ϕi‖‖ϕj‖

)2

− r2n(n
d
− 1)

≤ r2n(n− 1)
(

max
i6=j

|〈ϕi,ϕj〉|
‖ϕi‖‖ϕj‖

)2

− r2 n(n−d)
d

. (12)

Solving for the coherence here gives the Welch bound (1).
Moreover, if {ϕi}ni=1 is an ETF forHd with |〈ϕi,ϕj〉| = w
for all i 6= j, the two above inequalities become equalities,
giving equality in (1) andw = r[ n−d

d(n−1) ]
1

2 . Conversely, if (1)
holds with equality, the final quantity in (12) is0, implying
both inequalities are equalities and so{ϕi}ni=1 is tight and
equiangular.

These characterizations in hand, we turn to the construction
itself. A hyperoval in a projective plane of orderq is a set
of q + 2 vertices where no three of these vertices lie in a
common block. For example, the first four vertices (columns)
of the projective plane of order2 given in (7) are a hyperoval
since no block (row) contains three of them. As we now detail,
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hyperovals decompose a projective plane into several other
incidence structures.

Lemma 2. A projective plane of orderq contains a hyperoval
if and only if it has an incidence matrix of form

X =

[

X1,1 X1,2

0 X2,2

]

(13)

whereX1,1 is the incidence matrix of aBIBD(q + 2, 2, 1).
Here, the columns ofX1,1 correspond to the vertices of the
hyperoval. Moreover, in this case,q is even andXT

2,2 is the
incidence matrix of aBIBD(12q(q − 1), 1

2q, 1).

Proof: Consider aBIBD(q2+q+1, q+1, 1) that contains
u vertices that are special in the sense that no three of them
lie in a common block. Without loss of generality, the first
u columns of the incidence matrixX correspond to these
special vertices. The total number of special vertex-blockpairs
is

∑u

j=1

∑b

i=1 X(i, j) =
∑u

j=1(q + 1) = u(q + 1). At the
same time, each of the

(

u

2

)

pairs of distinct special vertices
determine a unique block, and so

u(q + 1) =

b
∑

i=1

u
∑

j=1

X(i, j) ≥
(

u

2

)

2 = u(u− 1),

implying u ≤ q + 2. Havingu = q + 2 gives equality above,
meaning all special vertex-block pairs occur in blocks contain-
ing exactly two special vertices. That is, when the projective
plane contains a hyperoval, there is an enumeration of its
vertices and blocks so that its incidence matrix is of form (13)
whereX1,1 is the incidence matrix of aBIBD(q + 2, 2, 1).
Conversely, when the projective plane has such an incidence
matrix, its first q + 2 vertices form a hyperoval since each
block contains either2 or 0 of them.

For the remaining conclusions, assumeX1,1 is the incidence
matrix of a BIBD(q + 2, 2, 1). Here, (6) impliesX1,1 is of
size 1

2 (q + 1)(q + 2) × (q + 2), implying the size ofX2,2 is
1
2q(q−1)×(q2−1). Also, recall the dual of a projective plane
is another projective plane, implyingXXT = qI + J and so
X2,2X

T
2,2 = qI+J. Thus, to showXT

2,2 is the incidence matrix
of BIBD(12q(q − 1), 12q, 1) it suffices to showXT

2,21 = 1
2q1.

To see this, noteX1,11 = 21. Also, the upper-right block of
the equationXTX = qI+ J givesXT

1,1X1,2 = J, whereJ is
(q + 2)× (q2 − 1). Together, these facts imply

(q + 2)1T = 1TJ = 1TXT
1,1X1,2 = 2(1TX1,2).

Thus,1TX1,2 = 1
2 (q + 2)1T, which implies thatq is even.

Also, since1TX = (q + 1)1T then

(q + 1)1T = 1TX1,2 + 1TX2,2 = 1
2 (q + 2)1T + 1TX2,2.

Thus, we indeed haveXT
2,21 = 1

2q1.
The partition given in Lemma 2 has a geometric meaning:

the column partition indicates whether a vertex is in the
hyperoval or not, while the row partition indicates whethera
block intersects the hyperoval in two or zero vertices, namely
whether the block is secant or exterior to the hyperoval.

The matrixXT
2,2 given in Lemma 2 is the incidence matrix

of a type of Denniston design[8]. As an example of this
lemma, note the incidence matrix of the projective plane of

order 2 given in (7) is already in this form. There,X2,2 is
a 1 × 3 matrix of ones, corresponding to a degenerate BIBD
with v = k = λ = 1 andb = r = 3.

To prove our main result, we need an infinite family of
matrices of form (13), and thus need a general construction of
hyperovals. Recall that projective planes of orderq are only
known to exist whenq is the power of a prime. When coupled
with the requirement thatq be even, this means that all known
constructions of hyperovals lie in projective planes of order
q = 2e for somee ≥ 1. For the canonical projective plane of
orderq = 2e, the canonical hyperoval is set:

{[t, t2, 1] : t ∈ Fq} ∪ {[0, 1, 0]} ∪ {[1, 0, 0]}. (14)

No three of these vertices lie in a common block, since no
three of the corresponding vectors are linearly dependent,a
fact that follows from the corresponding3× 3 determinants.

We form new ETFs from the duals of projective planes
containing hyperovals, as well as special affine planes thatthey
contain. The requisite designs are produced by the following:

Lemma 3. If a projective plane of orderq contains a hyper-
oval then its dual has an incidence matrix of the form

Y =

[

Y1,1 Y1,2

0 Y2,2

]

(15)

where Y1,1 and YT
2,2 are the incidence matrices of a

BIBD(12q(q − 1), 1
2q, 1) andBIBD(q + 2, 2, 1), respectively.

Moreover, removing any one of the lastq+2 rows ofY along
with the q + 1 columns it indicates produces an affine plane
of order q with an incidence matrix of the form

Z =

[

Y1,1 Z1,2

0 Z2,2

]

(16)

whereZT
2,2 is the incidence matrix of aBIBD(q + 1, 2, 1).

Proof: For (15), take the transpose of the decomposition
given in Lemma 2 and then permute rows and columns. For the
remaining conclusions, recall from Section II that removing
any single block (row) ofY along with theq + 1 vertices
(columns) it contains produces an affine plane of orderq.
Choosing one of the lastq+2 blocks in particular removes one
row andq + 2 columns fromY2,2, removes one row from0,
removesq+1 columns fromY1,2 and leavesY1,1 untouched,
resulting in a matrix of form (16). Moreover, since the columns
of Y2,2 indicate all pairs ofq + 2 rows, the columns ofZ2,2

indicate all pairs of the remainingq + 1 rows, meaningZT
2,2

is the incidence matrix of aBIBD(q + 1, 2, 1).
For example, the projective plane of order2 given in (7)

contains a hyperoval since it has form (13). Taking its trans-
pose and then permuting rows and columns gives a7 × 7
incidence matrix of a projective plane that has form (15):





















1 0 0 1 1 0 0
1 0 1 0 0 1 0
1 1 0 0 0 0 1
0 1 1 1 0 0 0
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1





















,

















1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1

















. (17)
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The second matrix here is an example of an incidence matrix
of an affine plane that has form (16). It is obtained by removing
the fourth row and columns2, 3 and4 from the first matrix.

We form Steiner-like ETFs by using such BIBDs to embed
the rows of two distinct (possibly complex) Hadamard matri-
ces, one of sizeq+2 and the other of sizeq. As with Steiner
ETFs, we remove a row from a Hadamard matrix of sizeq+2
to obtain a(q+1)× (q+2) matrixS whose columns{sl}q+2

l=1

form a unimodular simplex forFq+1. See (9) for an example
of S for q = 2. We also take the negative of the last row of a
q× q Hadamard matrix and attach it to its bottom to produce
a (q + 1)× q matrix C. For example, whenq = 2,

C =





+ +
+ −
− +



 . (18)

The columns of such a matrixC have the following properties:

Definition 2. For any r ≥ 3, a correspondingunimodular
cosimplexis a sequence of vectors{cl}r−1

l=1 in Fr with the
property that eachcl has unimodular entries, the last two
entries of anycl sum to zero, and|〈cl, cl′〉| = 1 for all l 6= l′.

To form new ETFs, letZ be the incidence matrix of an
affine plane of orderq of form (16), use the first12q(q − 1)

of the operators{Ej}q
2

j=1 (cf. Definition 1) to embedS,
and use the remaining operators to embedC. For example,
using the first column of the6 × 4 affine plane in (17) to
embed (9) and using the remaining columns to embed (18)
gives

[

E1S E2C E3C E4C
]

, namely
















+ − − + + + 0 0 0 0
+ + − − 0 0 + + 0 0
+ − + − 0 0 0 0 + +
0 0 0 0 + − + − 0 0
0 0 0 0 − + 0 0 + −
0 0 0 0 0 0 − + − +

















. (19)

Note that by inspection, the10 columns of this matrix are
equiangular with coherence13 . However, these vectors do not
form an ETF forR6: the rows of (19) are not orthogonal, and
moreover lettingn = 10 andd = 6 in (1) does not yield13 .
Rather, by the final statement of Lemma 1, they form an ETF
for a5-dimensional orthogonal complement of(0, 0, 0, 1, 1, 1).

When applied to the affine plane produced by Lemma 3
from the canonical hyperoval and projective plane of order
n = 4, this same approach yields the76-vector ETF for a19-
dimensional subspace ofC20, cf. Figure 1. It can also be ap-
plied to projective planes of form (15). For example, using the
7× 7 projective plane in (17) to embed (9) and (18) produces
[

E1S E2C E3C E4C E5C E6C E7C
]

, a 16-
vector ETF for a6-dimensional orthogonal complement of
(0, 0, 0, 1, 1, 1, 1) in R7. We now formally prove these facts.

Theorem 1. For a projective plane of orderq that contains a
hyperoval, let{Ej}q

2

j=1 be embeddings arising from an affine
plane of form(16), cf. Definition 1. Let{sl}q+2

l=1 and {cl}ql=1

be a unimodular simplex and cosimplex forFq+1, respectively,
cf. Definition 2. Then

{Ejsl}q+2
l=1,

1

2
q(q−1)

j=1 ∪ {Ejcl}ql=1,
q2

j= 1

2
q(q−1)+1

(20)

is a q(q2+ q−1)-vector ETF for the(q2+ q−1)-dimensional
subspace ofFq(q+1) that consists of those vectors whose last
q + 1 entries sum to zero.

Moreover, if we instead let{Ej}q
2+q+1

j=1 be embeddings
arising from a projective plane of form(15), then

{Ejsl}q+2
l=1,

1

2
q(q−1)

j=1 ∪ {Ejcl}ql=1,
q2+q+1

j= 1

2
q(q−1)+1

(21)

is aq2(q+2)-vector ETF for theq(q+1)-dimensional subspace
of Fq2+q+1 of vectors whose lastq + 2 entries sum to zero.

Proof: We prove this result in the affine case; the proof
in the projective case is similar. Whenn = q(q2 + q − 1)
andd = q2 + q − 1, the Welch bound (1) is 1

q+1 . Moreover,
by definition, each embeddingEj maps an orthonormal basis
of its domain to one of its range. This means eachEj is an
isometry, namelyE∗

jEj = I. Since eachsl andcl hasq + 1
entries, all unimodular, this implies‖Ejsl‖2 = ‖sl‖2 = q+1
and similarly ‖Ejcl‖2 = q + 1. As such, to prove the first
claim using Lemma 1, it thus suffices to show that (i) each of
the vectors in (20) lies in a hyperplane ofFq(q+1) and that (ii)
the inner product of any two of these vectors has unit modulus.

For (i), we claim all vectors in (20) lie ind⊥ where

d ∈ F
q(q+1), d(i) =

{

0, 1 ≤ i ≤ q2 − 1,
1, q2 ≤ i ≤ q(q + 1).

Indeed, for anyj with 1 ≤ j ≤ 1
2q(q − 1), the form (16)

of our affine plane gives(Ejsl)(i) = 0 for all l whenever
q2 ≤ i ≤ q(q + 1), and so〈d,Ejsl〉 = 0. In the remaining
case where12q(q − 1) + 1 ≤ j ≤ q2 + q + 1, the form of our
affine plane along with a property of the cosimplex gives

〈d,Ejcl〉 =
q(q+1)
∑

i=q2

(Ejcl)(i) = cl(q) + cl(q + 1) = 0.

For (ii), since eachEj is an isometry and{sl}q+2
l=1 is a uni-

modular simplex,|〈Ejsl,Ejsl′〉| = |〈sl, sl′〉| = 1 whenever
l 6= l′. Similarly, since{cl}q+2

l=1 is a unimodular cosimplex,
|〈Ejcl,Ejcl′ 〉| = |〈cl, cl′〉| = 1 wheneverl 6= l′. A different
argument is required for inner products of the form

〈Ejsl,Ej′sl′〉, 〈Ejsl,Ej′cl′ 〉, 〈Ejcl,Ej′cl′〉, (22)

when j 6= n′. There, the fact that any two distinct blocks in
our BIBD have exactly one vertex in common implies that
exactly one column ofEj appears as a column ofEj′ while
all other columns have disjoint support. This impliesE∗

jEj′

is the outer productδiδ
∗
i′ of two standard basis elements of

Fr, cf. Lemma 2.1 of [10]. In particular,

〈Ejsl,Ej′sl′〉 = 〈sl,E∗
jEj′sl′〉 = 〈sl, δiδ

∗
i′sl′〉 = sl(i)sl′(i

′).

Similarly, the other two inner products in (22) aresl(i)cl′(i′)
and cl(i)cl′ (i

′). Since the entries of everysl and cl are
unimodular, these inner products have unit modulus.

We have some remarks about this result. First, recall that all
known constructions of hyperovals lie in projective planesof
order q = 2e for somee ≥ 1. Further recall that for any
such q, the canonical projective plane of orderq contains
the hyperoval (14). In this case, we construct the requisite
unimodular simplex and cosimplex from Hadamard matrices
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Φ =









































































a a f f
a a f f

a a f f
b b f g

b b f g
b b f g

c c f h
c c g g

c c g g
d d g h

d d h g
d d g h

e e h h
e e h h

e e h h
i i i i
j i i i

j j i i
j j j i

j j j j









































































,

ω = exp(2πi6 ),













a
b
c
d
e













=













1 ω2 ω4 1 ω2 ω4

1 ω4 ω2 1 ω4 ω2

1 1 1 ω3 ω3 ω3

1 ω2 ω4 ω3 ω5 ω1

1 ω4 ω2 ω3 ω1 ω5













,













f
g
h
i
j













=













1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

−1 1 1 −1













.

Fig. 1. A complex ETF ofn = 76 vectors for the19-dimensional subspace ofC20 that consists of vectors whose last5 entries sum to zero. It was recently
shown that no real ETF with parametersn = 76, d = 19 exists [1], [33]. To increase readability, we denote the rows of a 5 × 6 and 5 × 4 unimodular
simplex and cosimplex by the first10 letters of the alphabet. Blank entries denote rows of zeros of the appropriate size. This ETF is formed in the manner
of Theorem 1: a hyperoval in a projective plane of order4 decomposes a certain affine plane, cf. Lemma 3; this affine plane is then used to embed6 copies
of the simplex and14 copies of the cosimplex intoC20. The first36 vectors form a known Steiner ETF forC15 arising from a Denniston design [12]. The
last 40 of these vectors are real.

In detail, we form a projective plane of orderq = 22 = 4 by identifying F3
q with the additive group ofFq3 = F64 = Z2(α), whereα is a root of

the primitive polynomialβ6 + β + 1 overZ2 [14]. For the sake of simplicity, we performed field calculations in MATLAB using an isomorphism between
F64 and certain6× 6 matrices overZ2 [30]. The set of vertices in our projective plane isV = F

×

64
/F×

4
= 〈α〉/〈α21〉 ∼= Z21, and all blocks correspond to

cyclic shifts of the Singer difference set{i ∈ Z21 : 0 = tr(αi) = αi + α4i + α16i} = {3, 6, 7, 12, 14}. Here, the canonical hyperoval{0, 1, 2, 3, 5, 14} is
obtained by taking the logarithm baseα of the vertices{t + t2α+ α2 : t ∈ F4} ∪ {1} ∪ {α} given in (14). This hyperoval provides a21 × 21 incidence
matrix of form (13). Permuting its dual (transpose) gives a matrix of form (15). Removing a “hyperoval” row and its corresponding columns produces the
20× 16 affine plane of form (16) that we used above.

of sizeq+2 = 2e+2 andq = 2e, respectively. The second of
these two Hadamard matrices can always be chosen to be real,
obtained for example by taking the Kronecker product of the
canonical2×2 Hadamard matrix with itselfe times. However,
q+2 = 2e+2 is not divisible by4 except whene = 1, meaning
our first Hadamard matrix is necessarily complex except when
q = 2. That is, we obtain our (complex) unimodular simplex
by removing a row from a discrete Fourier transform of size
q + 2, for example. Together, these facts imply:

Corollary 1. For any e ≥ 1, applying Theorem 1 to the
canonical projective plane of orderq = 2e gives ann-vector
ETF for Cd wheren andd are given by(3). This ETF is real
whene = 1, and is otherwise complex.

A second remark: while the ETF (20) arising from an affine
plane of orderq = 2e is new, the ETF (21) arising from a
projective plane may not be. To be precise, twon-vector ETFs
for Hd areequivalentif their synthesis operators satisfy

Φ1 = UΦ2DP

for some unitary operatorU onHd and somen×n matricesD
andP whereD is diagonal with unimodular diagonal entries
and P is a permutation. Two ETFs that are constructed in
different ways may, in fact, be equivalent. For example, in [16],
it is shown that every harmonic ETF arising from a McFarland

difference set [9] is equivalent to a special type of Steiner
ETF arising from an affine geometry [12]. The ETF (21) has
n = q2(q+2) andd = q(q+1), and so it might be equivalent to
Steiner ETFs from affine planes. We do not know: determining
whether two ETFs are equivalent is similar to determining
whether two graphs are isomorphic, and we leave a deeper
investigation of (21) for future work.

For any q = 2e wheree > 1, the ETF (20) is new [11].
Indeed, strongly regular graphs corresponding to real ETFs
with these parameters are not known to exist [5], [6], and
have been shown to not exist whenq = 4 [1], [33]. Moreover,
no ETF with these parameters can be harmonic since

d(d− 1)

n− 1
= q + 1− 2q + 3

(q + 1)2

is not an integer; for harmonic ETFs, this quantity is the
number of ways a nonzero element of the group can be
written as a difference of members of the difference set. Also,
no ETF with these parameters is a Steiner ETF, since by
Theorem 2 of [12], the correspondingBIBD(v, k, 1) would
haveb = q2 + q − 1 andr = q + 1 and so

k =
r(r − 1)

r2 − b
= q − 1 +

2

q + 2

which is not an integer.
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Another remark about Theorem 1: note (16) contains the
incidence matrixY1,1 of a BIBD(12q(q − 1), 1

2q, 1), and
is also contained in (15). This means the Steiner ETF
{Ejsl}q+2

l=1,

1

2
q(q−1)

j=1 arising from this Denniston design is con-
tained in the ETF (20), which in turn is contained in the
ETF (21). To our knowledge, this is the first time three
nontrivial nestedETFs have been discovered. This possibility
suggests a new program for discovering ETFs: given an
existing ETF, find other ETFs it contains as well as other
ETFs that contain it.

A final remark: note that by Lemma 1, the frame operator
of (20) is necessarily a scalar multiple of a projection onto
the subspace of vectors inFq(q+1) whose lastq + 1 entries
sum to zero. In fact, this condition implies the construction
of Theorem 1 does not generalize to any BIBDs that are not
affine or projective planes. To be precise, let

X =

[

X1,1 X1,2

0 X2,2

]

(23)

be the incidence matrix of anyBIBD(v, k, 1) whereX1,1 and
XT

2,2 are the incidence matrices of someBIBD(v0, k0, 1) and
BIBD(b0, 2, 1), respectively. Here, (5) and (6) imply

k0 = k − k(k + 1)

2r
, v0 = r(k0 − 1) + 1, b0 = k + 1.

Use the firstv0 columns ofX to embed anr × (r + 1)
unimodular simplexS, and use the remaining columns to
embed anr×(r−1) unimodular cosimplexC à la Theorem 1.
Let Φ be the resultingb× [v(r− 1)+2v0] synthesis operator.
The columns ofΦ are equiangular; we want to know when
they form a tight frame for their span. SinceSS∗ = (r+1)I,

CC∗ = (r − 1)





I 0 0

0 1 −1
0 −1 1



 ,

the structure ofX implies the frame operator is

ΦΦ∗ =

[

k(r + 1− k+1
r

)I 0

0 (r − 1)[(k + 1)I− J]

]

.

Computing the spectrum ofΦΦ∗, we see it is a multiple of
an orthogonal projection if and only ifk(r + 1 − k+1

r
) =

(k + 1)(r − 1), or equivalently,0 = (r − k)[r − (k + 1)].
By Lemma 1, we thus see these equiangular vectors form an
ETF for their span if and only if eitherr = k or r = k + 1,
namely when the underlying BIBD is either a projective plane
or affine plane of form (23).

IV. FLAT ETFS

A matrixΦ is flat if all of its entries have constant modulus.
Flat waveforms are often used in real-world applications such
as radar and wireless communication since they allow a
transmitted waveform to have the maximal amount of energy
subject to the transmitter’s power limit. That is, mathemati-
cally speaking, flat vectors provide the largest possible ratio of
2-norm to∞-norm. In light of this, it is natural to investigate
ETFs that have flat synthesis operators.

Previous work on this topic has focused on flatm × n
matrices whose columns form an ETF forFm. In particular,

the synthesis operator of a harmonic ETFs is flat, being a
submatrix of a character table (discrete Fourier transform)
of a finite abelian group. Some of these ETFs have recently
been used to construct minimally-coherent vectors in a regime
where no ETF can exist [4]. Steiner ETFs, on the other hand,
are very sparse. Nevertheless, whenever the underlying BIBD
is resolvable, one can rotate the synthesis operator of a Steiner
ETF so as to make it flat [16].

We begin this section by generalizing the method of [16] so
as to apply it to the ETF in (20). This produces a flatm× n
matrix Φ whose columns form an ETF for a proper subspace
Hd of Fm. We then consider such ETFs in general, discussing
a connection between them andsupersaturated designs, as
well as how some of them imply the existence of other ETFs.

From Section II, recall that parallelism is an equivalence
relation on the blocks of an affine plane, and that this implies
its blocks can be arranged asq + 1 groupings ofq disjoint
blocks. In particular, two rows of (16) lie in the same parallel
class precisely when they have disjoint support. LetP be a
permutation matrix that rearranges the rows of (16) into these
parallel classes. For example, for the affine plane of order2
in (17), takeP to be the6× 6 permutation matrix such that

P

















1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1

















=

















0 0 1 1
1 1 0 0
0 1 0 1
1 0 1 0
0 1 1 0
1 0 0 1

















. (24)

Since a permutation is unitary, applying it to the synthesis
operatorΦ of the ETF (20) that arises from (16) yields another
ETF. For example, recall the columns of the6× 10 matrix Φ

given in (19) form an ETF for the orthogonal complement of
(0, 0, 0, 1, 1, 1). TakingP from (24), the columns of

PΦ =

















0 0 0 0 0 0 − + − +
+ − − + + + 0 0 0 0
0 0 0 0 − + 0 0 + −
+ + − − 0 0 + + 0 0
0 0 0 0 + − + − 0 0
+ − + − 0 0 0 0 + +

















, (25)

thus form a10-vector ETF for the orthogonal complement
of (1, 0, 1, 0, 1, 0). Note here that we have chosen the first
member of every parallel class from the bottomq + 1 rows
of (16). This is always possible sinceZT

2,2 is the incidence
matrix of aBIBD(q + 1, 2, 1), meaning none of thoseq + 1
rows have disjoint support. Doing so ensures that the columns
of PΦ are orthogonal to1⊗ δ1 in general (the concatenation
of q + 1 copies of the first standard basis element inFq).

With PΦ in this form, we now multiply it on the left by
a block-diagonal matrixI⊗H whose diagonal blocks are all
some Hadamard matrixH of size q whose first column is
1. SinceH is a scalar multiple of a unitary operator, the
columns of (I ⊗ H)PΦ form an ETF for the orthogonal
complement of(I ⊗H)(1⊗ δ1) = 1⊗ 1 = 1. For example,
multiplying (25) by I ⊗ H whereH is the canonical2 × 2
Hadamard matrix gives a10-vector ETF for the orthogonal
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complement of(1, 1, 1, 1, 1, 1), namely for the space of vectors
in R6 whose entries sum to zero:

















+ − − + + + − + − +
− + + − − − − + − +
+ + − − − + + + + −
− − + + − + − − + −
+ − + − + − + − + +
− + − + + − + − − −

















. (26)

As seen in this example,(I⊗H)PΦ is flat since each column
of PΦ has only one index of support in each parallel class.

Note here that wheneverq = 2e for some e ≥ 1 (the
only case where projective planes that contain hyperovals are
known to exist), both the requisite cosimplex and Hadamard
matrix can be chosen to be real, implying the last1

2q
2(q+1)

vectors in the ETF are{±1}-valued and also have the property
that their entries sum to zero. For example, permuting the rows
of the20× 76 in Figure 1 and then multiplying it by5 copies
of the canonical4 × 4 Hadamard matrix gives a flat20× 76
matrix whose columns form a76-vector ETF for the space of
vectors inC20 whose entries sum to zero. The last40 of these
vectors are{±1}-valued while the first36 take values from
the sixth roots of unity. In summary:

Theorem 2. For a projective plane of orderq that contains
a hyperoval, letΦ be the synthesis operator of the ETF(20).
There exists a permutation matrixP and a Hadamard matrix
H of sizeq such that(I ⊗ H)PΦ is flat (unimodular) and
its columns form an ETF for the space of vectors inFq(q+1)

whose entries sum to zero.
In particular, whenq = 2e, e ≥ 1, choosing the simplex,

cosimplex and Hadamard matrix appropriately yields an ETF
of this type where each vector’s entries are(q+ 2)th roots of
unity, with the last12q

2(q + 1) vectors being{±1}-valued.

A. Flat ETFs and supersaturated designs

The flat ETFs given in Theorem 2 are closely related to
supersaturated designs in the field of statistics known as design
of experiments. There, one seeks{±1}-valuedm×n matrices
Φ whose columns{ϕi}ni=1 are orthogonal to1 and are also
maximally orthogonal in some sense. To relate that theory to
our work here, recall the proof of Lemma 1: for any{ϕi}ni=1

in a d-dimensional subspaceHd of Fm with ‖ϕi‖2 = r for
all i, rewriting (12) gives:

r2(n−d)
d(n−1) ≤ 1

n(n−1)

n
∑

i,j=1
i6=j

|〈ϕi,ϕj〉|2 ≤ max
i6=j

|〈ϕi,ϕj〉|2, (27)

where the first and second inequalities hold with equality pre-
cisely when{ϕi}ni=1 is a tight frame forHd and equiangular,
respectively. In supersaturated designs, eachϕi is restricted
to be {±1}-valued and lie in the orthogonal complement of
1 ∈ R

m. Under these assumptions, the first half of (27)
becomes

m2(n−m+ 1)

(m− 1)(n− 1)
≤ E(s2) :=

1

n(n− 1)

n
∑

i6=j

|〈ϕi,ϕj〉|2.

In the supersaturated design literature, this inequality is well-
known [19], [27], and{±1}-valued tight frames for1⊥ are
called E(s2)-optimal designs. In light of the second half
of (27), we pose the following problem:

Problem 1. For what values ofm,n does there exist a
sequence{ϕi}ni=1 of {±1}-valued vectors that forms an ETF
for the orthogonal complement of1 in Rm, and so has

|〈ϕi,ϕj〉| = m

[

(n−m+ 1)

(m− 1)(n− 1)

]
1

2

, ∀i 6= j?

Such ETFs are optimal inminimax sense, cf. [23]. It
is unclear when they exist: reviewing both the ETF and
supersaturated design literature, the only example of suchan
ETF we could find is whenm = 6 andn = 10, namely (26)
or the equivalent ETF (4). In the case wherem = q(q + 1),
n = q(q2 + q − 1) for someq = 2e, e > 1, the ETFs of
Theorem 2 almost work. The only issue is that the entries of
their first 1

2q(q
2 + q − 2) vectors are(q + 2)th roots of unity,

not necessarily±1. As a partial solution to Problem 1, we
have the following necessary condition onm andn:

Theorem 3. If m > 2 and there aren vectors inRm with
entries in{±1} that form an ETF for1⊥, then there exists an
even integerq ≥ 2 such that

m = q(q + 1), n = q(q2 + q − 1). (28)

Proof: We exploit known integrality conditions on the
existence of real ETFs: if1 < d < n − 1 andn 6= 2d, and
there exists ann-vector ETF for ad-dimensional real Hilbert
space, then both

[

d(n− 1)

n− d

]
1

2

,

[

(n− d)(n− 1)

d

]
1

2

, (29)

are odd integers [26]. These quantities are the reciprocalsof
the Welch bounds for the ETF and its Naimark complements,
respectively. Here, our Hilbert space1⊥ ⊂ Rm has dimension
d = m − 1 > 1. Since our vectors are{±1}-valued, their
inner products are integers. Since they are also orthogonalto
1, m = d+1 is necessarily even. Since they form an ETF for
1⊥, they achieve the Welch bound (1), meaning the absolute
value of their inner products is

(d+ 1)

[

n− d

d(n− 1)

]
1

2

. (30)

Together, these facts imply (30) is an integer. This immediately
rules outd = n − 1, since in this case (30) becomes1 + 1

d
.

Moreover, in the casen = 2d, a polynomial long division
reveals the square of (30) to be

(d+ 1)2

2d− 1
=

1

4

(

2d+ 5 +
9

2d− 1

)

.

Sinced is odd, this is only an integer whend = 5, in which
case(m,n) = (6, 10) is of form (28) withq = 2; an example
of such an ETF is given in (4). Knowing1 < d < n − 1
and having handled the case wheren = 2d, we now assume
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n 6= 2d, implying the numbers in (29) are odd integers. As
such, products of (29) and (30) are integers. In particular,

(d+ 1)

[

n− d

d(n− 1)

]
1

2

[

(n− d)(n− 1)

d

]
1

2

= n− d− 1 +
n

d

is an integer, implying theredundancyq := n
d

is an integer.
Squaring the integer (30) and writingn = qd gives

(q − 1)(d+ 1)2

(qd− 1)
=

r − 1

r2

[

qd+ 2q + 1 +
(q + 1)2

qd− 1

]

,

implying qd−1 divides(q−1)(q+1)2. As such, there exists a
positive integerj such that(q−1)(q+1)2 = j(qd−1). Modulo
q, this equation becomes1 ≡ j mod q. At the same time, the
Gerzon bound[17] on real ETFs states thatn ≤ 1

2d(d + 1).
Thus,d2 > n and sod > n

d
= q, implying

j =
(q − 1)(q + 1)2

qd− 1
<

(q − 1)(q + 1)2

q2 − 1
= q + 1.

Since 0 < j < q + 1 and j ≡ 1 mod q, we havej = 1
and so(q − 1)(q + 1)2 = qd − 1. Solving for d then gives
d = q2 + q− 1. Notingm = d+1 andn = qd gives (28). To
show q is even, recall the first quantity in (29) is odd; since
d = q2 + q − 1 andn = qd, this quantity isq + 1.

Here, we emphasize that the parametersm and n of the
complex flat ETFs produced by Theorem 2 are identical to
those given in (29). That is, whenq = 2e, e ≥ 1, definingm
andn by (29), Theorem 2 produces anm × n complex flat
matrix whose columns form an ETF for1⊥. We also note that
in light of Theorem 3, Problem 1 is equivalent to:

Problem 2. Given q even, does there exist a sequence
{ϕi}

q(q2+q−1)
i=1 of {±1}-valued vectors that form an ETF for

1⊥ in R
q(q+1), and so have|〈ϕi,ϕj〉| = q for all i 6= j?

The answer to Problem 2 is “yes” whenq = 2, e.g. (4), and
“no” when q = 4, since real ETFs with(d, n) = (19, 76) do
not exist [1], [33]. To our knowledge, theq = 6 case is open.
Here, (m,n) = (42, 246) and so computer-assisted searches
might be impractical. Cases like this wheren

m
= q ≡ 2 mod 4

are particularly interesting since they might be related toa fact
from [16]: if there existm×n real flat matrices whose columns
form an ETF for the entire spaceRm, and if these matrices
arise fromBIBD(v, k, 1) in the manner of [12], [16], then
n
m

≈ k ≡ 2 mod 4.

B. Extending flat ETFs to larger ETFs

We conclude this paper by discussing how we can append
vectors to certain flat ETFs to produce other ETFs. The
inspiration for this work was the realization that both the
columns and the rows of the matrices discussed in Theorems 2
and 3 form ETFs for their respective spans, and that the
Welch bounds for these “paired” ETFs are closely related.
To be precise, ifq is any positive integer andΦ is any
q(q + 1) × q(q2 + q − 1) matrix whose columns form an
ETF for 1⊥ in Fm, then Lemma 1 impliesΦΦ∗ = aΠ
wherea = q2(q + 1) andΠ = I− 1

q(q+1)J is the orthogonal
projection operator onto1⊥. That is,

ΦΦ∗ = q2(q + 1)I− qJ.

This means the columns ofΦ∗ are equiangular, with the inner
product of any two of them being−q. Remarkably, scaling
the Welch bound of its columns by their norms, we find their
inner products have the same magnitude:

m

[

n− d

d(n− 1)

]
1

2

= q(q + 1)

[

q − 1

q3 + q2 − q − 1

]
1

2

= q.

Even more remarkably, we found that concatenating suchΦ

with qI +
√
q+2−1
q−1 J led to even larger ETFs. For example,

for the 10-vector flat ETF for1⊥ ⊆ R6 given in (4), we can
append6 vectors to it to form a16-vector ETF forR6:





















+ + + + + + + + + + 7
3

1
3

1
3

1
3

1
3

1
3

+ + + + − − − − − − 1
3

7
3

1
3

1
3

1
3

1
3

+ − − − + + + − − − 1
3

1
3

7
3

1
3

1
3

1
3

− + − − + − − + + − 1
3

1
3

1
3

7
3

1
3

1
3

− − + − − + − + − + 1
3

1
3

1
3

1
3

7
3

1
3

− − − + − − + − + + 1
3

1
3

1
3

1
3

1
3

7
3





















.

In general, we do not know whether these ETFs are equivalent
to other known families of ETFs with these same parameters,
such as harmonic ETFs arising from certain McFarland dif-
ference sets [9], Steiner ETFs arising from affine planes [12],
or those instances of (21) in Theorem 1 arising from a known
hyperoval in a projective plane of orderq = 2e. One reason
such a construction is possible is that the columns ofΦ are
orthogonal to those ofJ, and so only interact with the “I”
component of the columns of matrices of the formfI + gJ.
Generalizing this construction gives the following result:

Theorem 4. SupposeΦ is anm× n non-square matrix with
unimodular entries and that the columns ofΦ and Φ∗ both
form ETFs for theird-dimensional spans with

1

n

[

n− d

d(n− 1)

]
1

2

=
1

m

[

m− d

d(m− 1)

]
1

2

. (31)

Then there exist real scalarsf, g such that the columns of

Ψ =
[

Φ fΦΦ∗ + gI
]

form an (m+ n)-vector ETF forFm, namely

f = − (m+ n− 1)
1

2

(m+ n)
1

2 (m+ n− 1)
1

2 ± (mn)
1

2

,

g = (m+ n)
1

2 . (32)

Proof: We begin by expressingd in terms ofm andn.
Squaring (31) and simplifying gives

mn[m(m− 1)− n(n− 1)]
1

d
= m2(m− 1)− n2(n− 1).

SinceΦ is not square by assumption, we can divide both sides
of this equation bym− n to obtain

mn(m+ n− 1)
1

d
= (m+ n)(m+ n− 1)−mn.

That is,d = rank(Φ) = rank(Φ∗) necessarily satisfies

1

d
=

1

m
+

1

n
− 1

m+ n− 1
. (33)
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This fact in hand, note that since the columns{ϕi}ni=1 of Φ
form an ETF for their span with‖ϕi‖2 = m for all i, Lemma 1
givesΦΦ∗Φ = aΦ where

a =
mn

d
=

1

m
+

1

n
+

mn

m+ n− 1
. (34)

Taking adjoints givesΦ∗ΦΦ∗ = aΦ∗ as well. As such, the
frame operator ofΨ is

ΨΨ∗ = ΦΦ∗ + (fΦΦ∗ + gI)(fΦΦ∗ + gI)∗

= (af2 + 2fg + 1)ΦΦ∗ + g2I.

Since thef andg given in (32) satisfy

af2 + 2fg + 1 = 0, (35)

we haveΨΨ∗ = (m + n)I. Thus, the columns ofΨ form a
tight frame forFm. Next, the Gram matrix ofΨ is

Ψ∗Ψ =

[

Φ∗

fΦΦ∗ + gI

]

[

Φ fΦΦ∗ + gI
]

=

[

Φ∗Φ (af + g)Φ∗

(af + g)Φ (af2 + 2fg)ΦΦ∗ + g2I

]

=

[

Φ∗Φ (af + g)Φ∗

(af + g)Φ g2I−ΦΦ∗

]

. (36)

Since Φ is an m × n matrix with unimodular entries and
g2 = m + n, all of the diagonal entries ofg2I −ΦΦ∗ have
value(m+n)−n = m, which equals the value of the diagonal
entries ofΦ∗Φ. Thus, the columns ofΨ form an equal norm
tight frame forFm. To show they form an ETF, note we can
rewrite (31) as

m

[

n− d

d(n− 1)

]
1

2

= n

[

m− d

d(m− 1)

]
1

2

, (37)

namely that the off-diagonal entries ofΦ∗Φ andΦΦ∗ have
the same modulus. We further note that the values in (37) are
equal to|af + g|. Indeed, (35), (32) and (34) give

(af + g)2 = a(af2 + 2fg) + g2 =
mn

m+ n− 1
,

which is the same value obtained by substituting (33) into the
squares of the quantities in (37), e.g.,

m2 n− d

d(n− 1)
=

m2

n− 1

( n

m
+ 1− n

m+ n− 1
− 1

)

=
mn

m+ n− 1
.

RecallingΦ has unimodular entries, this means all the off-
diagonal entries of (36) have the same modulus, and so the
columns ofΨ form an ETF forFm.

In the special case whered = m−1, (33) reduces to having
n2+(m−1)n−m(m−1)2 = 0, whose only positive solution
is n = 1

2 (m − 1)[(4m + 1)
1

2 − 1]. Here, since4m + 1 is an
odd square, it can be written as

4m+ 1 = (2q + 1)2 = 4q2 + 4q + 1

for some integerq, meaningm = q(q+1), which in turn gives
n = 1

2 (q
2 + q − 1)[(2q + 1) − 1] = q(q2 + q − 1). For this

choice ofm andn, if there exists anm× n flat matrix with
unimodular entries whose columns form an ETF for1⊥, then

Theorem 4 produces an ETF ofq2(q+2) vectors forFq(q+1).
In the real-variable setting, this leads to the following result,
which is an avenue for future research on the nexus of ETFs
and supersaturated designs:

Corollary 2. If there exists a solution to Problem 2 for a
givenq, then there exists a real ETF ofq2(q + 2) vectors for
Fq(q+1).

In particular, whenq = 6, if there exists a{±1}-valued
matrix of size42× 246 whose columns form an ETF for1⊥,
then there is an ETF of288 vectors inR42, resolving an open
problem in the theory of strongly regular graphs.

Interestingly, there are choices of(m,n, d) that satisfy (31)
but do not haved = m − 1, like (d,m, n) = (8, 10, 15). So
far, we have been unable to find an ETF with these parameters
that meets the hypotheses of Theorem 4. We leave a deeper
investigation of such ETFs withd < m−1 for future research.

We finish with a tantalizing connection between Theorem 4
and difference sets. To be precise, for a finite abelian groupG
of orderv, a k-element subsetD of G is a difference setof G
if the cardinality of{(δ, ε) ∈ G × G : γ = δ − ε} is constant
over all γ 6= 0. LettingH denote thev × v character table of
G, it is well-known that the columns of ak × v submatrix of
H form an ETF forFk if and only if thek rows correspond
to a difference set ofG [32], [9]. Now consider ak × k′

submatrixΦ of H corresponding to two subsetsD and D′

of G which indicate rows and columns, respectively. If both
D andD′ are difference sets ofG, thenΦ is a matrix with
unimodular entries and equiangular rows and columns. It is
possible thatΦ has rankd whered satisfies (31). For example,
whenG = Z4

2, numerical experimentation reveals we can take
D to be a McFarland difference set, and takeD′ to be the
complement of a distinct McFarland difference set, such as:

D = {0000, 0010, 1000, 1001, 1100, 1111},
D′ = {0000, 0001, 0010, 0100, 1000,

1001, 1011, 1100, 1110, 1111}.

The resulting6 × 10 matrix has unimodular entries and its
columns and rows form an ETF for their5-dimensional spans
in R6 andR10 respectfully. Remarkably, numerical experimen-
tation reveals other such “paired” difference sets exist when
G = Z2

4, but not whenG = Z2 × Z8 or G = Z2 × Z2 × Z4,
despite the fact that difference sets of cardinality6 and 10
exist in them all. That is, the existence of these sets seems
very sensitive to the group structure ofG itself. We summarize
this train of thought with the following open problem:

Problem 3. Given a finite abelian groupG, find all pairs of
difference setsD, D′ of G so that the corresponding submatrix
Φ of the character table ofG satisfies the hypotheses of
Theorem 4, namely whend = rank(Φ), m = |D| and
n = |D′| satisfy (31).
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