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Abstract

This paper considers a linear quasi-cyclic product code of two given quasi-cyclic codes of relatively prime lengths over finite
fields. We give the spectral analysis of a quasi-cyclic product code in terms of the spectral analysis of the row- and the column-
code. Moreover, we provide a new lower bound on the minimum Hamming distance of a given quasi-cyclic code and present a
new algebraic decoding algorithm.

More specifically, we prove an explicit (unreduced) basis of an `A`B-quasi-cyclic product code in terms of the generator
matrix in reduced Gröbner basis with respect to the position-over-term order (RGB/POT) form of the `A-quasi-cyclic row- and
the `B-quasi-cyclic column-code, respectively. This generalizes the work of Burton and Weldon for the generator polynomial of a
cyclic product code (where `A = `B = 1). Furthermore, we derive the generator matrix in Pre-RGB/POT form of an `A`B-quasi-
cyclic product code for two special cases: (i) for `A = 2 and `B = 1, and (ii) if the row-code is a 1-level `A-quasi-cyclic code
(for arbitrary `A) and `B = 1. For arbitrary `A and `B , the Pre-RGB/POT form of the generator matrix of an `A`B-quasi-cyclic
product code is conjectured.

The spectral analysis is applied to the generator matrix of the product of an `-quasi-cyclic and a cyclic code, and we propose
a new lower bound on the minimum Hamming distance of a given `-quasi-cyclic code. In addition, we develop an efficient
syndrome-based decoding algorithm for `-phased burst errors with guaranteed decoding radius.

Index Terms

Bound on the minimum Hamming distance, phased burst error, decoding, key equation, quasi-cyclic product code, reduced
Gröbner basis, spectral analysis, syndrome

I. INTRODUCTION

The family of quasi-cyclic codes over finite fields is an important class of linear block codes, which is—in contrast to cyclic
codes—known to be asymptotically good (see, e.g., Chen et al. [2]). Several quasi-cyclic codes have the highest minimum
Hamming distance for a given length and dimension (see, e.g., Gulliver and Bhargava [3] as well as Chen’s and Grassl’s
databases [4, 5]). Many good LDPC codes are quasi-cyclic (see, e.g., [6]) and the connection to convolutional codes was
investigated among others in [7–9].

Recent works of Barbier et al. [10, 11], Lally and Fitzpatrick [9, 12, 13], Ling and Solé [14–16], Semenov and Trifonov [17]
and Güneri and Özbudak [18] discuss different aspects of the algebraic structure of quasi-cyclic codes. Although several of
these works [9–18] propose new lower bounds on the minimum Hamming distance, their estimates are still far away from the
real minimum distance, and therefore, it is an open issue to find better bounds and in addition to develop efficient algebraic
decoding approaches.

The work of Wasan [19] considers quasi-cyclic product codes while investigating the mathematical properties of the wider
class of quasi-abelian codes. Some more results were published in a short note by Wasan and Dass [20]. Koshy proposed a
so-called “circle” quasi-cyclic product code in [21].

This work provides the generator matrix of an `A`B-quasi-cyclic product code A⊗B based on the given reduced Gröbner
basis (RGB) representation of Lally and Fitzpatrick [12] of the `A-quasi-cyclic row-code A and the `B-quasi-cyclic column-
code B. This generalizes the results of Burton and Weldon [22] and Lin and Weldon [23] for the generator polynomial of a
cyclic product code (see also [24, Chapter 18]). The generator matrix in Pre-RGB/POT form of an `A`B-quasi-cyclic product
code A⊗B is derived for two special cases: (i) for `A = 2 and `B = 1, and (ii) if the row-code A is a 1-level `A-quasi-cyclic
code and `B = 1. We conjecture the basis of A⊗ B for arbitrary `A and `B .

We apply the spectral analysis of Semenov and Trifonov [17] to the generator matrix in Pre-RGB/POT form of an `-quasi-
cyclic product code A ⊗ B, where A is an `-quasi-cyclic code and B is a cyclic code. Moreover, we propose a new lower
bound d∗ on the minimum Hamming distance of a given `-quasi-cyclic code A via embedding A into an `-quasi-cyclic product
code A⊗ B. This embedding approach provides an efficient syndrome-based algebraic decoding algorithm that guarantees to
decode up to b(d∗−1)/2c `-phased burst errors.

A. Zeh has been supported by the German research council (Deutsche Forschungsgemeinschaft, DFG) under grant Ze1016/1-1. S. Ling has been supported
by NTU Research Grant M4080456. Parts of the presented work were published in the proceedings of the 10th International ITG Conference on Systems,
Communications and Coding 2015 (SCC’2015) [1].
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The paper is structured as follows. We introduce basic notation, recall relevant parts of the Gröbner basis theory for quasi-
cyclic codes of Lally and Fitzpatrick [12] and the spectral analysis technique of Semenov and Trifonov [17] in Section II.
Section III covers elementary properties of quasi-cyclic product codes and our main theorem (Thm. 10) on the (unreduced)
basis of an `A`B-quasi-cyclic product code A ⊗ B, in terms of the two given generator matrices in RGB/POT form of the
`A-quasi-cyclic row-code A and the `B-quasi-cyclic column-code B, is proven. The generator matrix of a quasi-cyclic product
code is derived for two special cases. The first case is a 2-quasi-cyclic product code of a 2-quasi-cyclic and a cyclic code and
its generator matrix in Pre-RGB/POT form is proposed in Thm. 12. Thm. 14 gives the RGB form for the second case, i.e., an
`-quasi-cyclic product code of a 1-level `-quasi-cyclic and a cyclic code. The explicit expression of the generator matrix of
A⊗ B in Pre-RGB/POT form for arbitrary `A and `B is presumed in Conjecture 15, which we verified through reducing the
unreduced basis of several examples.

Although we could prove the RGB/POT form of the generator matrix of a quasi-cyclic product code only for the previously
mentioned cases (Thm. 12 and Thm. 14), we perform the spectral analysis for the instance of an `-quasi-cyclic product code
A ⊗ B, where A is an `-quasi-cyclic and B is a cyclic code in Section IV based on Conjecture 15. The new lower bound
d∗ is proposed in Section IV-B. Section V contains our syndrome-based decoding algorithm with guaranteed `-phased burst
error-correcting radius b(d∗ − 1)/2c. We conclude the paper in Section VI.

II. PRELIMINARIES

A. Notation and Reduced Gröbner Basis (RGB)

Let Fq denote the finite field of order q, Fq[X] the polynomial ring over Fq with indeterminate X , and Fnq the linear vector
space over Fq of dimension n. The entries of a vector v ∈ Fnq are indexed from zero to n−1, i.e., v = (v0 v1 · · · vn−1).
For two vectors v,w ∈ Fnq , the scalar product

∑n−1
i=0 viwi is denoted by v ◦w. For two positive integers a, b with b > a the

set of integers {a, a+ 1, . . . , b− 1} is denoted by [a, b) and we define the short-hand notation [b)
def
= [0, b). An m× n matrix

M ∈ Fm×nq is denoted as M = (mi,j)
j∈[n)
i∈[m) or where the size follows from the context, we use the short-hand notation (mi,j).

A linear [` ·m, k, d]q code C of length `m, dimension k, and minimum Hamming distance d over Fq is `-quasi-cyclic if
every cyclic shift by ` of a codeword is again a codeword of C, more explicitly if:

(c0,0 · · · c`−1,0 c0,1 · · · c`−1,1 · · · c0,m−1 · · · c`−1,m−1) ∈ C ⇒
(c0,m−1 · · · c`−1,m−1 c0,0 · · · c`−1,0 · · · c0,m−2 · · · c`−1,m−2) ∈ C.

We can represent a codeword of an [` ·m, k, d]q `-quasi-cyclic code C as c(X) = (c0(X) c1(X) · · · c`−1(X)) ∈ Fq[X]`,
where each entry is given by

cj(X)
def
=

m−1∑
i=0

cj,iX
i, ∀j ∈ [`). (1)

Then, the defining property of the `-quasi-cyclic code C is that it is closed under multiplication by X modulo (Xm − 1) in
each entry.

Lemma 1 (Codeword Representation: Vector to Univariate Polynomial). Let (c0(X) c1(X) · · · c`−1(X)) be a codeword of
an [` · m, k, d]q `-quasi-cyclic code C, where the entries are defined as in (1). Then a codeword in C, represented as one
univariate polynomial of degree smaller than `m, is

c(X) =

`−1∑
j=0

cj(X
`)Xj . (2)

Proof: Substituting (1) into (2) leads to:

c(X) =

`−1∑
j=0

cj(X
`)Xj =

`−1∑
j=0

m−1∑
i=0

cj,iX
i`+j .

Lally and Fitzpatrick [12, 25] showed that an `-quasi-cyclic code C can be viewed as an R-submodule of the algebra R`,
where R = Fq[X]/〈Xm − 1〉. The code C is the image of an Fq[X]-submodule C̃ of Fq[X]` containing

K̃ = 〈(Xm − 1)ej , j ∈ [`)〉 ,

where ej ∈ Fq[X]` is the standard basis vector with one in position j and zero elsewhere under the natural homomorphism

φ : Fq[X]` → R`

(c0(X) · · · c`−1(X)) 7→ (c0(X) + 〈Xm − 1〉 · · · c`−1(X) + 〈Xm − 1〉).
(3)



The submodule has a generating set of the form {ui, i ∈ [z), (Xm − 1)ej , j ∈ [`)}, where ui ∈ Fq[X]` and z ≤ ` (see,
e.g., [26, Chapter 5] for further information) and can be represented as a matrix with entries in Fq[X]:

U(X) =



u0,0(X) u0,1(X) · · · u0,`−1(X)
u1,0(X) u1,1(X) · · · u1,`−1(X)

...
...

. . .
...

uz−1,0(X) uz−1,1(X) · · · uz−1,`−1(X)
Xm − 1

Xm − 1 0
0

. . .
Xm − 1


. (4)

Every matrix U(X) as in (4) of an `-quasi-cyclic code C can be transformed to a reduced Gröbner basis (RGB) with respect
to the position-over-term order (POT) in Fq[X]` (as shown in [12, 25]). A basis in RGB/POT form can be represented by an
upper-triangular `× ` matrix with entries in Fq[X] as follows:

G(X) =


g0,0(X) g0,1(X) · · · g0,`−1(X)

g1,1(X) · · · g1,`−1(X)

0
. . .

...
g`−1,`−1(X)

 , (5)

where the following conditions must be fulfilled:

C1: gi,j(X) = 0, ∀0 ≤ j < i < `,
C2: deg gj,i(X) < deg gi,i(X), ∀j < i, i ∈ [`),
C3: gi,i(X) | (Xm − 1), ∀i ∈ [`),
C4: if gi,i(X) = Xm − 1 then

gi,j(X) = 0, ∀j ∈ [i+ 1, `).

We refer to these conditions as RGB/POT conditions C1–C4 throughout this paper and refer to the unreduced representation
as in (4) if necessary. The rows of G(X) with gi,i(X) 6= Xm − 1 (i.e., the rows that do not map to zero under φ as in (3))
are called the reduced generating set of the quasi-cyclic code C. Let kj = m− deg gj,j(X) for all j ∈ [`). A codeword of C
can be represented as c(X) = i(X)G(X), where i(X) = (i0(X) i1(X) · · · i`−1(X)) and deg ij(X) < kj , ∀j ∈ [`). The
dimension of C is k = m`−

∑`−1
j=0 deg gj,j(X). For ` = 1, the generator matrix G(X) in RGB/POT form as in (5) becomes

the well-known generator polynomial of a cyclic code of degree m − k. In this paper we consider the single-root case, i.e.,
gcd(m, char(Fq)) = 1.

We recall the following definition (see [25, Thm. 3.2]).

Definition 2 (r-level Quasi-Cyclic Code [25, Thm. 3.2]). We call an [` ·m, k, d]q `-quasi-cyclic code C an r-level quasi-cyclic
code if there is an index r ∈ [`) for which the RGB/POT matrix as defined in (5) is such that gr−1,r−1(X) 6= Xm − 1 and
gr,r(X) = · · · = g`−1,`−1(X) = Xm − 1.

Furthermore, the generator matrix in RGB/POT form of a 1-level `-quasi-cyclic code as in Def. 2 is stated in the following
corollary.

Corollary 3 (1-level Quasi-Cyclic Code [25, Corollary 3.3]). The generator matrix in RGB/POT form of an [` ·m, k, d]q 1-level
`-quasi-cyclic code C has the following form:

G(X) =
(
g(X) g(X)f1(X) · · · g(X)f`−1(X)

)
,

where g(X) | (Xm − 1), deg g(X) = m− k, and f1(X), . . . , f`−1(X) ∈ Fq[X].

B. Spectral Analysis of Quasi-Cyclic Codes

Let G(X) be the upper-triangular generator matrix of a given [` · m, k, d]q `-quasi-cyclic code C in RGB/POT form as
in (5). Let α ∈ Fqs be an mth root of unity. An eigenvalue λi of C is defined to be a root of det(G(X)), i.e., a root of∏`−1
j=0 gj,j(X). The algebraic multiplicity of λi is the largest integer ui such that (X − λi)ui | det(G(X)). Semenov and

Trifonov [17] defined the geometric multiplicity of an eigenvalue λi as the dimension of the right kernel of the matrix G(λi),
i.e., the dimension of the solution space of the homogeneous linear system of equations:

G(λi)v = 0. (6)



The solution space of (6) is called the right kernel eigenspace and it is denoted by Vi. Furthermore, it was shown that,
for a matrix G(X) ∈ Fq[X]`×` in RGB/POT form, the algebraic multiplicity ui of an eigenvalue λi equals the geometric
multiplicity [17, Lemma 1].

Definition 4 (Pre-RGB/POT Form). A generator matrix G(X) of C that satisfies RGB/POT Conditions C1, C3 and C4, but
not C2, is called a matrix in Pre-RGB/POT form. More explicitly, the generator matrix has the following form:

G(X) =


g0,0(X) g0,1(X) · · · g0,`−1(X)

g1,1(X) · · · g1,`−1(X)

0
. . .

...
g`−1,`−1(X)

 , (7)

where the entries of G(X) that can be different from their counterparts in the RGB/POT form, are marked by a bar.

Lemma 5 (Equivalence of the Spectral Analysis of a Matrix in Pre-RGB/POT Form). Let G(X) be an `× ` generator matrix
of an `-quasi-cyclic code C in RGB/POT form as in (5) and let G(X) be a generator matrix of the same code in Pre-RGB/POT
form as in Definition 4.

Let λi be an eigenvalue of G(X). Then, the right kernels of G(λi) and G(λi) are equal, i.e., the (algebraic and geometric)
multiplicity and the corresponding eigenvalues are identical.

Proof: To reduce the matrix G(X) to G(X) only linear transformations in Fq[X], i.e., linear combinations of rows are
necessary and therefore the right kernels of G(λi) and G(λi) are the same.

Moreover, Semenov and Trifonov [17] gave an explicit construction of the parity-check matrix of an [` ·m, k, d]q `-quasi-
cyclic code C and proved a BCH-like [27, 28] lower bound on the minimum Hamming distance d (see Thm. 19) using the
parity-check matrix and the so-called eigencode. We generalize their approach in Section IV, but do not explicitly need the
parity-check matrix for the proof, though the eigencode is still needed.

Definition 6 (Eigencode). Let V ⊆ F`qs be an eigenspace. Define the [nec = `, kec, dec]q eigencode corresponding to V by

C(V)
def
=
{
c ∈ F`q | ∀v ∈ V : v ◦ c = 0

}
.

If there exists an eigenvector v = (v0 v1 · · · v`−1) ∈ V with entries v0, v1, . . . , v`−1 that are linearly independent over Fq ,
then C(V) = {(0 0 · · · 0)} and dec is infinity.

To describe quasi-cyclic codes explicitly, we need to recall the following facts related to cyclic codes. A q-cyclotomic coset
Mi is defined as:

Mi
def
=
{
iqj mod m | j ∈ [a)

}
, (8)

where a is the smallest positive integer such that iqa ≡ i mod m. The minimal polynomial in Fq[X] of the element αi ∈ Fqs
is given by

Mαi(X) =
∏
j∈Mi

(X − αj). (9)

III. QUASI-CYCLIC PRODUCT CODES

In this section we consider an `A`B-quasi-cyclic product code A ⊗ B, where the symbol ⊗ stems from the fact that a
generator matrix with entries in Fq of A⊗B is the Kronecker product of the generator matrices (with entries in Fq) of A and
B (see, e.g., [24, Ch. 18. §2]). In the following, let A be an [nA = `A ·mA, kA, dA]q `A-quasi-cyclic code generated by the
following matrix in RGB/POT form as defined in (5):

GA(X) =


gA0,0(X) gA0,1(X) · · · gA0,`A−1(X)

gA1,1(X) · · · gA1,`A−1(X)

0
. . .

...
gA`A−1,`A−1(X)

 , (10)

and let B be an [nB = `B ·mB , kB , dB ]q `B-quasi-cyclic code with generator matrix in RGB/POT form:

GB(X) =


gB0,0(X) gB0,1(X) · · · gB0,`B−1(X)

gB1,1(X) · · · gB1,`B−1(X)

0
. . .

...
gB`B−1,`B−1(X)

 . (11)



We assume throughout the paper that gcd(nA, nB) = 1. Let two integers a and b be such that

anA + bnB = 1. (12)

A codeword c(X) ∈ Fq[X] of the [n = `A`B ·mAmB , k = kAkB , d = dAdB ]q product code A ⊗ B can then be obtained
from the nB × nA matrix (mi,j)

j∈[nA)
i∈[nB) representation, where each row is in A and each column is in B, as follows:

c(X) ≡
nB−1∑
i=0

nA−1∑
j=0

mi,jX
µ(i,j) mod (Xn − 1), (13)

where we give µ(i, j) in Lemma 7. This mapping was stated by Wasan in [19] and generalizes the result of Burton and
Weldon [22, Thm. I] for a cyclic product code to the case of an `A`B-quasi-cyclic product code A⊗ B.

Lemma 7 (Mapping to a Univariate Polynomial [19]). Let A be an `A-quasi-cyclic code of length nA and let B be an `B-
quasi-cyclic code of length nB . The product code A⊗B is an `A`B-quasi-cyclic code of length n = nAnB if gcd(nA, nB) = 1.

Proof: A codeword of the [nAnB , kAkB , dAdB ]q product codeA⊗B can be represented by an nB×nA matrix (mi,j)
j∈[nA)
i∈[nB) ,

where each row is a codeword of A and each column is a codeword of B. The entries of the matrix (mi,j) in the ith row and
jth column are mapped to the coefficients of the codeword by:

µ(i, j)
def
= ianA`A + jbnB`B mod n, (14)

where i ∈ [nB) and j ∈ [nA). In order to prove that the product code A⊗B is `A`B-quasi-cyclic it is sufficient to show that
a shift by `A`B of a codeword in A ⊗ B serialized to a univariate polynomial by (14) is again a codeword in A ⊗ B. This
will be true if a shift by `A in every row and a shift by `B in every column correspond to an `A`B-quasi-cyclic shift of the
univariate codeword obtained by (14), which is indeed the case:

µ(i+ `B , j + `A) ≡ (i+ `B)anA`A + (j + `A)bnB`B mod n

≡ ianA`A + jbnB`B + `A`B(anA + bnB) mod n

≡ µ(i, j) + `A`B mod n.

Instead of representing a codeword in A ⊗ B as one univariate polynomial in Fq[X] as in (13), we want to represent it
as a vector of `A`B univariate polynomials in Fq[X] (as in Lemma 1) to obtain an explicit expression of the basis of the
`A`B-quasi-cyclic product code A⊗ B.

Lemma 8 (Mapping to `A`B Univariate Polynomials). Let A be an `A-quasi-cyclic code of length nA = `AmA and let B be
an `B-quasi-cyclic code of length nB = `BmB . Let ` = `A`B , m = mAmB , and n = nAnB . Let (mi,j)

j∈[nA)
i∈[nB) be a codeword

of the `-quasi-cyclic product code A⊗ B, where each row is in A and each column is in B.
Define ` univariate polynomials as:

cg,h(X) ≡ Xν(g,h) ·
mB−1∑
i=0

mA−1∑
j=0

mi`B+g,j`A+hX
µ(i,j) mod (Xm − 1), ∀g ∈ [`B), h ∈ [`A), (15)

with

ν(g, h) = g(−bmB) + h(−amA) mod m, (16)
µ(i, j) = ianA + jbnB mod m. (17)

Then the codeword c(X) ∈ A⊗ B corresponding to (mi,j)
j∈[nA)
i∈[nB) is given by:

c(X) ≡
`B−1∑
g=0

`A−1∑
h=0

cg,h(X`A`B )Xg`A+h`B mod (Xn − 1). (18)

Proof: We have:

y ≡ µ(i, j) + ν(g, h) mod m.

⇔
`A`By ≡ `A`B(µ(i, j) + ν(g, h)) mod n. (19)



With anA − 1 = −bnB = −bmB`B and bnB − 1 = −anA = −amA`A, and using (16), we can rewrite (19) to:

`A`B(µ(i, j) + ν(g, h)) ≡ `A`Bµ(i, j) + g`A(−bmB`B) + h`B(−amA`A) mod n

≡ `A`Bµ(i, j) + g`A(anA − 1) + h`B(bnB − 1) mod n. (20)

With µ(i, j) as in (17) and µ(i, j) as in (14), we get from (20):

`A`B(ianA + jbnB) + g`A(anA − 1) + h`B(bnB − 1) ≡ (i`B + g)anA`A + (j`A + h)bnB`B − g`A − h`B mod n

≡ µ(i`B + g, j`A + h)− g`A − h`B mod n. (21)

Inserting (15) into (18) and using the result (21) for the manipulations of the exponents leads to:

c(X) ≡
`B−1∑
g=0

`A−1∑
h=0

mB−1∑
i=0

mA−1∑
j=0

mi`B+g,j`A+hX
µ(i`B+g,j`A+h) mod (Xn − 1). (22)

With i′ = i`B + g and j′ = j`A + h, we obtain from (22):

c(X) ≡
nB−1∑
i′=0

nA−1∑
j′=0

mi′,j′X
µ(i′,j′) mod (Xn − 1),

which coincides with the expression as in (13).
The mapping µ(i, j) as in (17) of the ` submatrices (mi`B ,j`A), (mi`B ,j`A+1), . . . , (mi`B+`B−1,j`A+`A−1) ∈ FmB×mA

q to
the ` univariate polynomials c0,0(X), c0,1(X), . . . , c`B−1,`A−1(X) is the same as the one used to map the codeword of a cyclic
product code of length mAmB from its matrix representation to the polynomial representation (see [22, Thm. 1] and Fig. 1(c)).
We illustrate the mapping of the matrix to the polynomial representation of a codeword of an `-quasi-cyclic product code as
discussed in Lemma 7 and Lemma 8 in the following example.

Example 9 (6-Quasi-Cyclic Product Code). Let A be a 2-quasi-cyclic code of length nA = 2 · 5 = 10 and let B be a
3-quasi-cyclic of length nB = 3 · 3 = 9. Let a = 1 and b = −1, such that (12) holds. For the purpose of this illustration,
the field size q is irrelevant, but we assume that gcd(nA, q) = gcd(nB , q) = 1. Fig. 1 contains three different representations
of a codeword of the 6-quasi-cyclic product code A ⊗ B of length 90. The 9 × 10 matrix (mi,j)

j∈[10)
i∈[9) , where each row is a

codeword in A and each column is a codeword in B, is illustrated in Fig. 1(a). The entries of (mi,j) contain the indices of the
coefficients if the matrix (mi,j) is mapped to a univariate polynomial as given in (13). The color of a code symbol indicates
the membership of an entry when the codeword in A⊗B is represented as six univariate polynomials as stated in Lemma 8.
The corresponding six 3×5 submatrices (mi3,j2), (mi3+1,j2), (mi3+2,j2), (mi3,j2+1), (mi3+1,j2+1), (mi3+2,j2+1) ∈ F3×5

q are
depicted separately twice in Fig. 1(b) and in Fig. 1(c), respectively. Both figures contain different indices of the six univariate
polynomials as outlined in the corresponding captions.

We consider the entry in the 2nd row and the 2nd column of the full 9× 10 matrix (mi,j)
j∈[10)
i∈[9) ∈ A⊗B shown in Fig. 1(a).

According to (14), we have µ(2, 2) = 76, i.e., the coefficient of X76 of the univariate polynomial c(X) ∈ A⊗B is c76 = m2,2.
The entry m2,2 belongs to the 3×5 submatrix (mi`B+2,j`A)

j∈[5)
i∈[3) (bottom leftmost submatrix in Fig. 1(b) and in Fig. 1(c), with

parameters g = 2 and h = 0). The entry in the 0th row and the 1st column of the submatrix (mi`B+2,j`A) is the coefficient of
X12 of the polynomial c2,0(X), because ν(2, 0) +µ(0, 1) = 6 + 6 = 12 according to (15). Via (18), it can be verified that the
coefficient of X12 of c2,0(X) is the coefficient of X76 of c(X) ∈ A⊗ B.

In the following theorem, we state a basis of the `-quasi-cyclic product code A ⊗ B in terms of the two given generator
matrices of A and B in RGB/POT form.

Theorem 10 (Unreduced Basis of a Quasi-Cyclic Product Code). Let A be an [`A ·mA, kA, dA]q `A-quasi-cyclic code with
generator matrix GA(X) ∈ Fq[X]`A×`A as in (10), let B be an [`B ·mB , kB , dB ]q `B-quasi-cyclic code with generator matrix
GB(X) ∈ Fq[X]`B×`B as in (11). Let ` = `A`B and m = mAmB .

Let c(X) = (c0,0(X) c1,0(X) · · · c`B−1,0(X) · · · c`B−1,`A−1(X)) ∈ Fq[X]` be a codeword in A⊗B, where cg,h(X),∀g ∈
[`B), h ∈ [`A), is as defined in (15).

Then, a generator matrix in unreduced form with entries in Fq[X] of the `-quasi-cyclic product code A⊗ B is given by

U(X) =

(
U0(X)
U1(X)

)
, (23)



0 63 36 9 72 45 18 81 54 27

20 83 56 29 2 65 38 11 74 47

40 13 76 49 22 85 58 31 4 67

60 33 6 69 42 15 78 51 24 87

80 53 26 89 62 35 8 71 44 17

10 73 46 19 82 55 28 1 64 37

30 3 66 39 12 75 48 21 84 57

50 23 86 59 32 5 68 41 14 77

70 43 16 79 52 25 88 61 34 7

(g, h) = (0, 0)

(g, h) = (1, 0)

(g, h) = (2, 0)

(g, h) = (0, 1)

(g, h) = (1, 1)

(g, h) = (2, 1)

(a) Illustration of µ(i, j) as in (14) for a = 1, `A = 2, mA = 5 and b = −1, `B = 3, mB = 3. The entry
of the (3 · 3)× (2 · 5) matrix (mi,j) ∈ A ⊗ B in the ith row and the jth column is the µ(i, j)th coefficient
of the univariate polynomial of degree less than 90 representing a codeword of A⊗ B.

0 36 72 18 54

60 6 42 78 24

5 11 2 8 14

20 56 2 38 74

80 26 62 8 44

50 86 32 68 14

40 76 22 58 4

10 46 82 28 64

70 16 52 88 34

63 9 45 81 27

33 69 15 51 87

3 39 75 21 57

83 29 65 11 47

53 89 35 71 17

23 59 5 41 77

13 49 85 31 67

73 19 55 1 37

43 79 25 61 7

(b) The three submatrices (mi3,j2), (mi3+1,j2),
(mi3+2,j2) on the left and the three submatrices
(mi3,j2+1), (mi3+1,j2+1), (mi3+2,j2+1) on the right
(for i ∈ [3) and j ∈ [5)) of the 9× 10 matrix (mi,j) as
given in Fig. 1(a). The entry of the ith row and the jth

column of (mi3+g,j2+h) is the value µ(i3+ g, j2+h)
for all g ∈ [3) and h ∈ [2).

0 6 12 3 9

10 1 7 13 4

5 11 2 8 14

3 9 0 6 12

13 4 10 1 7

8 14 5 11 2

6 12 3 9 0

1 7 13 4 10

11 2 8 14 5

10 1 7 13 4

5 11 2 8 14

0 6 12 3 9

13 4 10 1 7

8 14 5 11 2

3 9 0 6 12

2 8 14 5 11

12 3 9 0 6

7 13 4 10 1

(c) All six 3×5 submatrices as in Fig. 1(b). Here, the entry
of the ith row and the jth column of (mi3+g,j2+h) is the
value µ(i, j) + g3 + h(−5) mod 15 that is equivalent
to 6(µ(i3 + g, j2 + h) − g2 − h3) mod 90 according
to (21). The entries are the coefficients of the six univariate
polynomials c0,0(X), c1,0(X), c2,0(X) (left column)
and c0,1(X), c1,1(X), c2,1(X) (right column) as in (15).

Fig. 1. Illustration of µ(i, j) as in (14) and µ(i, j) as in (17) for a 6-quasi-cyclic product code A⊗B of length 6 ·15, where the row-code A is 2-quasi-cyclic
and has length 2 · 5 and the column-code B is 3-quasi-cyclic and has length 3 · 3. The mapping µ(i, j) to one univariate polynomial is shown in Fig. 1(a).
The mapping µ(i, j) to six univariate polynomials is illustrated in Fig. 1(b) and Fig. 1(c).

where

U0(X) =


u0,0(X) u0,1(X) · · · · · · u0,`−1(X)

u1,1(X) · · · · · · u1,`−1(X)
. . .

...
...

0 u`−2,`−2(X) u`−2,`−1(X)
u`−1,`−1(X)


· diag

(
1, Xν(1,0), . . . , Xν(`B−1,0), . . . , Xν(`B−1,`A−1)

)
,

(24)

and where

ug+h`B ,g′+h′`B (X) = gAh,h′(XbnB )gBg,g′(X
anA) mod (Xm − 1),

∀g ∈ [`B), h ∈ [`A), g′ ∈ [g, `B), h′ ∈ [h, `A),
(25)



and
U1(X) = (Xm − 1)I`,

where I` denotes the `× ` identity matrix. The function ν(g, h) is as defined in (16).

Proof: To get an explicit expression for the entries ug+h`B ,g′+h′`B (X) of the matrix U0(X) ∈ Fq[X]`×` as in (24), we
define a subcode of the product code A⊗ B that is generated by one row of U0(X) as given in (24).

Let A(h) denote a subcode of the given `A-quasi-cyclic code A that is spanned by

a(h)(X)
def
=
(
0 · · · 0 gAh,h(X) gAh,h+1(X) · · · gAh,`A−1(X)

)
, ∀h ∈ [`A). (26)

Similarly, let B(g) be a subcode of the given `B-quasi-cyclic code B spanned by

b(g)(X)
def
=
(
0 · · · 0 gBg,g(X) gBg,g+1(X) · · · gBg,`B−1(X)

)
, ∀g ∈ [`B). (27)

Clearly, we have for the row-code A and the column-code B that:

A =

`A−1⊕
h=0

A(h), B =

`B−1⊕
g=0

B(g), (28)

and
A⊗ B =

⊕
g,h

(
A(h) ⊗ B(g)

)
. (29)

Let kA,h = mA − deg gAh,h(X). The subcode A(h) is spanned by {Xαa(h)(X) : α ∈ [kA,h)}. As in (2), a codeword of

A(h) is an Fq-linear combination of a(h,α)(X)
def
=
∑`A−1
h′=h X

h′
a
(α)
h,h′(X`A), where a(α)h,h′(X) = XαgAh,h′(X). More explicitly if

gAh,h′(X) =
∑mA−1
u=0 gAh,h′,uX

u, we have:

a(h,α)(X) =

`A−1∑
h′=h

Xh′
X`AαgAh,h′(X`A) =

`A−1∑
h′=h

mA−1∑
u=0

gAh,h′,uX
h′+`Aα+`Au, ∀h ∈ [`A), α ∈ [kA,h). (30)

Similarly, let kB,g = mB − deg gBg,g(X). The subcode B(g) is spanned by {Xβb(g)(X) : β ∈ [kB,g)} and therefore if
gBg,g′(X) =

∑mB−1
v=0 gBg,g′,vX

v , a codeword of B(g) is an Fq-linear combination of

b(g,β)(X)
def
=

`B−1∑
g′=g

Xg′X`BβgBg,g′(X
`B ) =

`B−1∑
g′=g

mB−1∑
v=0

gBg,g′,vX
g′+`Bβ+`Bv, ∀g ∈ [`B), β ∈ [kB,g). (31)

By definition of the product code A⊗ B as in (29), in the product array of Xαa(h)(X)⊗Xβb(g)(X), the (i, j)th entry is

gAh,h′,ug
B
g,g′,v, (32)

where

i = g′ + `Bβ + `Bv,

j = h′ + `Aα+ `Au.
(33)

By Lemma 7, the corresponding codeword in A⊗ B is then an Fq-linear combination of∑
h′,g′,u,v

gAh,h′,ug
B
g,g′,vX

µ(i,j). (34)

With µ(i, j) as in (14), and with i, j as in (33), we obtain from (34):∑
h′,g′,u,v

gAh,h′,ug
B
g,g′,vX

µ(i,j) =
∑

h′,g′,u,v

gAh,h′,ug
B
g,g′,vX

ianA`A+jbnB`B

=
∑

h′,g′,u,v

gAh,h′,ug
B
g,g′,vX

g′anA`A+βanA`+vanA`Xh′bnB`B+αbnB`+ubnB`

= X`(βanA+αbnB)
∑

h′,g′,u,v

gAh,h′,ug
B
g,g′,vX

vanA`XubnB`Xg′anA`AXh′bnB`B

= X`(βanA+αbnB)
∑
h′,g′

gAh,h′(XbnB`)gBg,g′(X
anA`)Xg′anA`AXh′bnB`B . (35)



With µ(β, α) as defined in (17) and using (12), we can reformulate (35) as follows:

X`(βanA+αbnB)
∑
h′,g′

gAh,h′(XbnB`)gBg,g′(X
anA`)Xg′anA`AXh′bnB`B

= X`µ(β,α)
∑
h′,g′

gAh,h′(XbnB`)gBg,g′(X
anA`)Xg′`A+h′`BX`A`B(−g′bmB−h′amA)

= X`µ(β,α)
∑
h′,g′

gAh,h′(XbnB`)gBg,g′(X
anA`)Xg′`A+h′`BX`ν(g′,h′), (36)

where ν(g′, h′) is as in (16). With (18) of Lemma 8, the (g′, h′)th polynomial of the codeword Xαa(h)(X)⊗Xβb(g)(X) in
A⊗ B, in the form of a vector of `A`B univariate polynomials, is from (36):

Xµ(β,α)gAh,h′(XbnB )gBg,g′(X
anA)Xν(g′,h′) = Xµ(β,α)ug+h`B ,g′+h′`B (X)Xν(g′,h′). (37)

Hence Xαa(h)(X)⊗Xβb(g)(X) is given by

Xµ(β,α) (0 · · · 0 ug+h`B ,g+h`B (X) · · · ug+h`B ,`−1(X)) diag
(

1, . . . , Xν(`B−1,`A−1)
)
, ∀α ∈ [kA,h), β ∈ [kB,g), (38)

and therefore the subcode A(h) ⊗ B(g) is in the subspace generated by (0 · · · 0 ug+h`B ,g+h`B (X) · · · ug+h`B ,`−1(X)) ·
diag

(
1, Xν(1,0), . . . , Xν(`B−1,`A−1)

)
. Furthermore, we know that

Xγ (0 · · · 0 ug+h`B ,g+h`B (X) · · · ug+h`B ,`−1(X)) · diag
(

1, Xν(1,0), . . . , Xν(`B−1,`A−1)
)

(39)

equals Xγa(h)(X)⊗Xγb(g)(X), because µ(γ, γ) = γanA + γbnB = γ mod m. Hence (39) spans A(h) ⊗B(g) for all γ and
therefore the subcode A(h) ⊗ B(g) is the subspace generated by (39), for γ ∈ [m).

We consider the unreduced generating set of a 6-quasi-cyclic product code in the following example according to Thm. 10.

Example 11 (Unreduced Basis of a 6-Quasi-Cyclic Product Code). Let A be a 2-quasi-cyclic code of length nA = 2mA and
let B be a 3-quasi-cyclic code of length nB = 3mB , where gcd(nA, nB) = 1. Let m = mAmB . The generator matrices of A
and B in RGB/POT form are

GA(X) =

(
gA0,0(X) gA0,1(X)

0 gA1,1(X)

)
and GB(X) =

gB0,0(X) gB0,1(X) gB0,2(X)
0 gB1,1(X) gB1,2(X)
0 0 gB2,2(X)

 .

The unreduced basis (U0(X) U1(X))T of the 6-quasi-cyclic product code A⊗ B as in (23) is:

U0(X) =


u0,0(X) u0,1(X) u0,2(X) u0,3(X) u0,4(X) u0,5(X)

u1,1(X) u1,2(X) 0 u1,4(X) u1,5(X)
u2,2(X) 0 0 u2,5(X)

u3,3(X) u3,4(X) u3,5(X)

0 u4,4(X) u4,5(X)
u5,5(X)

 (40)

· diag
(

1, Xν(1,0), Xν(2,0), Xν(0,1), Xν(1,1), Xν(2,1)
)
,

and U1(X) = (Xm − 1)I6. With Y = XbnB , Z = XanA , we can write (40) explicitly

U0(X) =



gA0,0(Y )gB0,0(Z) gA0,0(Y )gB0,1(Z) gA0,0(Y )gB0,2(Z) gA0,1(Y )gB0,0(Z) gA0,1(Y )gB0,1(Z) gA0,1(Y )gB0,2(Z)
0 gA0,0(Y )gB1,1(Z) gA0,0(Y )gB1,2(Z) 0 gA0,1(Y )gB1,1(Z) gA0,1(Y )gB1,2(Z)
0 0 gA0,0(Y )gB2,2(Z) 0 0 gA0,1(Y )gB2,2(Z)
0 0 0 gA1,1(Y )gB0,0(Z) gA1,1(Y )gB0,1(Z) gA1,1(Y )gB0,2(Z)
0 0 0 0 gA1,1(Y )gB1,1(Z) gA1,1(Y )gB1,2(Z)
0 0 0 0 0 gA1,1(Y )gB2,2(Z)


· diag

(
1, Xν(1,0), Xν(2,0), Xν(0,1), Xν(1,1), Xν(2,1)

)
,

where each nonzero non-diagonal element is taken modulo (Xm − 1). Note that the matrix U0(X) in (40) has a zero entry
at the same position as the Kronecker product of GA(X)⊗GB(X).

In the following, we derive a reduced basis of a 2-quasi-cyclic product code A ⊗ B, where `A = 2 and `B = 1. As in
Lemma 5, we denote the polynomials of the Pre-RGB/POT form that can be different from their counterparts in the RGB/POT
form by a bar.



Theorem 12 (Generator Matrix of a 2-Quasi-Cyclic Product Code in Pre-RGB/POT Form). Let A be an [nA = 2·mA, kA, dA]q
2-quasi-cyclic code with generator matrix GA(X) ∈ Fq[X]2×2 as in (10) and let B be an [nB = mB , kB , dB ]q cyclic code
with generator polynomial gB(X) ∈ Fq[X]. Let m = mAmB . Then, a generator matrix in Fq[X]2×2 in Pre-RGB/POT form
as in (7) of the 2-quasi-cyclic product code A⊗ B is given by:

G(X) =

(
g0,0(X) g0,1(X)

0 g1,1(X)

)
· diag(1, X−amA), (41)

where

g0,0(X) = gcd
(
Xm − 1, gA0,0(XbnB )gB(XanA)

)
,

= u0(X)(Xm − 1) + v0(X)gA0,0(XbnB )gB(XanA), (42)

for some polynomials u0(X), v0(X) ∈ Fq[X], and

g1,1(X) = gcd
(
Xm − 1, gA1,1(XbnB )gB(XanA)

)
,

g0,1(X) = v0(X)gA0,1(XbnB )gB(XanA).

Proof: Let two polynomials u1(X), v1(X) ∈ Fq[X] be such that

g1,1(X) = gcd
(
Xm − 1, gA1,1(XbnB )gB(XanA)

)
= u1(X)(Xm − 1) + v1(X)gA1,1(XbnB )gB(XanA).

Now, we transform the basis of the preimage directly. We denote a new Row i by R[i]′ and give the operation between two
matrices. For ease of notation, we omit the term diag(1, X−amA). From Thm. 10, we have:

gA0,0(XbnB )gB(XanA) gA0,1(XbnB )gB(XanA)
0 gA1,1(XbnB )gB(XanA)

Xm − 1 0
0 Xm − 1


R[0]′ ← R[0] · v0 + R[2] · u0

g0,0(X) v0(X)gA0,1(XbnB )gB(XanA)
gA0,0(XbnB )gB(XanA) gA0,1(XbnB )gB(XanA)

0 gA1,1(XbnB )gB(XanA)
Xm − 1 0

0 Xm − 1


R[1]′ ← R[1]−

gA0,0(XbnB )gB(XanA)

g0,0(X)
· R[0]

R[3]′ ← R[3]− Xm − 1

g0,0(X)
· R[0]

g0,0(X) v0(X)gA0,1(XbnB )gB(XanA)

0 gA0,1(XbnB )gB(XanA)

(
1− v0(X)

gA0,0(X
bnB )gB(XanA )

g0,0(X)

)
0 gA1,1(XbnB )gB(XanA)

0 − Xm−1
g0,0(X)v0(X)gA0,1(XbnB )gB(XanA)

0 Xm − 1

 , (43)

and with (42), we can reformulate Row R[1] of the matrix in (43) to
g0,0(X) v0(X)gA0,1(XbnB )gB(XanA)

0 gA0,1(XbnB )gB(XanA)u0(X) X
m−1

g0,0(X)

0 gA1,1(XbnB )gB(XanA)

0 − Xm−1
g0,0(X)v0(X)gA0,1(XbnB )gB(XanA)

0 Xm − 1

 . (44)



Using that u0(X) and v0(X) are relatively prime, we can merge R[1] and R[3] of the matrix in (44) to:
g0,0(X) v0(X)gA0,1(XbnB )gB(XanA)

0 gA1,1(XbnB )gB(XanA)

0 Xm−1
g0,0(X)g

A
0,1(XbnB )gB(XanA)

0 Xm − 1


Merge R[1] and R[3], because g1,1(X) = gcd

(
Xm − 1, gA1,1(XbnB )gB(XanA)

)g0,0(X) v0(X)gA0,1(XbnB )gB(XanA)

0 Xm−1
g0,0(X)g

A
0,1(XbnB )gB(XanA)

0 g1,1(X)

 . (45)

In the last step, we show that g1,1(X) | X
m−1

g0,0(X)g
A
0,1(XbnB )gB(XanA) and therefore Row R[1] of the matrix as in (45) can be

deleted. From [12, Eq. (4)], we know that for any generator matrix GA(X) ∈ Fq[X]2×2 in RGB/POT form, there exists a
matrix A(X) = (aAi,j(X))

j∈[2)
i∈[2) ∈ Fq[X]2×2 with aA1,0(X) = 0 such that

A(X)GA(X) = (XmA − 1)I2. (46)

We have

g1,1(X) = gcd
(
gA1,1(XbnB )gB(XanA), Xm − 1

)
= lcm

(
gcd

(
gA1,1(XbnB ), Xm − 1

)
, gcd

(
gB(XanA), Xm − 1

))
. (47)

From (46), we obtain gA1,1(XbnB ) = −gA0,1(XbnB )aA0,0(XbnB )/aA0,1(XbnB ) and inserted in (47) leads to:

g1,1(X) = lcm

(
gcd

(
gA0,1(XbnB )aA0,0(XbnB )

aA0,1(XbnB )
, Xm − 1

)
, gcd

(
gB(XanA), Xm − 1

))
. (48)

From (48), we can conclude that:

g1,1(X) | lcm
(
gcd

(
gA0,1(XbnB )aA0,0(XbnB ), Xm − 1

)
, gcd

(
gB(XanA), Xm − 1

))
,

which implies that

g1,1(X) | gA0,1(XbnB ) lcm
(
gcd

(
aA0,0(XbnB ), Xm − 1

)
, gcd

(
gB(XanA), Xm − 1

))
. (49)

The polynomial XmA − 1 has no repeated roots and we have aA0,0(X)gA0,0(X) = XmA − 1. Clearly aA0,0(X) and gA0,0(X) are
co-prime, i.e., ∃u(X), v(X) ∈ Fq[X], such that

u(X)aA0,0(X) + v(X)gA0,0(X) = 1,

implying that

u(XbnB )aA0,0(XbnB ) + v(XbnB )gA0,0(XbnB ) = 1.

Hence, the polynomials aA0,0(XbnB ) and gA0,0(XbnB ) are also relatively prime. From aA0,0(XbnB )gA0,0(XbnB ) = Xbm − 1, we
can conclude that

gcd(aA0,0(XbnB ), Xm − 1) gcd(gA0,0(XbnB ), Xm − 1) = gcd(Xmb − 1, Xm − 1) = Xm − 1.

Therefore

gcd(aA0,0(XbnB ), Xm − 1) =
Xm − 1

gcd(gA0,0(XbnB ), Xm − 1)
. (50)

Inserting (50) in (49) leads to:

g1,1(X) | gA0,1(XbnB ) lcm

(
Xm − 1

gcd(gA0,0(XbnB ), Xm − 1)
, gcd

(
gB(XanA), Xm − 1

))
. (51)

Note that

gcd
(
gA0,0(XbnB )gB(XanA), Xm − 1

)
| gcd

(
gA0,0(XbnB ), Xm − 1

)
gcd

(
gB(XanA), Xm − 1

)
, (52)



which is equivalent to

f(X) gcd
(
gA0,0(XbnB )gB(XanA), Xm − 1

)
= gcd

(
gA0,0(XbnB ), Xm − 1

)
gcd

(
gB(XanA), Xm − 1

)
, (53)

for some f(X) ∈ Fq[X]. Extending the numerator and the denominator of the first lcm-term in (51) by gcd(gB(XanA), Xm−1)
gives:

g1,1(X) | gA0,1(XbnB ) lcm

(
(Xm − 1) gcd(gB(XanA), Xm − 1)

f(X) gcd
(
gA0,0(XbnB )gB(XanA), Xm − 1

) , gcd
(
gB(XanA), Xm − 1

))
. (54)

Multiplying the RHS of (54) by a polynomial in Fq[X] does not change the divisibility. We multiply with f(X) as in (53)
and obtain:

g1,1(X) | gA0,1(XbnB ) lcm

(
(Xm − 1) gcd(gB(XanA), Xm − 1)

f(X) gcd
(
gA0,0(XbnB )gB(XanA), Xm − 1

)f(X), gcd
(
gB(XanA), Xm − 1

))
. (55)

We can extract the obtained factors from (55) and get:

g1,1(X) | gA0,1(XbnB )
Xm − 1

g0,0(X)
lcm

(
gcd(gB(XanA), Xm − 1), gcd

(
gB(XanA), Xm − 1

))
,

= gA0,1(XbnB )
Xm − 1

g0,0(X)
gcd

(
gB(XanA), Xm − 1

)
,

g1,1(X) | gA0,1(XbnB )
Xm − 1

g0,0(X)
gB(XanA).

Therefore we can delete Row R[1] of the matrix as in (45) and obtain the matrix in Pre-RGB/POT form as in (41), where we
omitted the term diag(1, X−amA) during the proof.

We consider an example of the generator matrix of a binary 2-quasi-cyclic product code A ⊗ B in Pre-RGB/POT form,
where the row-code A is 2-quasi-cyclic and the column-code B is cyclic.

Example 13 (Binary 2-Quasi-Cyclic Product Code). Let α be a 21st root of unity in F212
∼= F2[X]/(X12 +X7 +X6 +X5 +

X3 +X + 1). Let A be a binary [2 · 21, 17, 8]2 2-quasi-cyclic code with generator matrix in RGB/POT form:

GA(X) =

(
gA0,0(X) gA0,1(X)

0 gA1,1(X)

)
,

where

gA0,0(X) = Mα(X) ·Mα3(X) ·Mα7(X),

gA0,1(X) = gA0,0(X) · (X2 + 1),

gA1,1(X) = gA0,0(X) ·Mα9(X),

where the minimal polynomial Mαi(X) was defined in (9). The common roots αi of gA0,0(X), gA0,1(X) and gA1,1(X), where
i ∈M1 ∪M3 ∪M7 = {1, 2, 3, 4, 6, 7, 8, 11, 12, 14, 16} are eigenvalues of GA(X) with multiplicity two and the corresponding
eigenvectors span the full space F2

212 (see (8) for the definition of a cyclotomic coset Mi).
Let β be a 5th root of unity and let gB(X) = Mβ0(X) = X + 1 be the generator polynomial of the [5, 4, 2]2 cyclic code

B. Let a = 3 and b = −25 be such that (12) holds. Let γ = αβ and we have

X105 − 1 =
∏

i∈{0,1,3,5,7,9,11,13,15,
17,21,25,35,45,49}

Mγi(X).

According to Thm. 12, the generator matrix in Pre-RGB/POT form as defined in (7) of the [2 · 105, 68, 16]2 2-quasi-cyclic
product code A⊗ B is

G(X) =

(
g0,0(X) g0,1(X)

0 g1,1(X)

)
· diag

(
1, X−3·21

)
,



where

g0,0(X) =
∏

i∈{0,1,3,5,7,9,11,
15,21,25,35,45}

Mγi(X),

g0,1(X) ≡ v0(X)gA0,1(X−25·5)gB(X3·42) mod (X105 − 1)

≡ (X39 +X38 +X36 +X35 +X32 +X30 +X25 +X24 +X22 +X20 +X18 +X17 +X12 +X11 +X10+

X6 +X3 +X2 + 1)(X95 +X91 +X76 +X71 +X70 +X55 +X51 +X50 +X46 +X31 +X30 +X25+

X21 +X11 +X10 + 1) mod (X105 − 1)

≡ X95 +X92 +X91 +X90 +X89 +X86 +X85 +X84 +X82 +X80 +X75 +X72 +X71 +X69 +X67+

X62 +X61 +X59 +X57 +X52 +X51 +X49 +X47 +X45 +X30 +X27 +X26 +X24 +X22 +X20+

X15 +X12 +X11 +X10 +X9 +X6 +X5 +X4 +X2 + 1 mod (X105 − 1),

g1,1(X) = g0,0(X) ·Mγ9(X),

where deg g1,1(X) = 77. Performing row-reduction on G(X) leads to the RGB/POT form, where:

g0,1(X) = X75 +X72 +X71 +X69 +X67 +X62 +X61 +X59 +X57 +X55 +X40 +X37 +X36 +X35 +X34+

X31 +X30 +X29 +X27 +X25 +X20 +X17 +X16 +X14 +X12 +X10.

The following theorem gives the generator matrix in RGB/POT form (as defined in (5)) of an `-quasi-cyclic product code
A⊗B, where the row-code A is a 1-level `-quasi-cyclic code and B is a cyclic code (see Definition 2 for the property 1-level).

Theorem 14 (Generator Matrix of a 1-Level Quasi-Cyclic Product Code in RGB/POT Form). Let A be an [nA = ` ·
mA, kA, dA]q 1-level `-quasi-cyclic code with generator matrix in RGB/POT form:

GA(X) =
(
gA0,0(X) gA0,1(X) · · · gA0,`−1(X)

)
=
(
gA(X) gA(X)fA1 (X) · · · gA(X)fA`−1(X)

)
as shown in Corollary 3. Let B be an [nB = mB , kB , dB ]q cyclic code with generator polynomial gB(X) ∈ Fq[X]. Let
m = mAmB . Then the generator matrix of the 1-level `-quasi-cyclic product code A⊗ B in RGB/POT form is:

G(X) =
(
g(X) g(X)fA1 (XbnB ) · · · g(X)fA`−1(XbnB )

)
· diag

(
1, X−amA , X−2amA , . . . , X−(`−1)amA

)
,

where
g(X) = gcd

(
Xm − 1, gA(XbnB )gB(XanA)

)
.

Proof: Let two polynomials u(X), v(X) ∈ Fq[X] be such that:

g(X) = u(X)(Xm − 1) + v(X)gA(XbnB )gB(XanA). (56)

We show how to reduce the basis representation to the RGB/POT form. As in the proof of Thm. 12, we denote a new Row i
by R[i]′. For ease of notation, we omit the term diag(1, X−amA , X−2amA , . . . , X−(`−1)amA).

According to Thm. 10, the unreduced basis of A⊗ B is:
gA(XbnB )gB(XanA) gA(XbnB )fA1 (XbnB )gB(XanA) · · · gA(XbnB )fA`−1(XbnB )gB(XanA)

Xm − 1
Xm − 1 0

0
. . .

Xm − 1

 (57)

R[0]′ ← v(X)R[0] + u(X)R[1] + u(X)fA1 (XbnB )R[2] + · · ·+ u(X)fA`−1(XbnB )R[`]

g(X) g(X)fA1 (XbnB ) · · · g(X)fA`−1(XbnB )
gA(XbnB )gB(XanA) gA(XbnB )fA1 (XbnB )gB(XanA) · · · gA(XbnB )fA`−1(XbnB )gB(XanA)

Xm − 1
Xm − 1 0

0
. . .

Xm − 1


, (58)



where the ith entry in the new Row R[0] in the matrix in (58) from matrix in (57) was obtained using:

v(X)gA(XbnB )fAi (XbnB )gB(XanA)+u(X)fAi (XbnB )(Xm − 1)

= fAi (XbnB )
(
v(X)gA(XbnB )gB(XanA) + u(X)(Xm − 1)

)
. (59)

Inserting (56) into (59) gives:

fAi (XbnB )
(
v(X)gA(XbnB )gB(XanA) + u(X)(Xm − 1)

)
= fAi (XbnB )g(X).

Clearly, g(X) divides gA(XbnB )gB(XanA) and it is easy to check that Row R[1] of the matrix in (58) can be obtained from
Row R[0] by multiplying by gA(XbnB )gB(XanA)/g(X). Therefore, we can omit the linearly dependent Row R[1] in (58) and
the reduced basis in RGB/POT form is:(

g(X) g(X)fA1 (XbnB ) · · · g(X)fA`−1(XbnB )
)
,

where we omitted the matrix diag(1, X−amA , X−2amA , . . . , X−(`−1)amA) during the proof.
We conjecture the (general form of the) generator matrix in Pre-RGB/POT form of an `A`B-quasi-cyclic product code A⊗B

in the following. We reduced the unreduced basis of several examples and could verify Conjecture 15.

Conjecture 15 (Generator Matrix of an `A`B-Quasi-Cyclic Product Code in Pre-RGB/POT Form). Let A be an [nA =
`A · mA, kA, dA]q `A-quasi-cyclic code with generator matrix GA(X) ∈ Fq[X]`A×`A as in (10) and let B be an [nB =
`B · mB , kB , dB ]q `B-quasi-cyclic code with generator matrix GB(X) ∈ Fq[X]`B×`B as in (11). Let m = mAmB and
` = `A`B .

Then, a generator matrix in Fq[X]`×` in Pre-RGB/POT form of the [n = ` ·m, kAkB , dAdB ]q `-quasi-cyclic product code
A⊗ B is given by:

G(X) =


g0,0(X) g0,1(X) · · · · · · g0,`−1(X)

g1,1(X) · · · · · · g1,`−1(X)
. . .

...
...

0 g`−2,`−2(X) g`−2,`−1(X)
g`−1,`−1(X)


· diag

(
1, Xν(1,0), . . . , Xν(`B−1,0), . . . , Xν(`B−1,`A−1)

)
,

where the ` diagonal entries are

gg+h`B ,g+h`B (X) = gcd
(
Xm − 1, gAh,h(XbnB )gBg,g(X

anA)
)
, ∀g ∈ [`B),∀h ∈ [`A). (60)

Let the polynomials ug,h(X), vg,h(X) ∈ Fq[X] be such that:

gg+h`B ,g+h`B (X) = ug,h(X)(Xm − 1) + vg,h(X)gAh,h(XbnB )gBg,g(X
anA), ∀g ∈ [`B),∀h ∈ [`A).

Then the off-diagonal entries of the matrix G(X) are given by

gg+h`B ,g′+h′`B (X) = vg,h(X)gAh,h′(XbnB )gBg,g′(X
anA) mod (Xm − 1),

∀g ∈ [`B), h ∈ [`A), g′ ∈ [g + 1, `B), h′ ∈ [h+ 1, `A).

Note that the expression of the diagonal terms in (60) is equivalent to the generator polynomial of a cyclic product code
A ⊗ B where the cyclic row-code A is generated by gAh,h(X) and the generator polynomial of the cyclic column-code B is
gBg,g(X).

IV. SPECTRAL ANALYSIS OF A QUASI-CYCLIC PRODUCT CODE AND BOUNDING THE MINIMUM HAMMING DISTANCE

A. Spectral Analysis

In this section, we apply the spectral techniques of Semenov and Trifonov [17] to an `-quasi-cyclic product code A ⊗ B,
where A is an `-quasi-cyclic code and B is a cyclic code, and generalize the results for a cyclic product code as in [23,
Thm. 4]. Furthermore, we bound the minimum Hamming distance of a given `-quasi-cyclic code A by embedding it into an
`-quasi-cyclic product code A⊗B. This method extends the approach of [29, Thm. 4], where a lower bound on the minimum
Hamming distance of a given cyclic code was obtained through embedding it into a cyclic product code.

It turns out that the eigenvalues of maximal multiplicity ` of the `-quasi-cyclic code A and the zeros of B occur in the
spectral analysis of the `-quasi-cyclic code A⊗B with maximal multiplicity `. This is similar to the appearance of the zeros
of two cyclic codes in the generator polynomial of their cyclic product code. The eigenvalues of multiplicity smaller than `



of A and the nonzeros of B are reflected in the spectral analysis of A⊗B in a manner similar to that of the nonzeros of two
cyclic codes A and B in the case of a cyclic product code A⊗B. Therefore, they are treated separately in Lemma 16 and in
Lemma 17.

Throughout this section, let A be an [nA = ` ·mA, kA, dA]q `-quasi-cyclic code with generator matrix in RGB/POT form as
in (10) and let B be an [nB = mB , kB , dB ]q cyclic code with generator polynomial gB(X). Let m = mAmB . The product code
A⊗B is an [` ·m, kAkB , dAdB ]q `-quasi-cyclic code with generator matrix in Pre-RGB/POT form as given in Conjecture 15,
i.e., their entries are:

gh,h(X) = uh(X)(Xm − 1) + vh(X)gAh,h(XbnB )gB(XanA), ∀h ∈ [`), (61)

gh,h′(X) = vh(X)gAh,h′(XbnB )gB(XanA), ∀h ∈ [`), h′ ∈ [h+ 1, `). (62)

Furthermore, as in (12) let throughout this section two nonzero integers a, b be such that anA + bnB = 1. For a given set
A = {a0, a1, . . . , a|A|−1}, denote by A⊕z def

= {ai + z | ai ∈ A}.

Lemma 16 (Eigenvalues Of Maximal Multiplicity). Let A be an [` ·mA, kA, dA]q `-quasi-cyclic code with generator matrix
GA(X) in RGB/POT form. Let α be an element of order mA in FqsA , B an [nB = mB , kB , dB ]q cyclic code, and β an
element of order mB in FqsB . Define s def

= lcm(sA, sB). Let γ def
= αβ be in Fqs . Let the set A(`) ⊆ [mA) contain the exponents

of all eigenvalues λAz = αz,∀z ∈ A(`) of A of (algebraic and geometric) multiplicity `. Let B ⊆ [mB) be the defining set of
B, i.e., the set of exponents of all roots of the generator polynomial gB(X) =

∏
i∈B(X − βi) of B. Then, the set:

C(`) = A(`) ∪A(`)⊕mA ∪A(`)⊕2mA ∪ · · · ∪A(`)⊕(mB−1)mA ∪B ∪B⊕mB ∪B⊕2mB ∪ · · · ∪B⊕(mA−1)mB

is the set of all the exponents of the eigenvalues λz = γz for all z ∈ C(`) of the `-quasi-cyclic product code A⊗B of maximal
multiplicity `. Furthermore, we have |C(`)| = |A(`)|mB + (mB − kB)mA − |A(`)|(mB − kB) = (mB − kB)mA + |A(`)|kB .

Proof: For an eigenvalue λAz = αz,∀z ∈ A(`) of the `-quasi-cyclic code A of multiplicity `, all ` diagonal entries gAh,h(X)

of GA(X) are divisible by (X − αz). From Conjecture 15, we can conclude that if αz is a root of gAh,h(X), then

γz, γz+mA , γz+2mA , . . . , γz+(mB−1)mA (63)

are mB roots of gAh,h(XbnB ) and therefore of gh,h(X) as in (61), because:

(γz+imA)bnB = γzbnB = αzbnBβzbnB = αzbnB , (64)

where in the first step we used the fact that the order of γ is mAnB . The order of α is mA and with (12), we obtain from (64):

αzbnB = αzbnBαzanA = αz.

The zeros of the generator polynomial gB(X) of B appear in the spectral analysis of the product code A⊗ B similar to the
eigenvalues of A with multiplicity `. A nonzero polynomial gh,h(X),∀h ∈ [`) as given in (61) has a zero at

γz, γz+mB , γz+2mB , . . . , γz+(mA−1)mB ,

if βz is a zero of gB(X). From [23, Thm. 3], we know that the polynomial gAh,h(X) as in (61) has a zero if and only if
either the polynomial gAh,h(XbnB ) has a zero or the polynomial gB(XanA) has a zero or both. Therefore, the polynomial∏`−1
h=0 gh,h(X) has a zero of multiplicity ` if and only if the polynomial

∏`−1
h=0 g

A
h,h(XbnB ) has a zero of multiplicity ` or the

polynomial gB(XanA) has a zero or both. The cardinality |C(`)| follows.
The following lemma considers eigenvalues of the `-quasi-cyclic product code A⊗B of multiplicity smaller than ` and their

corresponding eigenvectors. Lemma 17 applies also to eigenvalues of A⊗B of multiplicity r = 0, which are non-eigenvalues.

Lemma 17 (Eigenvalues Of Smaller Multiplicity and Their Eigenvectors). Let the two codes A and B with parameters be
given as in Lemma 16.

Let the set A(r) ⊆ [mA) contain the exponents of all eigenvalues λAz = αz,∀z ∈ A(r) of A of (algebraic and geometric)
multiplicity r ∈ [`). Let vAz,0,v

A
z,1, . . . ,v

A
z,r−1 ∈ F`qsA be the corresponding r eigenvectors of λAz as defined in (6), i.e., a basis

of the right kernel of GA(λAz ). Let B ⊆ [mB) be the defining set of B, i.e., the set of exponents of all roots of the generator
polynomial gB(X) =

∏
i∈B(X − βi) of B. Let γ def

= αβ be in Fqs . Then, the set:

C(r) =
(
A(r) ∪A(r)⊕mA ∪A(r)⊕2mA ∪ · · · ∪A(r)⊕(mB−1)mA

)
\
(
B ∪B⊕mB ∪B⊕2mB ∪ · · · ∪B⊕(mA−1)mB

)



is the set of all exponents of the eigenvalues λz = γz for all z ∈ C(r) of the `-quasi-cyclic product code A⊗B of multiplicity
r. The number of eigenvalues of A ⊗ B of multiplicity r is |C(r)| = |A(r)|kB . Furthermore, the corresponding eigenvectors
vz,0,vz,1, . . . ,vz,r−1 are:

vz,j = vAz mod mA,j , ∀z ∈ C(r), j ∈ [r).

Proof: The polynomial
∏`−1
h=0 gh,h(X) has a zero γz of multiplicity r if and only if the polynomial

∏`−1
h=0 g

A
h,h(XbnB ) has

a zero γz of multiplicity r (i.e., exactly r polynomials gAh,h(X) have a zero at αz) and the polynomial gB(XanA) is nonzero
if evaluated at γz (see [23, Thm. 3]). The cardinality |C(r)| follows.

With γ = αβ we obtain for (61) and (62), that

vh(γz)gAh,h′((αβ)zbnB )gB((αβ)zanA) = vh(γz)gAh,h′(αzbnB )gB(βzanA)

= vh(γz)gAh,h′(αz)gB(βz), ∀h ∈ [`), h′ ∈ [h, `).

This allows us to rewrite:
G(γz) = diag (v0(γz), v1(γz), . . . , v`−1(γz))GA(αz)gB(βz).

The right kernel of GA(αz) is therefore contained in the right kernel of G(γz). Since these two kernels have the same
cardinalities, it follows that they must be equal.

Example 18 (Eigenvalues of a 2-Quasi-Cyclic Product Code). Let the two codes A and B with generator matrix GA(X) ∈
F2[X]2×2 and generator polynomial gB(X) ∈ F2[X] be as in Example 13. Let ξ denote a primitive element in F212

∼=
F2[X]/(X12 + X7 + X6 + X5 + X3 + X + 1), α = ξ195 be a 21st root of unity, β = ξ819 a 5th root of unity and
γ = αβ = ξ1014 a 105th root of unity in F212 .

Clearly, all eigenvalues λAi = αi for all i ∈ A(2) = M1 ∪M3 ∪M7 = {1, 2, 3, 4, 6, 7, 8, 11, 12, 14, 16} are roots of gA0,0(X)
and gA1,1(X), and have multiplicity two. The corresponding eigenvectors span the full space F2

212 . The defining set of B is
B = {0}. According to Lemma 16, we have:

C(2) = A(2) ∪A(2)⊕21 ∪A(2)⊕42 ∪A(2)⊕63 ∪A(2)⊕84 ∪B ∪B⊕5 ∪B⊕10 ∪ · · · ∪B⊕100

= {1, 2, 3, 4, 6, 7, 8, 11, 12, 14, 16} ∪ {22, 23, 24, 25, 27, 28, 29, 32, 33, 35, 37} ∪ {43, . . . , 58} ∪ {64, . . . , 79}
∪ {85, . . . , 100} ∪ {0} ∪ {5} ∪ · · · ∪ {100}

= {0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 15, 16, . . . , 102}

as the set of exponents of all eigenvalues λi = γi,∀i ∈ C(2) of (maximal) multiplicity two. We have

|C(2)| = 21(5− 4) + 11 · 4 = 65.

The eigenvalues λAi = αi for all i ∈ A(1) = M9 = {9, 15, 18} have multiplicity one and the eigenvalues αi for all i ∈ A(0) =
M0 ∪M5 = {0, 5, 10, 13, 17, 19, 20} have multiplicity zero. The two sets

C(1) =
{

9, 18, 36, 39, 51, 57, 72, 78, 81, 93, 99, 102
}

and

C(0) =
{

13, 17, 19, 21, 26, 31, 34, 38, 41, 42, 47, 52, 59, 61, 62, 63, 68, 73, 76, 82, 83, 84, 89, 94, 97, 101, 103, 104
}

contain the exponents of the eigenvalues of multiplicity one and zero respectively (according to Lemma 17). We obtain:

|C(1)| = 3 · 4 = 12 and

|C(0)| = 7 · 4 = 28.

We explicitly calculate an eigenvector of multiplicity one. For λA9 = α9 we get:

GA(α9) =

(
Mα1(α9)Mα3(α9)Mα7(α9) Mα1(α9)Mα3(α9)Mα7(α9) · (1 + α9 + α18)

0 0

)
and a corresponding eigenvector is

vA9,0 =
(
1 ξ11 + ξ10 + ξ8 + ξ7 + ξ6 + ξ2 + ξ

)T
, (65)

and according to Lemma 17, the 2-quasi-cyclic product code A ⊗ B has eigenvectors v9,0 = v51,0 = v72,0 = v93,0 = vA9,0.
The eigenvalue λ30 is of multiplicity two, and the corresponding eigenvectors v30,0 and v30,1 span the space F2

212 .



B. Bounding the Minimum Hamming Distance

In the following, we recall the BCH-like lower bound on the minimum Hamming distance of a quasi-cyclic code based on
the spectral analysis of Semenov and Trifonov [17], because we use this fact subsequently.

Theorem 19 (BCH-like Bound on the Minimum Hamming Distance of a Quasi-Cyclic Code [17, Thm. 2]). Let C be an
[` ·m, k, d]q `-quasi-cyclic code, α an element of order m in Fqs , and let the set

D
def
=
{
f, f + z, f + 2z, . . . , f + (δ − 2)z

}
for some integers f ≥ 0, z > 0, δ > 2 with gcd(z,m) = 1 be given. Let the eigenvalues λi = αi,∀i ∈ D and their
corresponding eigenspaces Vi for all i ∈ D be given. Define the intersection of eigenspaces V def

= ∩i∈DVi and let C(V) be
the corresponding eigencode as in Definition 6 with distance dec. If

∞∑
i=0

c(αf+iz) ◦ vXi ≡ 0 mod Xδ−1

holds for all c(X) = (c0(X) c1(X) · · · c`−1(X)) ∈ C and for all v = (v0 v1 · · · v`−1) ∈ V , then, d ≥ min(δ, dec).

Proof: See proof of [17, Thm. 2] or proof of [30, Thm. 1 for ν = 0].
Similar to the embedding of a given cyclic code A into a cyclic product codes A⊗B as in [29, Thm. 4], we propose in the

following theorem a new lower bound on the minimum Hamming distance of a given `-quasi-cyclic code A by embedding it
into an `-quasi-cyclic product code A⊗ B.

Theorem 20 (Generalized Semenov–Trifonov Bound). Let A be an [` · mA, kA, dA]q `-quasi-cyclic code, α an element
of order mA in FqsA , B an [nB = mB , kB , dB ]q cyclic code, and β an element of order mB in FqsB . Furthermore, let
gcd(mA,mB) = 1.

Let the integers f1 ≥ 0, f2 ≥ 0, z1 > 0, z2 > 0, δ > 2 with gcd(z1,mA) = 1, and gcd(z2,mB) = 1 be given, such that:
∞∑
i=0

(
a(αf1+iz1) · b(βf2+iz2)

)
◦ vXi ≡ 0 mod Xδ−1 (66)

holds for all a(X) = (a0(X) a1(X) · · · a`−1(X)) ∈ A, b(X) ∈ B, and for all v = (v0 v1 · · · v`−1) ∈ F`qsA in the
intersection of the eigenspaces

V def
= ∩j∈DVj , (67)

where
D =

{
f1 + iz1 | b(βf2+iz2) 6= 0, ∀i ∈ [δ − 1)

}
. (68)

Let the distance of the eigencode C(V) be dec. Then:

dA ≥ d∗
def
=

⌈
min(δ, dec)

dB

⌉
. (69)

Proof: Let γ = αβ. The sequence a(αf1)b(βf2) ◦ v,a(αf1+z1)b(βf2+z2) ◦ v, . . . ,a(αf1+(δ−2)z1)b(βf2+(δ−2)z2) ◦ v of
δ−1 zeros corresponds to δ−1 zeros c(γf+iz)◦v for all i ∈ [δ−1), where c(X) is a codeword of the `-quasi-cyclic product
code A⊗B (see [29, Prop. 1] for the values of f and z). Hence, the minimum Hamming distance dAdB of the product code
A⊗ B is at least min(δ, dec) due to the lower bound of Thm. 19 on the minimum Hamming distance of A⊗ B.

Note that the zeros of the cyclic code B correspond to eigenvalues of multiplicity ` of the `-quasi-cyclic product code A⊗B
and do not influence the intersection of the eigenspaces.

Example 21 (Bound via Quasi-Cyclic Product Code). We consider the [2 · 21, 17, 8]2 2-quasi-cyclic code A and the [5, 4, 2]2
cyclic single-parity check code B as in Example 18. For f1 = 0, z1 = 1, f2 = 0, z2 = 1, and the set

D = {1, 2, 3, 4, 6, 7, 8, 9, 11, 12},

Thm. 20 holds for δ = 14 with dec =∞ and therefore dA ≥ d14/2e = 7. More explicitly, the sequence of length δ − 1 = 13
is:

a(α0)b(β0),a(α1)b(β1), . . . ,a(α9)b(β4), . . . ,a(α12)b(β2).

The defining set B = {0} of the associated cyclic code B of length nB = 5 fill the “gaps” at position 0, 5, 10. The eigenvalues
of A⊗B that correspond to the product a(αi)b(βi),∀i ∈ [13) have multiplicity two, except the one that relates to a(α9)b(β4).



The eigenspace V9 of A has (geometric) multiplicity one and is generated by the eigenvector vA9,0 as in (65). The two entries
of vA9,0 are linearly independent over F2 and therefore dec =∞.

The BCH-like bound as in Thm. 19 for A states that the minimum Hamming distance of A is at least five. The Hartmann–
Tzeng-like [31] lower bound as shown in [30] gives six. Therefore Thm. 20 gives an improvement over these two bounds in
this case.

V. SYNDROME-BASED PHASED BURST ERROR CORRECTION UP TO THE NEW BOUND

Let A be an [` ·mA, kA, dA]q `-quasi-cyclic code and let B be an [mB , kB , dB ]q cyclic code as in Thm. 20. Moreover, we
assume throughout this section that there exists an eigenvector (v0 v1 · · · v`−1) ∈ F`qsA in the intersection of the eigenspaces
as in Thm. 20 with entries v0, v1, . . . , v`−1 that are linearly independent over Fq and therefore dA ≥ d∗ = dδ/dBe.

Similar to our approach for cyclic codes [32, 33], we develop a syndrome-based decoding algorithm for a given `-quasi-
cyclic code A, which guarantees to correct up to b(d∗− 1)/2c `-phased burst errors in Fq . We define syndromes, derive a key
equation, and describe the algorithm with guaranteed burst error decoding radius.

After transmitting a codeword (a0(X) a1(X) · · · a`−1(X)) ∈ A, let the received word be:

r(X) =
(
r0(X) r1(X) · · · r`−1(X)

)
=
(
a0(X) + e0(X) a1(X) + e1(X) · · · a`−1(X) + e`−1(X)

)
,

where
ej(X) =

∑
i∈Ej

ej,iX
i, j ∈ [`),

are ` error polynomials in Fq[X] of weight εj
def
= |Ej | and degree less than mA. An `-phased burst error at position i consists

of at least one nonzero entry e0,i, e1,i, . . . , e`−1,i ∈ Fq . The cardinality of the set:

E def
=

`−1⋃
j=0

Ej ⊆ [mA).

of `-phased burst errors is denoted by ε def
= |E|.

Algo 1: DECODING AN [` ·mA, kA, dA ≥ d∗]q `-QUASI-CYCLIC CODE UP TO b(d∗ − 1)/2c `-PHASED BURST ERRORS

Input: OParameters `,mA, kA, dA, q of A and α ∈ FqsA
Output: Parameters nB , kB , dB of B, and a codeword b(X) =

∑
i∈W biX

i ∈ B with |W| = dB , and β ∈ FqsB
Output: Integers f1 ≥ 0, f2 ≥ 0, δ > 2, and z1 > 0, z2 > 0 with gcd(z1,mA) = 1, and gcd(z2,mB) = 1
Output: as in Thm. 20, and an eigenvector (v0 v1 · · · v`−1) ∈ F`qsA with Fq-linearly independent entries
Output: Received word r(X) = (r0(X) r1(X) · · · r`−1(X)) ∈ Fq[X]`

Output: Estimated codeword a(X) = (a0(X) a1(X) · · · a`−1(X)) ∈ A or DECODING FAILURE
Preprocess:

for all i ∈ [mA): calculate γi = β−jz2α−iz1 , where j ∈ W

1 Calculate syndrome polynomial S(X) as in (70)

2 Solving Key Equation (Λ(X),Ω(X)) = EEA
(
S(X), Xδ−1) /* Extended Euclidean Algorithm */

3 Find all i ∈ [mA), where Λ(γi) = 0, → E = {i0, i1, . . . , iε−1} /* Chien-like Root-Finding */

4 if εdB < deg Λ(X) then
5 Declare DECODING FAILURE

6 else
7 Determine e0,ij , e1,ij , . . . , e`−1,ij ∈ Fq, ∀ij ∈ E /* Error-Evaluation as in [33, Prop. 4] */

8 ej(X)←
∑
i∈Ej ej,iX

i, ∀j ∈ [`)

9 aj(X)← rj(X)− ej(X), ∀j ∈ [`)

Algorithm 1 is the decoding procedure for a given `-quasi-cyclic code A that is guaranteed to decode up to

τ ≤
⌊
d∗ − 1

2

⌋
.

`-phased burst errors. Let
b(X) =

∑
j∈W

bjX
j



be a codeword of weight |W| = dB of the associated [nB , kB , dB ]q cyclic code B with zeros in FqsB . Let f1, f2, z1, z2, δ,
and an eigenvector v = (v0 v1 · · · v`−1) ∈ V ⊆ F`qsA be given as in Thm. 20, where the entries v0, v1, . . . , v`−1 are linearly
independent over Fq . Let s = lcm(sA, sB). Define the following syndrome polynomial in Fqs [X]:

S(X)
def≡

∞∑
i=0

`−1∑
j=0

rj(α
f1+iz1)b(βf2+iz2)vj

Xi mod Xδ−1

=

δ−2∑
i=0

`−1∑
j=0

rj(α
f1+iz1)b(βf2+iz2)vj

Xi. (70)

From Thm. 20 it follows that the syndrome polynomial S(X) as defined in (70) is independent of a codeword in A and
therefore the expression of (70) for the syndrome polynomial can be rewritten as:

S(X) =

δ−2∑
i=0

`−1∑
j=0

ej(α
f1+iz1)b(βf2+iz2)vj

Xi. (71)

Define an error-locator polynomial in Fqs [X]:

Λ(X)
def
=

dBε∑
i=0

ΛiX
i def

=
∏
i∈E

∏
j∈W

(
1−Xαz1iβz2j

)
, (72)

which depends on the position of the burst error and on the nonzero lowest-weight codeword of the associated cyclic code B.
For some j ∈ W , define mA elements in Fqs as:

γi
def
= β−jz2α−iz1 , ∀i ∈ [mA). (73)

We pre-calculate the mA values as in (73) to identify the roots of a given error-locator polynomial Λ(X) as in (72) (see Line 3
of Algorithm 1).

Combining the syndrome definition as in (71) and definition of the error-locator polynomial as in (72) gives, like in the
classical case of cyclic codes, a Key Equation of the following form:

Λ(X) · S(X) ≡ Ω(X) mod Xδ−1, (74)

where the degree of the so-called error-evaluator polynomial Ω(X) is smaller than dBε.
Solving the Key Equation (74) can be realized by shift-register synthesis or the Extended Euclidean Algorithm (EEA). We

use the EEA in Line 2 of Algorithm 1 that returns the error-locator polynomial Λ(X) and the error-evaluator polynomial
Ω(X) given the syndrome polynomial S(X) and the monomial Xδ−1. Determining the error-values (Line 7 in Algorithm 1)
is straightforward (see, e.g., [33, Prop. 4]).

Our syndrome-based decoding approach can be easily extended to the case of a κ-interleaved code, i.e., a code that consists
of κ vertically arranged `-quasi-cyclic codes. If errors occur, in addition to the `-phased arrangement within each vector in
F`mA
q , as κ-phased burst errors in the interleaved code, we obtain overall κ`-phased burst errors in Fq . Then, the κ Key

Equations as in (74) have a common error-locator polynomial, which allows collaborative decoding up to⌊
κ

κ+ 1
(d∗ − 1)

⌋
κ`-phased burst errors with high probability (analyzed, e.g., in [34–36]). In the case of κ = 2, this gives for the binary
2-quasi-cyclic code of Example 21 a collaborative decoding radius of 4.

VI. CONCLUSION AND OUTLOOK

We have derived an unreduced basis of an `A`B-quasi-cyclic product code in terms of the given generator matrices in
RGB/POT form of the `A-quasi-cyclic row-code and the `B-quasi-cyclic column-code. For two special cases, the generator
matrix in Pre-RGB/POT form of the `A`B-quasi-cyclic product code was derived. The general expression for the reduced basis
was conjectured.

Based on spectral analysis, a technique for bounding the minimum Hamming distance of a given `-quasi-cyclic code via
embedding it into an `-quasi-cyclic product code was outlined, which outperforms existing known bounds in many cases. We
have proposed an algebraic decoding algorithm with guaranteed `-phased burst error correction radius.

Beside the proof of Conjecture 15, the investigation of concatenated quasi-cyclic codes (see [37] and [38]) is open future
work. Furthermore, an extension of the embedding technique to an interpolation-based list decoding algorithm (see [39]) seems
possible.



REFERENCES

[1] A. Zeh and S. Ling, “Construction of quasi-cyclic product codes”, Int. ITG Conference on Systems, Communications and Coding 2015 (SCC’2015),
Hamburg, Germany, 2015.

[2] C. L. Chen, W. W. Peterson, and E. J. Weldon Jr., “Some results on quasi-cyclic codes”, Inf. Control, vol. 15, no. 5, pp. 407–423, 1969. DOI:
10.1016/S0019-9958(69)90497-5.

[3] T. Gulliver and V. Bhargava, “Some best rate 1/p and rate (p − 1)/p systematic quasi-cyclic codes”, IEEE Trans. Inform. Theory, vol. 37, no. 3,
pp. 552–555, 1991. DOI: 10.1109/18.79911.

[4] E. Z. Chen, A database on binary quasi-cyclic codes, http://moodle.tec.hkr.se/∼chen/research/codes/qc.htm, accessed january 2014.
[5] M. Grassl, Bounds on the minimum distance of linear codes and quantum codes, http://www.codetables.de, accessed february 2015.
[6] B. K. Butler and P. H. Siegel, “Bounds on the minimum distance of punctured quasi-cyclic LDPC codes”, IEEE Trans. Inform. Theory, vol. 59, no.

7, pp. 4584–4597, 2013. DOI: 10.1109/TIT.2013.2253152.
[7] G. Solomon and H. C. A. v. Tilborg, “A connection between block and convolutional codes”, SIAM J. Appl. Math., vol. 37, no. 2, pp. 358–369, 1979.

DOI: 10.2307/2100842.
[8] M. Esmaeili, T. A. Gulliver, N. P. Secord, and S. A. Mahmoud, “A link between quasi-cyclic codes and convolutional codes”, IEEE Trans. Inform.

Theory, vol. 44, no. 1, pp. 431–435, 1998. DOI: 10.1109/18.651076.
[9] K. Lally, “Algebraic lower bounds on the free distance of convolutional codes”, IEEE Trans. Inform. Theory, vol. 52, no. 5, pp. 2101–2110, 2006.

DOI: 10.1109/TIT.2006.872980.
[10] M. Barbier, C. Chabot, and G. Quintin, “On quasi-cyclic codes as a generalization of cyclic codes”, Finite Fields Th. App., vol. 18, no. 5, pp. 904–919,

2012. DOI: 10.1016/j.ffa.2012.06.003.
[11] M. Barbier, G. Quintin, and C. Pernet, “On the decoding of quasi-BCH codes”, Int. Workshop on Coding and Cryptography (WCC), Bergen, Norway,

2013.
[12] K. Lally and P. Fitzpatrick, “Algebraic structure of quasicyclic codes”, Discrete Appl. Math., vol. 111, no. 1-2, pp. 157–175, 2001. DOI: 10.1016/S0166-

218X(00)00350-4.
[13] K. Lally, “Quasicyclic Codes of Index ` over Fq Viewed as Fq [x]-Submodules of Fq` [x]/(x

m − 1)”, Applied Algebra, Algebraic Algorithms and
Error-Correcting Codes, ser. Lecture Notes in Computer Science 2643, Springer Berlin Heidelberg, 2003, pp. 244–253.
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