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We try to find an optimal quantum measurement for generalized quantum state discrimination
problems, which include the problem of finding an optimal measurement maximizing the average
correct probability with and without a fixed rate of inconclusive results and the problem of finding
an optimal measurement in the Neyman-Pearson strategy. We propose an approach in which the
optimal measurement is obtained by solving a modified version of the original problem. In particular,
the modified problem can be reduced to one of finding a minimum error measurement for a certain
state set, which is relatively easy to solve. We clarify the relationship between optimal solutions to
the original and modified problems, with which one can obtain an optimal solution to the original
problem in some cases. Moreover, as an example of application of our approach, we present an
algorithm for numerically obtaining optimal solutions to generalized quantum state discrimination
problems.

I. INTRODUCTION

A fundamental issue in quantum mechanics is that
there is no way to discriminate perfectly between non-
orthogonal quantum states, and indeed discrimination
between quantum states has become a crucial task in
quantum information theory. The object of this task is to
distinguish between a given finite set of known quantum
states with given prior probabilities as well as possible.
This task can be viewed as finding a quantum measure-
ment that minimizes or maximizes a certain optimality
criterion. Several optimality criteria have been suggested
since the basic framework of quantum state discrimina-
tion was established by the pioneering work of Helstrom,
Holevo, and Yuen et al. [1–3].

A minimum error measurement is one that maximizes
the average correct probability, and it is the most inten-
sively investigated. In particular, necessary and sufficient
conditions for a minimum error measurement have been
formulated [1–4], and closed-form analytical expressions
have been derived for some classes of quantum state sets
(see e.g., [5–8]). Another kind of measurement, called
unambiguous measurement, achieves error-free, i.e., un-
ambiguous, discrimination at the expense of allowing for
a certain rate of inconclusive answers [9–11]. An unam-
biguous measurement that maximizes the average correct
probability is called optimal, and a closed-form analyti-
cal expression has been obtained for some cases (see, e.g.,
[12–18]).

In addition to the minimum error and optimal unam-
biguous measurements, several other kinds of quantum
measurements have been studied; for example, an opti-
mal inconclusive measurement [19–25], an optimal error
margin measurement [26–28], and an optimal measure-
ment in the Neyman-Pearson strategy [2, 29, 30]. Re-

cently, generalized quantum state discrimination prob-
lems, which include any problems related to finding any
of the optimal measurements described above, have been
investigated, and necessary and sufficient conditions for
an optimal measurement have also been formulated [31].
However, thus far, obtaining a closed-form analytical ex-
pression appears to be a very difficult task. Moreover,
an efficient numerical algorithm for solving such prob-
lems has not yet been found.

In this article, we try to find analytical or numerical
optimal solutions to generalized quantum state discrimi-
nation problems. We consider an extension of the method
developed in Ref. [32]. The authors of that paper de-
veloped a corresponding modified version of an optimal
inconclusive measurement that maximizes an objective
function which is the weighted sum of the average correct
and inconclusive probabilities. In this paper, we investi-
gate a modified version of a generalized problem. As we
will show later, finding an optimal solution to the modi-
fied problem is relatively easy, since it can be reduced to
one of finding a minimum error measurement for a cer-
tain state set. Thus, the modified problem is often useful
for solving the original generalized problem. In Sec. II,
we give a brief overview of generalized quantum state
discrimination problems. In Sec. III, we present the cor-
responding modified problem and clarify the relationship
between optimal solutions to the original and modified
problems. We also claim that in the two-dimensional
cases one can obtain an optimal solution to the original
problem from the solution to the modified problem. In
Sec. IV, we propose a numerical algorithm for solving the
original problem by exploiting the modified one.
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II. GENERALIZED QUANTUM STATE
DISCRIMINATION PROBLEM

A quantum measurement can be described as a pos-
itive operator-valued measure (POVM) with M detec-

tion operators, Π = {Π̂m : m ∈ IM}, where Ik =
{0, 1, · · · , k − 1}. Let H be a complex Hilbert space and
MM be the set of POVMs on H whose element consists
of M detection operators. Each Π ∈ MM satisfies

Π̂m ≥ 0, ∀m ∈ IM ,
M−1
∑

m=0

Π̂m = 1̂, (1)

where 1̂ is the identity operator on H. Â ≥ 0 and Â ≥
B̂ respectively denote that Â and Â − B̂ are positive
semidefinite.
Let S and S+ be respectively the sets of Hermitian

operators on H and semidefinite positive operators on H.
Let R and R+ be respectively the sets of real numbers
and nonnegative real numbers. Also, let Rn and Rn

+ be
respectively the sets of collections of n real numbers and
n nonnegative real numbers.
A broad class of optimization problems regarding

quantum measurements, including ones of finding a min-
imum error measurement and an optimal unambiguous
measurement, can be formulated as follows [31]:

P1 : maximize f(Π) =

M−1
∑

m=0

Tr(ĉmΠ̂m)

subject to Π ∈ M
(b)
M ,

(2)

where ĉm ∈ S for any m ∈ IM . M
(b)
M with b = {bj ∈ R :

j ∈ IJ} ∈ RJ is defined as:

M
(b)
M = {Π ∈ MM : βj(Π) ≥ bj, ∀j ∈ IJ} ,

βj(Π) =

M−1
∑

m=0

Tr(âj,mΠ̂m), (3)

where âj,m ∈ S (∀j ∈ IJ ,m ∈ IM ), and J is the num-
ber of constraints expressed in the form βj(Π) ≥ bj.
Problem P1 is referred to as a generalized quantum
state discrimination problem. Without loss of general-
ity, we will let H be the complex Hilbert space spanned
by the supports of the operators {ĉm : m ∈ IM} and
{âj,m : j ∈ IJ ,m ∈ IM}. Note that to simplify the
discussion, we have reversed the sign of the inequality in
Eq. (3) with respect to that in Ref. [31]. A POVM Π that
satisfies the constraints is referred to as a feasible solu-
tion. Moreover, the set of all feasible solutions is called

a feasible set. The feasible set of problem P1 is M
(b)
M .

As an example, let us consider the problem of find-
ing a minimum error measurement. Suppose we want
to discriminate between R quantum states represented
by density operators ρ̂r (r ∈ IR) with prior proba-
bilities ξr. ρ̂r satisfies ρ̂r ≥ 0 and Tr ρ̂r = 1. A

minimum error measurement Π ∈ MR for R quan-
tum states ρ = {ρ̂r : r ∈ IR} with prior probabilities
ξ = {ξr : r ∈ IR} can be characterized as an optimal
solution to the following optimization problem:

maximize PC(Π) =

R−1
∑

r=0

ξrTr(ρ̂rΠ̂r)

subject to Π ∈ MR.

(4)

PC(Π) is called the average correct probability. This
problem is equivalent to problem P1 with M = R, J = 0,
and ĉm = ξmρ̂m (m ∈ IR).
In the remainder of this paper, we assume that ĉm ∈

S+ and âj,m ∈ S+ for any j ∈ IJ and m ∈ IM . We
show here that this involves no loss of generality. For
given {ĉm ∈ S : m ∈ IM}, we choose τ̂c ∈ S such that
ĉm + τ̂c ≥ 0. Similarly, for given {âj,m ∈ S : m ∈ IM},
we choose τ̂j ∈ S such that âj,m + τ̂j ≥ 0. Let

ĉ′m = ĉm + τ̂c,

â′j,m = âj,m + τ̂j ; (5)

ĉ′m ≥ 0 and â′j,m ≥ 0 obviously hold. We have

M−1
∑

m=0

Tr(ĉ′mΠ̂m) =

M−1
∑

m=0

Tr(ĉmΠ̂m) + Tr τ̂c,

M−1
∑

m=0

Tr(â′j,mΠ̂m) =

M−1
∑

m=0

Tr(âj,mΠ̂m) + Tr τ̂j . (6)

Thus, we can easily see that an optimal solution to prob-
lem P1 does not change even if we replace ĉ′m, â′j,m, and
bj +Tr τ̂j with ĉm, âj,m, and bj , respectively.
Let f⋆(b) be the optimal value of problem P1 as a

function of b ∈ RJ if M
(b)
M is not empty; otherwise,

f⋆(b) = −∞. f⋆(b) can be expressed as

f⋆(b) =

{

max
Π∈M

(b)
M

f(Π),

−∞, otherwise.
(7)

We can easily verify that if b, b′ ∈ RJ satisfies bj ≤ b′j

for any j ∈ IJ , then M
(b)
M ⊇ M

(b′)
M holds, which gives

f⋆(b) ≥ f⋆(b′). In addition, since Tr(âj,mΠ̂m) ≥ 0 always
holds, the problem is equivalent to that in which bj with
bj < 0 is replaced with 0; thus, for any b ∈ RJ , f⋆(b) =
f⋆(b′) holds, where b′ ∈ RJ

+ satisfies b′j = max(bj , 0) for
any j ∈ IJ .
The dual problem of problem P1 can be expressed as

[31]

DP1 : minimize s(X̂, λ) = Tr X̂ − λ · b

subject to X̂ ∈ Sλ
(8)

with variables X̂ ∈ S+ and λ = {λj ∈ R+ : j ∈ IJ} ∈

RJ
+, where λ · b denotes

∑J−1
j=0 λjbj and

Sλ = {X̂ ∈ S+ : X̂ ≥ ẑm(λ), ∀m ∈ IM}, (9)

ẑm(λ) = ĉm +

J−1
∑

j=0

λj âj,m. (10)
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ẑm(λ) ∈ S+ obviously holds for any λ ∈ RJ
+ since ĉm ≥ 0

and âj,m ≥ 0. If M
(b)
M is not empty, then the optimal

values of problems P1 and D1 are the same (see Ref. [31]
Theorem 1).

III. MODIFIED VERSION OF GENERALIZED
QUANTUM STATE DISCRIMINATION

PROBLEM

Necessary and sufficient conditions have been formu-
lated for an optimal solution (i.e., a minimum error mea-
surement) to problem (4), and closed-form analytical
expressions for minimum error measurements have also
been derived for several quantum state sets. Similarly,
necessary and sufficient conditions have been derived for
an optimal solution to problem P1 [31]. However, obtain-
ing an optimal solution to problem P1 is often a more dif-
ficult task than obtaining a minimum error measurement.
In this section, we consider a modified optimization prob-
lem. We claim that, in some cases, solving the modified
problem is easier than directly solving problem P1.

A. Formulation

The main reason why it is difficult to obtain an analytic
solution to problem P1 in general is that the constraints
are more complicated than those of finding a minimum
error measurement. Let us consider the following prob-
lem:

P2 : maximize g(Π;λ) =

M−1
∑

m=0

Tr[ẑm(λ)Π̂m]

subject to Π ∈ MM ,

(11)

where λ ∈ RJ
+ is constant, and ẑm(λ) is defined in

Eq. (10). We call this problem the modified problem
of problem P1. We can easily see that it can also be for-
mulated as a generalized quantum state discrimination
problem [31], and thus the dual problem is expressed as

DP2 : minimize Tr X̂

subject to X̂ ∈ Sλ
(12)

with variables X̂ ∈ S+. The optimal values of prob-
lems P2 and DP2 are the same. Let g⋆(λ) be the function
of λ ∈ RJ defined by

g⋆(λ) =

{

max
Π∈MM

g(Π;λ), λ ∈ RJ
+,

∞, otherwise;
(13)

i.e., g⋆(λ) is the optimal value of problem P2 in the case of
λ ∈ RJ

+; otherwise, ∞. If λ, λ′ ∈ RJ
+ satisfies λj ≥ λ′

j for
any j ∈ IJ , then ẑm(λ) ≥ ẑm(λ′) holds for any m ∈ IM ,
and thus g⋆(λ) ≥ g⋆(λ′) holds.

B. Relationship between problems P1 and P2

In this subsection, we discuss the relationship between
problems P1 and P2. First, we show that f⋆(b) and g⋆(λ)
have the following property:

Theorem 1 −f⋆(b) and g⋆(λ) are convex. Moreover,
−f⋆(b) is the Legendre transformation of g⋆(λ) and vice
versa.

Proof First, we prove that g⋆(λ) is convex. From
Eq. (13), it suffices to show that g⋆(λ) is convex in the

range of λ ∈ RJ
+. Let X̂

′ and X̂ ′′ be respectively optimal

solutions to problem DP2 in the case of λ = λ′ ∈ RJ
+

and λ = λ′′ ∈ RJ
+, which means that g⋆(λ′) = Tr X̂ ′,

X̂ ′ ∈ Sλ′ , g⋆(λ′′) = Tr X̂ ′′, and X̂ ′′ ∈ Sλ′′ hold. Let

t ∈ R+ with 0 ≤ t ≤ 1, Ŷ = tX̂ ′ + (1 − t)X̂ ′′, and
η = {ηj = tλ′

j + (1 − t)λ′′
j : j ∈ IJ}. η ∈ RJ

+ obviously
holds. For any m ∈ IM , we have

Ŷ = tX̂ ′ + (1− t)X̂ ′′

≥ tẑm(λ′) + (1− t)ẑm(λ′′) = ẑm(η); (14)

i.e., Ŷ ∈ Sη. The last equality of Eq. (14) follows from

the definition of ẑm(λ) in Eq. (10). Thus, g⋆(η) ≤ Tr Ŷ
holds from the definition of g⋆(η). Therefore, we obtain

g⋆(η) ≤ Tr Ŷ = tTr X̂ ′ + (1− t)Tr X̂ ′′

= tg⋆(λ′) + (1 − t)g⋆(λ′′), (15)

which indicates that g⋆(λ) is convex.
Next, we prove that −f⋆(b) is the Legendre transfor-

mation of g⋆(λ). Let X̂λ be an optimal solution to prob-

lem DP2 as a function of λ ∈ RJ
+. g⋆(λ) = Tr X̂λ holds

in the case of λ ∈ RJ
+. Since the minimum s(X̂, λ) in

Eq. (8) equals the optimal value f⋆(b) of problem P1, we
obtain

− f⋆(b) = − min
λ∈RJ

+

min
X̂∈Sλ

(Tr X̂ − λ · b)

= − min
λ∈RJ

+

(Tr X̂λ − λ · b)

= − min
λ∈RJ

+

[g⋆(λ) − λ · b]

= max
λ∈RJ

[λ · b− g⋆(λ)] , (16)

where the second line follows from minX̂∈Sλ
Tr X̂ =

Tr X̂λ, which is given by the definition of X̂λ. From
Eq. (16), −f⋆(b) is the Legendre transformation of g⋆(λ).
We can obviously see that −f⋆(b) is convex and g⋆(λ)

is the Legendre transformation of −f⋆(b) since −f⋆(b) is
the Legendre transformation of the convex function g⋆(λ)
[33]. �

Next, we discuss the relationship between optimal so-
lutions to problems P1 and P2.

Theorem 2 The following statements hold:
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(1) An optimal solution to problem P1 with respect to
b ∈ RJ is an optimal solution to problem P2 with
respect to λ ∈ ∂[−f⋆(b)], where ∂[−f⋆(b)] is the sub-
differential of −f⋆(b), i.e.,

∂[−f⋆(b)] = {λ ∈ RJ
+ : −f⋆(b′) + f⋆(b)

≥ λ · b′ − λ · b, ∀b′ ∈ RJ}. (17)

(2) An optimal solution, denoted by Π•, to problem P2
with respect to λ ∈ RJ

+ is an optimal solution to

problem P1 with respect to b ∈ RJ if

βj(Π
•) ≥ bj ,

λj [βj(Π
•)− bj] = 0 (18)

hold for any j ∈ IJ (note that βj is defined by
Eq. (3)).

Proof (1) Let Π⋆ be an optimal solution to problem P1
with respect to b ∈ RJ . For any λ ∈ ∂[−f⋆(b)], we have

g⋆(λ) = max
b′∈RJ

[λ · b′ + f⋆(b′)]

= λ · b+ f⋆(b)

= λ · b+

M−1
∑

m=0

Tr(ĉmΠ̂⋆
m)

≤

M−1
∑

m=0

Tr[ẑm(λ)Π̂⋆
m]

= g(Π⋆;λ), (19)

where the first line follows from g⋆(λ) being the Legendre
transformation of −f⋆(b). The second line follows from
λ · b + f⋆(b) ≥ λ · b′ + f⋆(b′) for any b′ ∈ RJ , which is
given from Eq. (17). The fourth line follows from Π⋆ ∈

M
(b)
M (i.e., βj(Π

⋆) ≥ bj , ∀j ∈ IJ ) and Eq. (10). In
contrast, from the definition of g⋆(λ), g⋆(λ) ≥ g(Π⋆;λ)
holds. Thus, g⋆(λ) = g(Π⋆;λ) holds, which means that
Π⋆ is an optimal solution to problem P2.
(2) Let us consider b satisfying Eq. (18). Suppose,

by contradiction, that Π• is not an optimal solution to
problem P1 with respect to b. Since βj(Π

•) ≥ bj holds

for any j ∈ IJ , Π
• ∈ M

(b)
M holds. Let Π′ be an optimal

solution to problem P1 with respect to b; then, Π′ ∈ M
(b)
M

and f(Π′) > f(Π•) hold. Thus, we obtain

g(Π′;λ) = f(Π′) +

J−1
∑

j=0

λjβj(Π
′)

> f(Π•) +
J−1
∑

j=0

λjbj

= f(Π•) +

J−1
∑

j=0

λjβj(Π
•)

= g(Π•;λ). (20)

This contradicts the assumption that Π• is an optimal
solution to problem P2 with respect to λ, i.e., g(Π•;λ) ≥

g(Π′;λ) for any Π′ ∈ MM . Therefore, Π• is an optimal
solution to problem P1 with respect to b. �

C. Derivation of an optimal solution using
modified problem

As we will show below, problem P2 can be reduced to
one of finding a minimum error measurement for a certain
state set. Thus, sometimes, problem P2 can be used to
solve problem P1 and is easier than directly solving it.

Remark 3 Let us consider problem P2 with respect to
λ ∈ RJ

+. Π ∈ MM is an optimal solution to problem P2
if and only if Π is a minimum error measurement for M
quantum states ρ = {ρ̂m : m ∈ IM} with prior probabil-
ities ξ = {ξm : m ∈ IM}, where

ξm =
Tr ẑm(λ)

M−1
∑

k=0

Tr ẑk(λ)

, ρ̂m =
ẑm(λ)

Tr ẑm(λ)
. (21)

Proof Let C = [
∑M−1

k=0 Tr ẑk(λ)]
−1. The average cor-

rect probability PC(Π), which is defined by Eq. (4), can
be represented as

PC(Π) =

M−1
∑

m=0

ξmTr(ρ̂mΠ̂m)

= C
M−1
∑

m=0

Tr[ẑm(λ)Π̂m] = Cg(Π;λ). (22)

Thus, finding a Π that maximizes PC(Π) is equivalent to
finding a Π that maximizes g(Π;λ). �

Closed-form analytical expressions of minimum error
measurements have been obtained for several classes of
quantum state sets (e.g., [5–8, 34–38]). By using these
results, we should be able to obtain a closed-form an-
alytical expression for problem P1 in some cases. For
example, an analytical procedure for finding a minimum
error measurement for any qubit state set is shown in
Ref. [38]. This method is applicable to problem P1 with
dim H = 2 since the corresponding modified problem
can be reduced to one of finding a minimum error mea-
surement for a qubit state set. The optimal value and
solution of problem P1 can be derived from Theorems 1
and 2 once we find those of the corresponding modified
problem.

IV. NUMERICAL ALGORITHM FOR SOLVING
A GENERALIZED QUANTUM STATE

DISCRIMINATION PROBLEM

In this section, we present a numerical algorithm of
solving a generalized quantum state discrimination prob-
lem by utilizing the modified one. Problem P1 can be for-
mulated as a semidefinite programming (SDP) problem;
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Algorithm 1 Ježek et al.’s algorithm.

Input: prior probabilities {ξr : r ∈ IR}
and quantum states {ρ̂r : r ∈ IR}

1: Π̂
(0)
r ← 1̂/R, ∀r ∈ IR

2: for l = 0, 1, 2, · · · do

3: D̂
(l)
r ← ξ2r ρ̂rΠ̂

(l)
r ρ̂r, ∀r ∈ IR

4: Λ̂(l) ←
[

∑R−1
k=0 D̂

(l)
k

]

−
1
2

5: Π̂
(l+1)
r ← Λ̂(l)D̂

(l)
r Λ̂(l), ∀r ∈ IR

6: end for
Output: POVM Π(l+1)

thus, in general, an optimal solution can be computed in
polynomial time in N = dim H by using well known al-
gorithms such as interior point methods. However, these
methods require excessive computational resources when
N is very large (e.g., [39]). For example, the time com-
plexity required by CSDP (which is a widely used SDP
solver implementing a primal-dual interior point method)
is O(N6).
Ježek et al. proposed an iterative algorithm for obtain-

ing a minimum error measurement, which we call Ježek
et al.’s algorithm [40]. Later, Fiurášek et al. extended
this algorithm to an optimal inconclusive measurement
[21]. These algorithms resemble projected gradient-based
algorithms, which consist of a gradient step (i.e., ap-
proaching the optimal value of the objective function)
and a projection step (i.e., projecting a solution onto
the feasible set). However, the projection onto the feasi-
ble set is computationally expensive even for moderately
complex constraints. We propose a low computational
complexity numerical algorithm for solving problem P1
that works by solving modified problem P2 and does not
always project a solution onto the feasible set of prob-
lem P1 at each iteration.

A. Conventional method

Let us explain Ježek et al.’s algorithm [40]. Consider a
quantum state set {ρ̂r : r ∈ IR} with prior probabilities
{ξr : r ∈ IR}. This algorithm iteratively computes Π(l) ∈
MR for l = 1, 2, · · · with an initial POVM Π(0).
Algorithm 1 is the pseudocode of Ježek et al.’s al-

gorithm. This algorithm resembles projected gradient-
based algorithms; we can interpret that Step 3 helps
Π(l+1) to approach an optimal solution, and Steps 4 and
5 are projection steps in which Π(l+1) is computed as

the projection of {D̂
(l)
r : r ∈ IR} onto MR. Although

∑R−1
k=0 D̂

(l)
k 6= 1̂, i.e., {D̂

(l)
r } 6∈ MR, generally holds, it is

guaranteed that Π(l+1) ∈ MR.
Ježek et al.’s algorithm is extended to an optimal in-

conclusive measurement with the average inconclusive
probability p in Ref. [21]. This algorithm iteratively com-
putes Π(l) for l = 1, 2, · · · such that Π(l) is a feasible

Algorithm 2 Proposed algorithm.

Input: {ĉm ∈ S+ : m ∈ IM}, {âj,m ∈ S+ : j ∈ IJ , m ∈
IM}, {bj ∈ R : j ∈ IJ}, and a constant for the stopping
criterion ǫ > 0

1: Π̂
(0)
m ← 1̂/M , ∀m ∈ IM

2: Initialize λ(0)

3: for l = 0, 1, 2, · · · do
4: /* Update Π */

5: D̂
(l)
m ← ẑm[λ(l)]Π̂

(l)
m ẑm[λ(l)], ∀m ∈ IM

6: Λ̂(l) ←
[

∑M−1
m=0 D̂

(l)
m

]

−
1
2

7: Π̂
(l+1)
m ← Λ̂(l)D̂

(l)
m Λ̂(l), ∀m ∈ IM

8: /* Decide whether to stop */
9: Compute f⋆

10: Compute f⋆

11: if f⋆ − f⋆ < ǫ then
12: break
13: end if
14: /* Update λ */

15: λ(l+1) ← φ[λ(l); Π(l+1)]
16: end for
17: Correct Π(l+1)

Output: POVM Π(l+1)

solution (i.e., Π(l) ∈ MR+1 and
∑R−1

r=0 Tr[ξrρ̂rΠ̂
(l)
R ] = p

hold). However, the projection onto the feasible set re-
quires large computational resources.

B. Proposed method

1. Algorithm

The proposed algorithm uses Theorem 2, which states
that an optimal solution to problem P2 with respect to an
appropriate λ is an optimal solution to problem P1, and
Remark 3, which states that problem P2 can be reduced
to one of finding a minimum error measurement. Our
algorithm also computes upper and lower bounds for the
optimal value at each iteration, which are used as a stop
criterion for the iterations.
Algorithm 2 is the pseudocode of our algorithm. ǫ > 0

is a constant for the stopping criterion. In Steps 4–7,
Π(l+1) is computed using an iterative formula similar to
that of Ježek et al.’s algorithm; however, our algorithm
uses ẑm[λ(l)] instead of ξmρ̂m. In Steps 8–13, the upper
and lower bounds, f⋆ and f⋆, of f⋆ are computed, and
whether to stop the iteration process is decided. We will
show how to compute f⋆ and f⋆ in Subsubsecs. IVB 2
and IVB3. In Steps 14 and 15, λ is updated in a way that
will be described in Subsubsec. IVB 4. φ in Step 15 is a
function that updates λ(l). In Step 17, Π(l+1) is corrected

to ensure that Π(l+1) ∈ M
(b)
M , which can be done by

replacing Π(l+1) with a Π that satisfies f(Π) = f⋆ (such a
Π can be easily obtained, as shown in Subsubsec. IVB3).
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We compute λ(l) (l = 0, 1, 2, · · · ) such that λ
(l)
j > 0

for any j ∈ IJ . In this case, the following operator

Ŷ (l) =

M−1
∑

m=0

D̂(l)
m (23)

is positive definite (see Appendix A). This indicates that

Λ̂(l) = [Ŷ (l)]−1/2 exists.
In the proposed algorithm, Π(l) (l = 0, 1, 2, · · · ) is not

always a feasible solution to problem P1. Instead, the
time complexity required by our algorithm for a single
iteration is of the same order as that required by Ježek
et al.’s algorithm. In addition, it is expected that if λ(l)

converges to an appropriate value, then Π̂(l) converges to
a feasible and optimal solution.

2. Upper bound for optimal value

The following lemma gives an upper bound for the op-
timal value f⋆(b) of problem P1.

Lemma 4 Suppose λ ∈ RJ
+ and Π ∈ MM . Let

f⋆ = s(Ŷ , λ) = Tr Ŷ − λ · b, (24)

where

Ŷ = Ŷ0 +

M−1
∑

m=0

(1 − tm)+ẑm(λ), (25)

Ŷ0 =

[

M−1
∑

m=0

ẑm(λ)Π̂m ẑm(λ)

]

1
2

, (26)

and (x)+ is x if x > 0; otherwise 0. tm is the maximum

real number satisfying Ŷ0 ≥ tmẑm(λ). Then, for any
λ ∈ RJ

+ and Π ∈ MM , f⋆ ≥ f⋆(b) holds. Moreover, let

Π̂• be an optimal solution to problem P2 with respect to
λ ∈ RJ

+. For any b ∈ RJ satisfying Eq. (18), f⋆ obtained

from Eq. (24) by replacing Π with Π• satisfies f⋆ = f⋆(b).

Proof First, we show f⋆ ≥ f⋆(b). From Eq. (25) and

Ŷ0 ≥ tmẑm(λ), we have that for any m ∈ IM ,

Ŷ ≥ Ŷ0 + (1− tm)+ẑm(λ)

≥ [tm + (1− tm)+]ẑm(λ) ≥ ẑm(λ), (27)

which means Ŷ ∈ Sλ. In contrast, since f⋆(b) is equal to

the optimal value of dual problem D1, s(X̂, λ) ≥ f⋆(b)

holds for any X̂ ∈ Sλ. Thus, f⋆ = s(Ŷ , λ) ≥ f⋆(b).
Next, we show that f⋆ obtained from Eq. (24) by re-

placing Π with Π• satisfies f⋆ = f⋆(b) for any b ∈ RJ

satisfying Eq. (18). Let X̂• be an optimal solution to
problem DP2. We have

M−1
∑

m=0

Tr[[X̂• − ẑm(λ)]Π̂•
m] = Tr X̂• −

M−1
∑

m=0

Tr[ẑm(λ)Π̂•
m]

= 0, (28)

where the last equality follows from the optimal values
of problems P2 and DP2 being same. From Eq. (28)

and X̂• ≥ ẑm(λ), Tr[[X̂• − ẑm(λ)]Π̂•
m] = 0 holds for any

m ∈ IM , which gives

[X̂• − ẑm(λ)]Π̂•
m = 0, ∀m ∈ IM . (29)

Thus, we obtain

X̂•Π̂•
mX̂• = ẑm(λ)Π̂•

m ẑm(λ). (30)

Summing this equation over m = 0, · · · ,M −1 and using
Eq. (26) yield (X̂•)2 = Ŷ 2

0 , i.e., X̂
• = Ŷ0. Since X̂• ≥

ẑm(λ) for any m ∈ IM , tm ≥ 1, which gives Ŷ = X̂•.

Thus, f⋆ = s(X̂•, λ). In contrast, s(X̂•, λ) = f⋆(b).
Indeed,

s(X̂•, λ)− f⋆(b)

= Tr X̂• − λ · b−

M−1
∑

m=0

Tr(ĉmΠ̂•
m)

= Tr X̂• − λ · b−

M−1
∑

m=0

Tr[ẑm(λ)Π̂•
m] +

J−1
∑

j=0

λjβj(Π
•)

= Tr X̂• −

M−1
∑

m=0

Tr[ẑm(λ)Π̂•
m]

= 0, (31)

where the second line follows from Π• being an optimal
solution to problem P1 with respect to b, which follows
from Theorem 2. The third, fourth, and last lines follow
from Eqs. (10), (18), and (28), respectively. Therefore,
f⋆ = f⋆(b) holds. �

In the proposed algorithm, f⋆ can be computed from
Eq. (24) by replacing Π with Π(l) and λ with λ(l). In

this case, since Ŷ0 = [Ŷ (l)]1/2 holds from Eq. (23),

Ŷ0 is positive definite. Thus, Ŷ0 ≥ tmẑm[λ(l)] is

equivalent to 1̂ ≥ tmŶ
−1/2
0 ẑm[λ(l)]Ŷ

−1/2
0 , which im-

plies that tm is the inverse of the largest eigenvalue of

Ŷ
−1/2
0 ẑm[λ(l)]Ŷ

−1/2
0 . Let q̂

(l)
m be an operator satisfying

ẑm[λ(l)] = q̂
(l)
m [q̂

(l)
m ]† (Â† denotes the conjugate trans-

pose of Â); then, tm is also the inverse of the largest

eigenvalue of [q̂
(l)
m ]†Ŷ −1

0 q̂
(l)
m , which follows from ÂÂ† and

Â†Â having the same nonzero eigenvalues for any oper-

ator Â (in this case, Â = Ŷ
−1/2
0 q̂

(l)
m ) [41]. We can com-

pute the largest eigenvalue of [q̂
(l)
m ]†Ŷ −1

0 q̂
(l)
m more easily

than that of Ŷ
−1/2
0 ẑm[λ(l)]Ŷ

−1/2
0 in the case in which

rank ẑm[λ(l)] is small, since [q̂
(l)
m ]†Ŷ −1

0 q̂
(l)
m can be repre-

sented as a (rank ẑm[λ(l)])-dimensional matrix.

3. Lower bounds for the optimal value

Consider a lower bound, f⋆, for the optimal value
f⋆(b). From problem P1, f(Π) ≤ f⋆(b) holds for any
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Π ∈ M
(b)
M . Thus, we can consider the following lower

bound:

f⋆ = max{f [Π(l)] : Π(l) ∈ M
(b)
M , l = 0, 1, · · · }, (32)

if l exists such that Π(l) ∈ M
(b)
M ; otherwise, f⋆ = −ǫ. In

Step 17 of Algorithm 2, we can correct Π(l+1) by simply
replacing it with Π(l⋆), where l⋆ satisfies f [Π(l⋆)] = f⋆.
The stopping criterion of the proposed algorithm, i.e.,
f⋆ − f⋆ < ǫ, does not hold whenever f⋆ = −ǫ holds.

Assume that λ(l) and Π(l) respectively converge to λ◦

and Π◦. Also, assume that Π◦ is an optimal solution to
problem P2 with respect to λ◦ and that Eq. (18) holds
after replacing λ with λ◦ and Π• with Π◦. Then, from
Statement (2) of Theorem 2, Π◦ is also an optimal so-
lution to problem P1. In this case, from Lemma 4 and
Eq. (32), both f⋆ and f⋆ converge to the optimal value
of problem P1.
In the rest of this subsubsection, we only consider the

case of J = 1, in which case we can easily obtain a lower
bound tighter than Eq. (32). Let Q be the set defined by

Q = {(β0(Π), f(Π)) : Π ∈ MM}. (33)

Since β0(Π) and f(Π) are linear functions of Π, we can
easily see that Q is convex. The lower bound f⋆ can
be obtained by using the fact that f⋆(b0) equals the
maximum value of u satisfying (b0, u) ∈ Q (note that
b = b0 ∈ R holds when J = 1). Now, assume that two
points (qS, fS), (qL, fL) ∈ Q satisfying qS < b0 ≤ qL are
given. We can further assume, without loss of general-
ity, that fS ≥ fL; otherwise, we can replace fS with fL
since (qS, fL) ∈ Q holds. Indeed, if fS < fL, then since
f⋆(qS) ≥ f⋆(qL) ≥ fL holds, which follows from f⋆(b0)
is monotonically decreasing with respect to b0, we have
(qS, fL) ∈ Q. Let (b0, u) ∈ Q be the point on the line
connecting the two points (qS, fS) and (qL, fL); then, we
set f⋆ as u. Such an f⋆ can be expressed as

f⋆ =
(qL − b0)fS + (b0 − qS)fL

qL − qS
. (34)

We want to compute and update two points
(qS, fS), (qL, fL) ∈ Q so that f⋆ defined by Eq. (34)
becomes as large as possible.
An example of pseudocode for computing f⋆ by using

Eq. (34) is shown in Algorithm 3. Note that the pseu-
docode corresponds to Step 10 of Algorithm 2. Before
the first iteration of Algorithm 2, we initialize (qS, fS) =
(β0[Π

(0)], f [Π(0)]) and (qL, fL) = (b0,−ǫ) if β0[Π
(0)] <

b0; otherwise, (qS, fS) = (0, f [Π(0)]) and (qL, fL) =
(β0[Π

(0)], f [Π(0)]). f⋆ is initialized with Eq. (34); then,

f⋆ = f [Π(0)] holds if β0[Π
(0)] ≥ b0; otherwise, f

⋆ = −ǫ

holds. Also, we initialize ΠS = ΠL = Π(0). ΠL is a
POVM that always satisfies f(ΠL) = fL and β0(Π

L) = qL
whenever β0(Π

L) ≥ b0, and ΠS is a POVM that always
guarantees f(ΠS) = fS and β0(Π

S) ≥ qS (note that if
fS < fL holds in Step 15, then β0(Π

S) = qL > qS holds
at Step 17). Step 1 substitutes β0[Π

(l+1)] and f [Π(l+1)]

Algorithm 3 Algorithm of computing a lower bound
f⋆ when J = 1.

1: (q′, f ′)← (β0[Π
(l+1)], f [Π(l+1)])

2: if q′ < b0 then
3: ftmp ← γf ′ + (1− γ)fL

where γ = (qL − b0)/(qL − q′)
4: if f⋆ < ftmp then
5: f⋆ ← ftmp

6: (qS, fS)← (q′, f ′)

7: ΠS ← Π(l+1)

8: end if
9: else

10: ftmp ← γfS + (1− γ)f ′

where γ = (q′ − b0)/(q
′ − qS)

11: if f⋆ < ftmp then
12: f⋆ ← ftmp

13: (qL, fL)← (q′, f ′)

14: ΠL ← Π(l+1)

15: if fS < fL then
16: fS ← fL
17: ΠS ← ΠL

18: end if
19: end if
20: end if

for q′ and f ′, respectively. Steps 3–8 correspond to the
case of q′ = β0[Π

(l+1)] < b0. ftmp computed in Step 3 is
identical to f⋆ obtained from Eq. (34) after substituting
(q′, f ′) for (qS, fS). If ftmp is larger than f⋆, then we
substitute (q′, f ′) for (qS, fS). Steps 10–18 correspond to
the case of q′ = β0[Π

(l+1)] ≥ b0. In a similar way to
Steps 3–8, we substitute (q′, f ′) for (qL, fL), if necessary.
Also, in Step 16, we substitute fL for fS if fS < fL in
order to guarantee fS ≥ fL. f⋆ = −ǫ holds unless there

exists l′ with 0 ≤ l′ ≤ l + 1 such that Π(l′) ∈ M
(b)
M , in

which case the stopping criterion of the proposed algo-
rithm, i.e., f⋆ − f⋆ < ǫ, does not hold.

In Step 17 of Algorithm 2, we can correct Π(l+1) by
replacing it with Φ = {Φ̂m : m ∈ IM}, where

Φ̂m =
(qL − b0)Π̂

S
m + (b0 − qS)Π̂

L
m

qL − qS
. (35)

Φ ∈ M
(b)
M holds since

β0(Φ) =
(qL − b0)β0(Π

S) + (b0 − qS)β0(Π
L)

qL − qS
≥ b0,(36)

which follows from β0(Π
S) ≥ qS and β0(Π

L) = qL, and
Φ ∈ MM obviously holds from Eq. (35). Moreover, from
f(ΠS) = fS, f(Π

L) = fL, and Eq. (34), we have

f(Φ) =
(qL − b0)f(Π

S) + (b0 − qS)f(Π
L)

qL − qS
= f⋆. (37)
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4. Computing λ(l)

Now let us compute λ(l). A numerical observation has
been reported that Ježek et al.’s algorithm converges to
a minimum error measurement [40]. Thus, Π(l) should
converge to an optimal solution to problem P2 if λ(l)

converges to an appropriate value at a very slow rate.
Note that it has been proved that Ježek et al.’s algo-
rithm monotonically increases the average correct prob-
ability [42–44] and that it converges to a minimum error
measurement in the case of a linearly independent pure
state set [45]. Whether Ježek et al.’s algorithm converges
to a minimum error measurement for any quantum state
set remains an open question.
To simplify the discussion, we will assume that Π(l+1)

is approximately equivalent to an optimal solution to
problem P2 with respect to λ(l). Suppose that λ(l) and
Π(l) converge to λ◦ and Π◦, respectively. Moreover, let
us assume that Π◦ is an optimal solution to problem P2
with respect to λ◦. From Statement (2) of Theorem 2,
Π◦ is an optimal solution to problem P1 with respect to
b if, for any k ∈ IJ ,

βk(Π
◦) ≥ bk,

λ◦
k[βk(Π

◦)− bk] = 0. (38)

In what follows, we consider an update formula of λ(l)

such that this equation holds.
For simplicity, we first consider a fixed k ∈ IJ and

try to compute λ(l+1) such that only λ
(l+1)
k is updated

(i.e., λ
(l+1)
j = λ

(l)
j holds for any j ∈ IJ with j 6= k). We

will update λ
(l+1)
k such that λ

(l+1)
k > λ

(l)
k in the case of

βk[Π
(l+1)] < bk and update λ

(l+1)
k such that λ

(l+1)
k < λ

(l)
k

in the case of βk[Π
(l+1)] > bk. From our assumptions,

Π(l+1) and Π(l+2) are respectively optimal solutions to
problem P2 with respect to λ(l) and λ(l+1); thus, from
Lemma 7 in Appendix C, βk[Π

(l+2)] ≥ βk[Π
(l+1)] holds

if βk[Π
(l+1)] < bk, and βk[Π

(l+2)] ≤ βk[Π
(l+1)] holds if

βk[Π
(l+1)] > bk. Therefore, we would have

|βk[Π
(l+2)]− bk| ≤ |βk[Π

(l+1)]− bk| (39)

at least if λ
(l+1)
k is sufficiently close to λ

(l)
k . We choose an

updating formula such that λ
(l)
k goes to infinity whenever

βk[Π
(l)] < bk always holds for any sufficiently large l, and

λ
(l)
k converges to 0 whenever βk[Π

(l)] > bk always holds
for any sufficiently large l. Then, it is expected that
the following three cases may occur: (a) βk(Π

◦) = bk,
(b) βk(Π

◦) > bk and λ◦
k = 0, and (c) βk(Π

◦) < bk and
λ◦
k = ∞. In the cases of (a) and (b), Eq. (38) holds

at least for the particular k. In contrast, in the case of

(c), the feasible set of the original problem P1, M
(b)
M , is

empty. Indeed, in this case, from Eq. (11) and λ
(l)
k → ∞,

g(Π;λ(l))/λ
(l)
k → βk(Π) for large l; thus, βk(Π) ≤ βk(Π

◦)
holds for any Π ∈ MM since Π◦ is an optimal solution
to problem P2. This means that βk(Π) < bk holds for

any Π ∈ MM , i.e., M
(b)
M is empty. As an example of an

updating formula, we can consider computing λ
(l+1)
k as

follows:

λ
(l+1)
k = λ

(l)
k exp

[

κk(bk − βk[Π
(l+1)])

bk

]

. (40)

This equation computes λ
(l+1)
k based on the ratio of

bk − βk[Π
(l+1)] to bk. The parameter κk (k ∈ IJ ) is a

positive real number, which affects the convergence speed

of λ
(l)
k . Note that we can assume bk > 0 without loss of

generality. Indeed, if bk ≤ 0 holds, then the constraint
of βk(Π) ≥ bk can be ignored since βk(Π) ≥ 0 holds for
any Π ∈ MM . From the above discussion, if J = 1 (and
k = 0), then we can expect that λ◦

0 satisfies Eq. (38) by
using an update formula of Eq. (40) with a sufficiently

small κ0 whenever M
(b)
M is not empty.

In practice, in the case of J > 1, we need to compute,

not a particular λ
(l)
k , but all of the {λ

(l)
j : j ∈ IJ}. One

way is to update λ
(l)
k sequentially by using Eq. (40); for

example, first, we only update λ
(l)
0 until λ

(l)
0 converges

sufficiently; next, we only update λ
(l)
1 , and so on. An-

other approach is to update λ
(l)
k for all k ∈ IJ at the same

time by using Eq. (40). In both approaches, it is not guar-
anteed that, for any k ∈ IJ , λ

◦
k satisfies Eq. (38) when

M
(b)
M is not empty, even if each κk is sufficiently small.

However, our examination of many numerical examples
showed that when we take the latter approach, the con-
verged value of λ(l), λ◦, generally satisfies Eq. (38), and
thus, in this case, Π(l) converges to an optimal solution
to problem P1.

C. Time and space complexity

Since the proposed iterative algorithm is based on
Ježek et al.’s algorithm, we can follow the discussion of
the time and space complexity in Sec. VII of Ref. [45].
We assume that N2 is much larger than M , where
N = dim H, which is true in many practical cases. In
this case, CSDP, which is a widely-used SDP solver, re-
quires O(N6) time for a single iteration and O(N4) stor-
age to solve problem P1 [46]. In contrast, in our algo-

rithm the calculation of Λ̂(l) is the most time consuming
part and requires O(N3) time for a single iteration. Our
algorithm also requires O(N2) storage for N -dimensional
square matrices. We can say that our algorithm has lower
computational complexity than CSDP unless the number
of iterations required by our algorithm is O(N3) or more
times that required by CSDP. In the next subsection, we
investigate the number of iterations required by our al-
gorithm to achieve sufficient accuracy. Note that we can
apply the algorithm proposed in Subsec. IV A of Ref. [45]
to make the computational time lower than that of the
algorithm based on Ježek et al..
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D. Numerical experiments

We performed numerical experiments to evaluate the
convergence properties of our algorithm. We considered
the following two optimization problems:

maximize PC(Π) =

R−1
∑

r=0

ξrTr(ρ̂rΠ̂r)

subject to Π ∈ MR, Tr(ρ̂0Π̂0) ≥ b0

(41)

and

maximize PC(Π) =
R−1
∑

r=0

ξrTr(ρ̂rΠ̂r)

subject to Π ∈ MR, Tr(ρ̂jΠ̂j) ≥ bj (∀j ∈ IR).

(42)

Problems (41) and (42) can be formulated as problem P1
with J = 1 and J = R, respectively. The aim of prob-
lem (41) is to find a POVMΠ that maximizes the average
correct probability PC(Π) under the constraint that the

correct probability given the state ρ̂0, Tr(ρ̂0Π̂0), is not
less than a given value b0. In contrast, the aim of prob-
lem (42) is to find a POVM Π that maximizes PC(Π)
under the constraint that the correct probabilities given
the state ρ̂j is not less than a given value bj for any
j ∈ IR.
We examined the convergence properties of the pro-

posed algorithm. The rank of the density operator was
set as rank ρ̂r = T for each r ∈ IR. One hundred
sets of randomly generated four quantum states, i.e.,
R = 4, whose supports were linearly independent, with
randomly selected prior probabilities were used. In this
case, N = dim H = 4T . We set b0 = 0.8P ⋆

C and
bj = 0.5P ⋆

C (j ∈ IR) for problems (41) and (42), re-
spectively, where P ⋆

C is the average correct probability of
a minimum error measurement. We verified in advance
that the feasible set of problem P1 was not empty for

each quantum state set that we used. We updated λ
(l)
k

for all k ∈ IJ at the same time by using Eq. (40). Fig-
ures 1 and 2 show the average number of iterations to
make the difference between the upper and lower bounds
for the optimal value, f⋆ − f⋆, less than 10−9 for differ-
ent T ≥ 1 in the cases of problems (41) and (42). In
Fig. 1, the average number of iterations required tends
to slightly increase as T increases. However, we can see
in both figures that it is not significantly changed for
T ≤ 15. Thus, the total computational complexity of the
proposed algorithm is roughly O(N3) = O(T 3), which is
about O(T 3) times lower than that of CSDP.

V. CONCLUSION

We proposed an approach for finding an optimal quan-
tum measurement for a generalized quantum state dis-
crimination problem by using the modified version of
the original problem. The modified problem is relatively
easy to solve since it can be reduced to one of finding a
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FIG. 1. Example of numerical calculations for problem (41).
The plots are the number of iterations to ensure that the
difference between the upper and lower bounds for the optimal
value is less than 10−9.
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FIG. 2. Example of numerical calculations for problem (42).
The plots are the number of iterations to ensure that the
difference between the upper and lower bounds for the optimal
value is less than 10−9.

minimum error measurement for a certain state set. We
showed that the optimal values of the original problem
can be derived from the Legendre transformation of the
optimal values of the modified problem and that an op-
timal solution to the original problem can be obtained if
an optimal solution to the corresponding modified prob-
lem can be computed. As an application of our approach,
we presented an algorithm for numerically obtaining op-
timal solutions to generalized quantum state discrimina-
tion problems.
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Appendix A: Proof that Ŷ (l) in Eq. (23) is positive
definite

We can prove this by induction as follows. First, let us
consider the case of l = 0. Let Zm = supp ẑm[λ(l)]. Note

that Zm is constant for any λ(l) with λ
(l)
j > 0 (∀j ∈ IJ ).

Since D̂
(0)
m = (ẑm[λ(0)])2/M , i.e., supp D̂

(0)
m = Zm, holds,

we obtain

supp Ŷ (0) =
M−1
⋃

m=0

Zm = H, (A1)

which indicates that Ŷ (0) is positive definite. Next, as-

sume that, for a certain l > 0, supp D̂
(l−1)
m = Zm holds

and Ŷ (l−1) is positive definite. From Algorithm 2, D̂
(l)
m

can be expressed as

D̂(l)
m = ẑm[λ(l)]Λ̂(l−1)D̂(l−1)

m Λ̂(l−1)ẑm[λ(l)]. (A2)

Since Λ̂(l−1) = [Ŷ (l−1)]−1/2 is positive definite and

supp D̂
(l−1)
m = Zm holds, from Lemma 6 in Appendix B,

supp D̂
(l)
m = Zm. Therefore, similar to Eq. (A1), Ŷ (l) is

positive definite. �

Appendix B: Properties of support spaces

The aim of this section is to prove Lemma 6. As prepa-
ration, we make the following remark.

Remark 5 supp ÂB̂Â = supp Â holds with positive
semidefinite operators Â and B̂ satisfying supp Â ⊆
supp B̂.

Proof For any positive semidefinite operator Ĉ, supp Ĉ
can be expressed as

supp Ĉ = {|x〉 : ∃α > 0 such that Ĉ ≥ α |x〉 〈x|}.(B1)

For any positive real number ε and |x〉 ∈ supp Â, we have

ÂB̂Â− ε |x〉 〈x| = Â(B̂ − εÂ+ |x〉 〈x| Â+)Â, (B2)

where Â+ denotes the Moore-Penrose inverse operator of
Â. Since Â+ |x〉 ∈ supp Â ⊆ supp B̂, if ε is sufficiently

small, then B̂ ≥ εÂ+ |x〉 〈x| Â+ holds, which implies that
the right-hand side of Eq. (B2) is positive semidefinite.

Thus, from Eq. (B1), |x〉 ∈ supp ÂB̂Â, i.e., supp ÂB̂Â ⊇

supp Â, holds. In contrast, we obtain

dim(supp ÂB̂Â) = rankÂB̂Â

≤ rankÂ = dim(supp Â). (B3)

Therefore, supp ÂB̂Â = supp Â holds. �

Lemma 6 supp ÂĈB̂ĈÂ = supp Â holds with positive
semidefinite operators Â, B̂, and Ĉ satisfying supp Â ⊆
supp B̂ and supp Â ⊆ supp Ĉ.

Proof From supp Â ⊆ supp B̂, there exists a positive
real number δ such that B̂ ≥ δÂ2. Indeed, we obtain

B̂ ≥ σB,minP̂A ≥ δÂ2 (B4)

with δ ≤ σB,min/σ
2
A,max, where P̂A, σB,min, and σA,max

are respectively the projection operator onto supp Â, the
minimum positive eigenvalue of B̂, and the maximum
eigenvalue of Â. Thus, we obtain

ÂĈB̂ĈÂ ≥ δÂĈÂ2ĈÂ = δ(ÂĈÂ)2, (B5)

which yields supp ÂĈB̂ĈÂ ⊇ supp ÂĈÂ. In contrast,
supp ÂĈÂ = supp Â holds from Remark 5. Therefore,
supp ÂĈB̂ĈÂ ⊇ supp Â holds. Moreover, similar to
Eq. (B3), we have dim(supp ÂĈB̂ĈÂ) ≤ dim(supp Â),

and thus supp ÂĈB̂ĈÂ = supp Â holds. �

Appendix C: Monotonically increasing property of
βj with respect to λ

Lemma 7 Let λ, λ′ ∈ RJ
+ satisfy λk < λ′

k and λj = λ′
j

(IJ ∋ j 6= k) for a certain k ∈ IJ . Also, let Π and Π′ be
optimal solutions for problem P2 with respect to λ and
λ′, respectively. Then, βk(Π) ≤ βk(Π

′) holds.

Proof Suppose for contradiction that βk(Π) > βk(Π
′).

From the definition of ẑm(λ) in Eq. (10), we have that
for any POVM Φ ∈ MM ,

g(Φ;λ′) =

M−1
∑

m=0

Tr[ẑm(λ′)Φ̂m]

=

M−1
∑

m=0

Tr
[

[ẑm(λ) + (λ′
k − λk)âk,m]Φ̂m

]

= g(Φ;λ) + (λ′
k − λk)βk(Φ). (C1)

Thus, we obtain

g(Π′;λ′) = g(Π′;λ) + (λ′
k − λk)βk(Π

′)

≤ g(Π;λ) + (λ′
k − λk)βk(Π

′)

< g(Π;λ) + (λ′
k − λk)βk(Π)

= g(Π;λ′), (C2)

where the first and fourth lines follow from Eq. (C1). The
second line follows from Π being an optimal solution to
problem P2 with respect to λ. Equation (C2) contra-
dicts the assumption that Π′ is an optimal solution to
problem P2 with respect to λ′. �
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