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#### Abstract

We analyze a compression scheme for large data sets that randomly keeps a small percentage of the components of each data sample. The benefit is that the output is a sparse matrix and therefore subsequent processing, such as PCA or K-means, is significantly faster, especially in a distributed-data setting. Furthermore, the sampling is single-pass and applicable to streaming data. The sampling mechanism is a variant of previous methods proposed in the literature combined with a randomized preconditioning to smooth the data. We provide guarantees for PCA in terms of the covariance matrix, and guarantees for K-means in terms of the error in the center estimators at a given step. We present numerical evidence to show both that our bounds are nearly tight and that our algorithms provide a real benefit when applied to standard test data sets, as well as providing certain benefits over related sampling approaches.
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## I. Introduction

Principal component analysis (PCA) is a classical unsupervised analysis method commonly used in all quantitative disciplines [1]. Given $n$ observations of $p$-dimensional data $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n} \in \mathbb{R}^{p}$, standard algorithms to compute PCA require $\mathcal{O}\left(p^{2} n\right)$ flops (we assume throughout the paper that $n \geq p$ ), which is expensive for large $p$ and/or $n$. The problem is exacerbated in situations with high communication cost, as in distributed data settings such as Hadoop/MapReduce clusters or as in sensor networks. An extreme case is when the data rate is so large that we turn to "streaming" algorithms which examine each new data entry and then discard it, i.e., take at most one pass over the data [2].

Another commonly used unsupervised analytic task is clustering, which refers to identifying groups of similar data samples in a data set. Running a simple clustering method such as the K-means algorithm turns out to be infeasible for distributed and streaming data [3]. Therefore, a recent line of research aims at developing scalable learning tools for "big data" and providing fundamental insights and tradeoffs involved in these algorithms.

This paper proposes a specific mechanism to reduce the computational, storage, and communication burden in unsupervised analysis methods such as PCA and K-means clustering, which requires only one pass over the data. The first step is a pre-processing step designed to precondition the data and smooth out large entries, which is based on the well-known fast Johnson-Lindenstrauss result [4]. We summarize existing results about this preconditioning and describe how it benefits our approach. The second step is element-wise random sampling: choosing to keep exactly $m$ out of $p$ entries (without replacement) per sample. This step can be viewed as forming a sampling matrix $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$ which contains $m$ distinct canonical basis vectors drawn uniformly at random, and multiplying each preconditioned sample $\mathbf{x}_{i}$ on the left by $\mathbf{R}_{i} \mathbf{R}_{i}^{T}$ (the projection matrix onto the subspace spanned by the columns of $\mathbf{R}_{i}$ ). The two steps of our approach, preconditioning and sampling, can be easily combined into single pass over the data which eliminates the need to revisit past entries of the data.
We then analyze, in a non-Bayesian setting, the performance of our estimators and provide theorems that show as $n$ grows with $p$ fixed, the bounds hold with high probability ${ }^{1}$ if $m=\mathcal{O}(\log n / n)$, cf. Corollary 5 . This means that as we collect more samples, the size of the incoming data increases proportional to $n$ but the amount of data we must store only increases like $\log n$, i.e., we compress with ratio $n / \log n$. This is possible because of the careful sampling scheme - if one were to simply keep some of the data points $\mathbf{x}_{i}$, then for a small error in the $\ell_{\infty}$ norm, one needs to keep a constant fraction of the data.

Similar proposals, based on dimensionality reduction or sampling, have been proposed for analyzing large data sets, e.g., [6][8]. Many of these schemes are based on multiplying the data on the left by a single random matrix $\boldsymbol{\Omega}$ and recording $\boldsymbol{\Omega} \mathbf{X}$ where $\mathbf{X}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]$ is the $p \times n$ matrix with data samples as columns, $\boldsymbol{\Omega}$ is $m \times p$ with $m<p$, and the columns of $\boldsymbol{\Omega} \mathbf{X}$ are known as sketches or compressive measurements. The motivation behind sketching is the classical Johnson-Lindenstrauss lemma [9] which states that the scaled pairwise distances between low-dimensional sketches are preserved to within a small tolerance for some random matrices $\Omega$. Moreover, the more recent field of compressive sensing demonstrates that low-dimensional

[^0]compressive measurements $\boldsymbol{\Omega} \mathbf{X}$ contain enough information to recover the data samples under the assumption that $\mathbf{X}$ is sparse in some known basis representation [10].

However, for PCA, the desired output is the eigendecomposition of $\mathbf{X} \mathbf{X}^{T}$ or, equivalently, the left singular vectors of $\mathbf{X}$, for which we cannot typically impose structural constraints. Clearly, a single random matrix $\boldsymbol{\Omega}^{T} \in \mathbb{R}^{p \times m}$ with $m<p$ only spans at most an $m$-dimensional subspace of $\mathbb{R}^{p}$, and after the transformation $\boldsymbol{\Omega} \mathbf{X}$, information about the components of the left singular vectors within the orthogonal complement subspace will be lost. Another technique to recover the left singular vectors is to also record $\mathbf{X} \boldsymbol{\Omega}^{\prime}$ for another random matrix $\boldsymbol{\Omega}^{\prime}$ of size $n \times m^{\prime}$ with $m^{\prime}<n$ [7], and with careful implementation, it is possible to record $\boldsymbol{\Omega} \mathbf{X}$ and $\mathbf{X} \boldsymbol{\Omega}^{\prime}$ in a one-pass algorithm. However, even in this case, it is not possible to return something as simple as a center estimator in the K-means algorithm without making a second pass over the data.

Our approach circumvents this since each data sample $\mathbf{x}_{i}$ is multiplied by its own random matrix $\mathbf{R}_{i} \mathbf{R}_{i}^{T}$, where $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$ consists of a randomly chosen subset of $m$ distinct canonical basis vectors. We show that our scheme leads to one-pass algorithms for unsupervised analysis methods such as PCA and K-means clustering, meanwhile containing enough information to recover principal components and cluster centers without imposing additional structural constraints on them.

We expand on comparisons with relevant literature in more detail in Section II summarize important results about the preconditioning transformation and sub-sampling in Section III, provide theoretical results on the sample mean estimator and covariance estimator in sections $I V$ and $\nabla$ respectively, then focus on results relevant for K-means clustering in Section VI and finish the paper with numerical experiments in Section VII and a conclusion.

## A. Setup

In this paper, we consider a non-Bayesian data setting where we make no distributional assumptions on the set of data samples $\mathbf{X}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \in \mathbb{R}^{p \times n}$. For each sample $\mathbf{x}_{i}$, we form a sampling matrix $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$, where the $m$ columns are chosen uniformly at random from the set of canonical basis vectors in $\mathbb{R}^{p}$ without replacement. Thus, we use $m$ for the intrinsic dimensionality of the compressed samples, and write the compression factor as $\gamma=\frac{m}{p}$.

We name column vectors by lower-case bold letters and matrices by upper-case bold letters. Our results will involve bounds on the Euclidean and maximum norm in $\mathbb{R}^{p}$, denoted $\|\mathbf{x}\|_{2}$ and $\|\mathbf{x}\|_{\infty}$ respectively, as well as the spectral and Frobenius norms on the space of $p \times n$ matrices, denoted $\|\mathbf{X}\|_{2}$ and $\|\mathbf{X}\|_{F}$ respectively. Recall that $\|\mathbf{x}\|_{\infty} \leq\|\mathbf{x}\|_{2} \leq \sqrt{p}\|\mathbf{x}\|_{\infty}$. We use $\|\mathbf{X}\|_{\max }$ to denote the maximum absolute value of the entries of a matrix, $\|\mathbf{X}\|_{\text {max-row }}$ to be the maximum $\ell_{2}$ norm of the rows of a matrix, i.e., $\|\mathbf{X}\|_{\text {max-row }}=\|\mathbf{X}\|_{2 \rightarrow \infty}=\sup _{\mathbf{y} \neq 0} \frac{\|\mathbf{X y}\|_{\infty}}{\|\mathbf{y}\|_{2}}$, and $\|\mathbf{X}\|_{\text {max-col }}=\|\mathbf{X}\|_{1 \rightarrow 2}$ to be the maximum $\ell_{2}$ norm of the columns of a matrix.

Let $\mathbf{e}_{i}$ denote the $i$-th vector of the canonical basis in $\mathbb{R}^{p}$, where entries are all zero except for the $i$-th one which is 1 . In addition, $\operatorname{diag}(\mathbf{x})$ returns a square diagonal matrix with the entries of vector $\mathbf{x}$ on the main diagonal, and $\operatorname{diag}(\mathbf{X})$ denotes the matrix formed by zeroing all but the diagonal entries of matrix $\mathbf{X}$. We also represent the entry in the $i$-th row and the $j$-th column of matrix $\mathbf{X}$ as $X_{i, j}$.

## B. Contributions

In this paper, we introduce an efficient data sparsification framework for large-scale data applications that does not require incoherence and distributional assumptions on the data. Our approach exploits randomized orthonormal systems to find informative low-dimensional representations in a single pass over the data. Thus, our proposed compression technique can be used in streaming applications, where data samples cannot fit into memory [11]. We present results on the properties of sampling matrices and randomized orthonormal systems in Theorem B4 and Section III respectively.

To demonstrate the effectiveness of our framework, we investigate the application of preconditioned data sparsification in two important unsupervised analysis methods, PCA and K-means clustering. Two unbiased estimators are introduced to recover the sample mean and covariance matrix from the compressed data. We provide strong theoretical guarantees on the closeness of the estimated and true sample mean in Theorem 4. Moreover, we employ recent results on exponential concentration inequalities for matrices [12] to obtain an exponentially decaying bound on the probability that the estimated covariance matrix deviates from its mean value in Theorem 6. Numerical simulations are provided to validate the tightness of the concentration bounds derived in this paper. Furthermore, our theoretical results reveal the connections between accuracy and important parameters, e.g., the compression factor and the underlying structure of data.

We also examine the application of our proposed data sparsification technique in the K-means clustering problem. In this case, we first define an optimal objective function based on the Maximum-Likelihood estimation. Then, an algorithm called sparsified K-means is introduced to find assignments as well as cluster centers in one pass over the data. Theoretical guarantees on the clustering structure per iteration are provided in Theorem 8 Finally, we present extensive numerical experiments to demonstrate the effectiveness of our sparsified K-means algorithm on large-scale data sets containing up to 10 million samples.

Beyond just the two unsupervised learning examples, we advocate the general usage of preconditioning followed by sampling. Sampling methods have long been popular due to their simplicity, but unless appropriate weighted sampling distributions are used, the accuracy of these methods is low. The use of the preconditioning obviates the need for weighted distributions, and is easy to analyze and implement.

## II. Related Work

Our work has a close connection to the recent line of research on signal processing and information retrieval from compressive measurements that assumes one only has access to low-dimensional random projections of the data [13]-[15]. For example, Eldar and Gleichman [16] studied the problem of learning basis representations (dictionary learning) for the data samples $\mathbf{X} \in \mathbb{R}^{p \times n}$ under the assumption that a single random matrix $\mathbf{R} \in \mathbb{R}^{p \times m}, m<p$, is used for all the samples. It was shown that $\mathbf{R}^{T} \mathbf{X}$ does not contain enough information to recover the basis representation for the original data samples, unless structural constraints such as sparsity over the set of admissible representations are imposed. This mainly follows from the fact that $\mathbf{R}$ has a non-trivial null space and, without imposing constraints, we cannot recover the information about the whole space $\mathbb{R}^{p}$. For example, consider a simple case of a rank-one data matrix, $\mathbf{X}=\sigma \mathbf{u} \mathbf{v}^{T}$, where the goal is to recover the single principal component $\mathbf{u} \in \mathbb{R}^{p}$ from $\mathbf{R}^{T} \mathbf{X}$. The singular value decomposition of $\mathbf{R}^{T} \mathbf{X}$ results in $\mathbf{R}^{T} \mathbf{X}=\sigma \mathbf{u}^{\prime} \mathbf{v}^{T}$, where $\mathbf{u}^{\prime}=\mathbf{R}^{T} \mathbf{u} \in \mathbb{R}^{m}$, so we have retained information on $\mathbf{v}$. However, accurate estimation of $\mathbf{u}$ from $\mathbf{u}^{\prime}=\mathbf{R}^{T} \mathbf{u}$ is not possible, unless additional constraints are imposed on $\mathbf{u}$. The line of work [17]-[20] addressed this issue, in the dictionary learning setting, by observing each data sample $\mathbf{x}_{i}$ through distinct random matrices.

Another line of work considers covariance estimation and recovery of principal components (PCs) based on compressive measurements [21]-[26]. In particular, Qi and Hughes [22] proposed a method for recovering the mean and principal components of $\mathbf{X}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right]$ from compressive measurements $\mathbf{R}_{i}^{T} \mathbf{x}_{i} \in \mathbb{R}^{m}, i=1, \ldots, n$, where $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$ with $m<p$ is a random matrix with entries drawn i.i.d. from the Gaussian distribution. This method requires computing the projection matrix onto the subspace spanned by the columns of $\mathbf{R}_{i}$ which is $\mathbf{P}_{i}=\mathbf{R}_{i}\left(\mathbf{R}_{i}^{T} \mathbf{R}_{i}\right)^{-1} \mathbf{R}_{i}^{T}$. Then, each $\mathbf{P}_{i} \mathbf{x}_{i}$ can be directly computed from the compressive measurements since $\mathbf{P}_{i} \mathbf{x}_{i}=\mathbf{R}_{i}\left(\mathbf{R}_{i}^{T} \mathbf{R}_{i}\right)^{-1} \mathbf{R}_{i}^{T} \mathbf{x}_{i}$. It has been shown that the mean and principal components of $\mathbf{P}_{i} \mathbf{x}_{i} \in \mathbb{R}^{p}, i=1, \ldots, n$, converge to the mean and principal components of the original data (up to a known scaling factor) as the number of data samples $n$ goes to the infinity. However, this method is computationally inefficient because even if each (pseudo-)random matrix $\mathbf{R}_{i}, i=1, \ldots, n$, is implicitly stored by a seed, the computational cost of the matrix multiplies and inversions is high.

Their work was extended in [25], where the authors studied the problem of performing PCA on $\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}$ (eliminating the matrix inversion) for a general class of random matrices, where the entries of $\mathbf{R}_{i}$ are drawn i.i.d. from a zero-mean distribution with finite moments. Two estimators were proposed to estimate the mean and principal components of the original data with statistical guarantees for a finite number of samples $n$. Moreover, it was shown that one can use very sparse random matrices [27] to increase the efficiency in large-scale data sets. However, generating $n$ unstructured random matrices, with $p \times m$ entries in each, can still be memory/computation inefficient for high-dimensional data sets with $p$ large. Another disadvantage of the prior work [22] and [25] is that the result only holds for data samples drawn from a specific probabilistic generative model known as the spiked covariance model, which may not be informative for real-world data sets.

In the fields of theoretical computer science and numerical linear algebra, there are several alternative lines of work that are related to our proposed approach and we discuss them below in detail.

## A. Comparison with column sampling approaches

The most natural compression scheme for large-scale data sets would be to directly select a small subset of the original data and then perform data analytic tasks on the reduced subset. The two natural distributions for column sampling are the uniform distribution and a non-uniform data-dependent distribution based on so-called statistical leverage scores $\|_{8}^{2}$. The former method, uniform sampling, is a simple one-pass algorithm but it will perform poorly on many problems if there is any structural non-uniformity in the data [28].

To see this, we recreate the numerical experiment of [28] and compare the accuracy of left singular vectors/principal components (PCs) estimated using our proposed approach with those estimated after uniform column sampling. We set the parameters $p=512$ and $n=1024$ and consider 1000 runs for different values of the compression factor $\gamma=\frac{m}{p}$. In each run, we generate a data matrix $\mathbf{X} \in \mathbb{R}^{p \times n}$ from the multivariate $t$-distribution with 1 degree of freedom and covariance matrix $\mathbf{C}$ where $C_{i j}=2 \times 0.5^{|i-j|}$. In our approach, we precondition the data as described in $\S$ III and then keep exactly $m$ out of $p$ entries for each data sample to obtain a sparse matrix. To have a fair comparison, we consider randomly selecting $2 m$ columns of $\mathbf{X}$ because $n / p=2$ and our sparse matrix has exactly $2 m p$ nonzero entries. We measure the accuracy of the estimated PCs based on the explained variance [11]: given estimates of $k$ PCs $\widehat{\mathbf{U}} \in \mathbb{R}^{p \times k}$ (we take $k=10$ ), the fraction of explained variance is defined as $\operatorname{tr}\left(\widehat{\mathbf{U}}^{T} \mathbf{X} \mathbf{X}^{T} \widehat{\mathbf{U}}\right) / \operatorname{tr}\left(\mathbf{X X}^{T}\right)$, and closeness of this fraction to 1 represents higher accuracy.

Fig. 1 reports the mean and standard deviation of the explained variance over 1000 trials. For both approaches, the average explained variance approaches 1 as $\gamma \rightarrow 1$, as expected, and uniform column sampling is slightly more accurate than our approach. However, uniform column sampling has an extremely high variance for all values of $\gamma$, e.g., the standard deviations for $\gamma=0.1,0.2,0.3$ are $0.20,0.28$, and 0.31 respectively. On the other hand, the standard deviation for our approach is significantly smaller for all values of $\gamma$ (less than 0.04 ), due to the preconditioning. Thus the worst-case performance of our approach is reasonable, while the worst-case performance of column sampling may be catastrophically bad.
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Figure 1. Accuracy of estimated PCs via one-pass methods: uniform column sampling and our proposed precondition+sparsification approach. We plot the mean and standard deviation of the explained variance over 1000 runs for each value of $\gamma$. The standard deviation for our approach is significantly smaller compared to the uniform column sampling.

The second common method for column sampling is based on a data-dependent non-uniform distribution and has received great attention in the development of randomized algorithms such as low-rank matrix approximation. These data-dependent sampling techniques are typically computationally expensive and a SVD on the data matrix is required. Recently, there are variants that can be computed more efficiently such as [29]. However, these algorithms compute the sampling distribution in at least one pass of all the samples, and a second pass is required to actually sample the columns based on this distribution. Thus at least two passes are required and these algorithms are not suitable for streaming [30].

## B. Comparison with other element-wise sampling approaches

Analysis of sparsification of matrices for the purpose of fast computation of low-rank approximations goes back to at least Achlioptas and McSherry [31], [32], who propose independently keeping each entry of the matrix in either a uniform fashion or a non-uniform fashion. In the former, each entry of the data matrix is kept with the same probability, whereas in the nonuniform case, each entry is kept with probability proportional to its magnitude squared. Under the latter scheme, the expected number of nonzero entries can be bounded but one does not have precise control on the exact number of nonzero entries.

Recently, Achlioptas et al. [33] have considered a variant of element-wise sampling where a weight is assigned to each entry of the data matrix according to its absolute value normalized by the $\ell_{1}$ norm of the corresponding row, and then a fixed number of entries is sampled (with replacement) from the matrix. Computing the exact $\ell_{1}$ norms of the rows requires one pass over the data and consequently this method requires two passes over the data. It is shown empirically that disregarding the normalization factor performs quite well in practice, thus yielding a one-pass algorithm. Calculating guarantees on their one-pass variant is an interesting open-problem.

## C. K-means clustering for big data

Clustering is a commonly used unsupervised learning task that reveals the underlying structure of a data set by splitting the data into groups, or clusters, of similar samples. It has applications ranging from search engines and social network analysis to medical and e-commerce domains. Among clustering algorithms, K-means [34] is one of the most popular clustering algorithms [35]. K-means is an iterative expectation-maximization type algorithm in which each cluster is associated with a representative vector or cluster center, which is known to be the sample mean of the vectors in that cluster. In each iteration of K-means, data samples are assigned to the nearest cluster centers (usually based on the Euclidean norm) and cluster centers are then updated based on the most recent assignment of the data. Therefore, the goal of K-means is to find a set of cluster centers as well as assignment of the data.

Despite the simplicity of K-means, there are several challenges in dealing with modern large-scale data sets. The high dimensionality and large volumes of data make it infeasible to store the full data in a centralized location or communicate the data in distributed settings [3] and these voluminous data sets make K-means computationally inefficient [36].

Recent approaches to K-means clustering for big data have focused on selecting the most informative features of the data set and performing K-means on the reduced set. For example, Feldman et al. [37] introduced coresets for K-means, in which one reduces the dimension of the data set from $p$ to $m$ by projecting the data on the top $m$ left singular vectors (principal components) of $\mathbf{X}$, although this requires the SVD of the data matrix and so does not easily apply to streaming scenarios. To reduce the cost of computing exact SVD, the authors in [38] proposed using approximate SVD algorithms instead.

Other prior works, such as [36], [39], have used randomized schemes for designing efficient clustering algorithms. In particular, Mahoney et al. [36] proposed two provably accurate algorithms to reduce the dimension of the data by selecting a small subset of $m$ rows of the data matrix $\mathbf{X} \in \mathbb{R}^{p \times n}$ (feature selection) or multiplying the data matrix from the left by a random matrix $\Omega \in \mathbb{R}^{m \times p}$ (feature extraction). Afterwards, the K-means algorithm is applied on these $n$ data samples in $\mathbb{R}^{m}$ to find the assignment of the original data. In feature selection, the rows of $\mathbf{X}$ are sampled via a non-uniform distribution, which requires two passes over the data. Then, having the distribution, it requires one more pass to actually sample $m$ rows which leads to a three-pass algorithm.

Furthermore, in both feature selection and feature extraction algorithms, K-means is applied on the projected data in $\mathbb{R}^{m}$ so there is no ready estimate of the cluster centers in the original space $\mathbb{R}^{p}$. One could transform the cluster centers to $\mathbb{R}^{p}$ with the pseudo-inverse of $\Omega$ (recall $\Omega$ is low-rank) but this estimate is poor; see Figs. 9 g and 9 i in $\S \overline{\mathrm{VII}}$ A better approach to calculate the cluster centers is to use the calculated assignment of vectors in the original space, which requires one additional pass over the data, and consequently neither feature selection nor feature extraction is streaming.

In this paper, we address the need to account for the computational/storage burden and we propose a randomized algorithm for K-means clustering, called sparsified K-means, that returns both the cluster centers and the assignment of the data in single pass over the data. To do this, we take a different approach where a randomized unitary transformation is first applied to the data matrix and we then choose $m$ out of $p$ entries of each preconditioned data uniformly at random to obtain a sparse matrix. Afterwards, the K-means algorithm is applied on the resulting sparse matrix and, consequently, speedup in processing time and savings in memory are achieved based on the value of compression factor $\gamma=m / p<1$.

We provide theoretical guarantees on the clustering structure of our sparsified K-means algorithm compared to K-means on the original data in each iteration. In fact, this is another advantage of our method over the previous work [36], where guarantees are available only for the final value of the objective function and, thus, it is not possible to directly compare the clustering structure of feature selection and feature extraction algorithms with K-means on the original data.

## III. Preliminaries

The randomized orthonormal system (ROS) is a powerful randomization tool that has found uses in fields from machine learning [4] to numerical linear algebra [7] and compressive sensing [40]. We use the ROS to efficiently precondition the data and smooth out large entries in the matrix $\mathbf{X}$ before sampling. It is straightforward to combine this preconditioning and sampling operation into a single pass on the data. Furthermore, we can unmix the preconditioned data because the preconditioning transformation is unitary, so by applying its adjoint we undo its effect. Because the operator is unitary, it does not affect our estimates in the Euclidean norm (for vectors) or the spectral and Frobenius norms (for matrices). Moreover, this transformation is stored implicitly and based off fast transforms, so applying to a length $p$ vector takes $\mathcal{O}(p \log (p))$ complexity, and applying it to a matrix is embarrassingly parallel across the columns [41], [42].

Specifically, the ROS preconditioning transformation uses matrices $\mathbf{H}$ and $\mathbf{D}$ and is defined

$$
\begin{equation*}
\mathbf{x} \mapsto \mathbf{y}=\mathbf{H D x} \tag{1}
\end{equation*}
$$

where $\mathbf{H} \in \mathbb{R}^{p \times p}$ is a deterministic orthonormal matrix such as a Hadamard, Fourier, or DCT matrix for which matrix-vector multiplication can be implemented efficiently in $\mathcal{O}(p \log (p))$ complexity without the need to store the matrices explicitly. The matrix $\mathbf{D} \in \mathbb{R}^{p \times p}$ is a stochastic diagonal matrix whose entries on the main diagonal are random variables drawn uniformly from $\{ \pm 1\}$. The matrix product $\mathbf{H D} \in \mathbb{R}^{p \times p}$ is an orthonormal matrix and this mapping ensures that, with high probability, the magnitude of any entry of $\mathbf{H D x}$ is about $\mathcal{O}(1 / \sqrt{p})$ for any unit vector $\mathbf{x}$ (cf. Thm. 1 ).

We now present relevant results about the preconditioning transformation HD (1) that will be used in the next sections; more sophisticated results are in [43] and Appendix D.

Theorem 1 (Single element bound for ROS (1)). Let $\mathbf{x} \in \mathbb{R}^{p}$, and $\mathbf{y}=\mathbf{H D x}$ a random variable from the ROS applied to $\mathbf{x}$, then for every $j=1, \ldots, p$,

$$
\begin{equation*}
\mathbb{P}\left\{\left|y_{j}\right| \geq(t / \sqrt{p})\|\mathbf{x}\|_{2}\right\} \leq 2 \exp \left(-\eta t^{2} / 2\right) \tag{2}
\end{equation*}
$$

where $\eta=1$ for $\mathbf{H}$ a Hadamard matrix and $\eta=1 / 2$ for $\mathbf{H}$ a DCT matrix.
As pointed out in [43], the proof follows easily from Hoeffding's inequality (Thm. A1]. Since $\|\mathbf{x}\|_{2}=\|\mathbf{y}\|_{2}$, the theorem implies that no single entry $y_{j}$ is likely to be far away from the average $\|\mathbf{y}\|_{2} / \sqrt{p}$.

Using the union bound, we derive the following results:
Corollary 2. Let $\mathbf{X}$ be a $p \times n$ matrix with normalized columns, and $\mathbf{Y}=\mathbf{H D X}$ a random variable from the ROS applied to $\mathbf{X}$, then for all $\alpha \in(0,1)$,

$$
\begin{array}{r}
\mathbb{P}\left\{\|\mathbf{Y}\|_{\max } \geq \frac{1}{\sqrt{p}} \cdot \sqrt{\frac{2}{\eta} \log \left(\frac{2 n p}{\alpha}\right)}\right\} \leq \alpha \\
\mathbb{P}\left\{\|\mathbf{Y}\|_{\text {max-row }} \geq \sqrt{\frac{n}{p}} \cdot \sqrt{\frac{2}{\eta} \log \left(\frac{2 n p}{\alpha}\right)}\right\} \leq \alpha \tag{4}
\end{array}
$$

Proof: Taking the union bound over all $n p$ entries in the matrix $\mathbf{Y}$ gives (for each column of $\mathbf{X}$, we have $\left\|\mathbf{x}_{i}\right\|_{2}=1$ )

$$
\mathbb{P}\left\{\|\mathbf{Y}\|_{\max } \geq t / \sqrt{p}\right\} \leq 2 n p \exp \left(-\eta t^{2} / 2\right)
$$

which leads to (3) if we choose $t^{2}=\frac{2}{\eta} \log (2 n p / \alpha)$. To derive the second equation, let $\mathbf{Y}_{j, \text { : }}$ denote the $j$-th row of $\mathbf{Y}$. We apply the union bound to get

$$
\mathbb{P}\left\{\left\|\mathbf{Y}_{j,:}\right\|_{\infty} \geq t / \sqrt{p}\right\} \leq 2 n \exp \left(-\eta t^{2} / 2\right)
$$

and we bound the $\ell_{2}$ norm of $\mathbf{Y}_{j,:} \in \mathbb{R}^{1 \times n}$ with $\sqrt{n}$ times the $\ell_{\infty}$ norm,

$$
\begin{equation*}
\mathbb{P}\left\{\left\|\mathbf{Y}_{j,:}\right\|_{2} \geq \sqrt{\frac{n}{p}} \cdot t\right\} \leq 2 n \exp \left(-\eta t^{2} / 2\right) \tag{5}
\end{equation*}
$$

from which (4) follows by taking the union bound over $p$ rows and again choosing $t^{2}=\frac{2}{\eta} \log (2 n p / \alpha)$.
Note that for $\mathbf{H}$ a Hadamard matrix, the result in (5) shows the square of the $\ell_{2}$ norm of $\mathbf{Y}_{j,:}$ is unlikely to be larger than its mean value. To see this, note that the $(u, l)$ entry of the Hadamard matrix $H_{u, l}$ is either $\frac{1}{\sqrt{p}}$ or $-\frac{1}{\sqrt{p}}$, and $\mathbf{D}=$ $\operatorname{diag}\left(\left[D_{1}, \ldots, D_{p}\right]\right)$ where each $D_{i}$ is $\pm 1$ with equal probability. Without loss of generality, we consider the first row of $\mathbf{Y}$, $\mathbf{Y}_{1,:}$, and find the expectation of its $k$-th element squared:

$$
\begin{aligned}
\mathbb{E}\left[Y_{1, k}^{2}\right] & =\mathbb{E}\left[\left(\sum_{l=1}^{p} D_{l} H_{1, l} X_{l, k}\right)^{2}\right] \\
& =\sum_{l=1}^{p} \mathbb{E}\left[D_{l}^{2}\right] H_{1, l}^{2} X_{l, k}^{2} \\
& +\sum_{l_{1} \neq l_{2}}^{2} \mathbb{E}\left[D_{l_{1}} D_{l_{2}}\right] H_{1, l_{1}} H_{1, l_{2}} X_{l_{1}, k} X_{l_{2}, k} \\
& =\frac{1}{p}
\end{aligned}
$$

since $\mathbb{E}\left[D_{l}\right]=0, \mathbb{E}\left[D_{l}^{2}\right]=1$, and $\mathbf{X}$ has normalized columns, i.e., $\sum_{l=1}^{p} X_{l, k}^{2}=1$. Thus, we get $\mathbb{E}\left[\left\|\mathbf{Y}_{1,:}\right\|_{2}^{2}\right]=\sum_{k=1}^{n} \mathbb{E}\left[Y_{1, k}^{2}\right]=$ $\frac{n}{p}$.

The importance of the preconditioning by the ROS prior to sub-sampling is the reduction of the norms over the worst-case values. As we will see in the subsequent sections, the variance of our sample mean and covariance estimators depends on the quantities such as the maximum absolute value of the entries and the maximum $\ell_{2}$ norm of the rows of the data matrix. Therefore, the preconditioning step (1) is essential to obtain accurate and reliable estimates. For example, let us consider a data matrix $\mathbf{X}$ with normalized columns, then it is possible for $\|\mathbf{X}\|_{\max }=1$, which would lead to weak bounds when inserted into our estimates. The best possible norm is $1 / \sqrt{p}$ which occurs if all entries have the same magnitude. Our result in Corollary 2 states that, under the ROS, with high probability all the entries of $\mathbf{Y}=\mathbf{H D X}$ have comparable magnitude and it is unlikely $\|\mathbf{Y}\|_{\max }$ is larger than $\sqrt{\log (n p)} / \sqrt{p}$, which leads to lower variance and improved accuracy of our estimates.

Next, we present a result about the effect of sub-sampling on reduction of the Euclidean norm. Let $\mathbf{w}=\mathbf{R R}^{T} \mathbf{x}$ denote the sub-sampled version of $\mathbf{x} \in \mathbb{R}^{p}$. Obviously, $\|\mathbf{w}\|_{2}^{2} \leq\|\mathbf{x}\|_{2}^{2}$ and for data sets with a few large entries, $\|\mathbf{w}\|_{2}^{2}$ may be very close to $\|\mathbf{x}\|_{2}^{2}$ meaning that sub-sampling has not appreciably decreased the Euclidean norm. For example, consider a vector $\mathbf{x}=[1,0.1,0.01,0.001]^{T}$ where we wish to sample two out of four entries uniformly at random. In this case, $\|\mathbf{w}\|_{2}^{2}$ takes extreme values such that it might be very close to either $\|\mathbf{x}\|_{2}^{2}$ or zero. However, if we precondition the vector $\mathbf{x}$ prior to sub-sampling based on (1), this almost never happens, and the norm is reduced by nearly $m / p$ as one would hope for:

Corollary 3 (Norm bounds for ROS (1)). Let $\mathbf{x} \in \mathbb{R}^{p}$, and $\mathbf{y}=\mathbf{H D x}$ a random variable from the ROS applied to $\mathbf{x}$. Define $\mathbf{w} \in \mathbb{R}^{p}$ to be a sampled version of $\mathbf{y}$, keeping $m$ of $p$ entries uniformly at random (without replacement). Then with probability greater than $1-\alpha$,

$$
\begin{equation*}
\|\mathbf{w}\|_{2}^{2} \leq \frac{m}{p} \frac{2}{\eta} \log \left(\frac{2 p}{\alpha}\right)\|\mathbf{x}\|_{2}^{2} \tag{6}
\end{equation*}
$$

where $\eta=1$ for $\mathbf{H}$ a Hadamard matrix and $\eta=1 / 2$ for $\mathbf{H}$ a DCT matrix. Moreover, if $\left\{\mathbf{w}_{i}\right\}_{i=1}^{n} \in \mathbb{R}^{p}$ are sampled versions of the preconditioned data $\mathbf{Y}=\mathbf{H D X}$, with probability greater than $1-\alpha$,

$$
\begin{equation*}
\left\|\mathbf{w}_{i}\right\|_{2}^{2} \leq \frac{m}{p} \frac{2}{\eta} \log \left(\frac{2 n p}{\alpha}\right)\left\|\mathbf{x}_{i}\right\|_{2}^{2}, i=1, \ldots, n \tag{7}
\end{equation*}
$$

Proof: Regardless of how we sample, it holds deterministically that $\|\mathbf{w}\|_{2} \leq \sqrt{m}\|\mathbf{y}\|_{\infty}$ and this bound is reasonably sharp since the entries of $\mathbf{y}$ are designed to have approximately the same magnitude. Using Thm. 1 and the union bound, the probability that $\|\mathbf{y}\|_{\infty} \geq(t / \sqrt{p})\|\mathbf{x}\|_{2}$ is less than $2 p e^{-\eta t^{2} / 2}$. Then, we choose $t^{2}=\frac{2}{\eta} \log (2 p / \alpha)$. Finally, we use the union bound when we have $n$ data samples.

As a result of Corollary 3, when original data samples $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ are first preconditioned and then sub-sampled, by choosing $\alpha=1 / 100$ we see that $\left\|\mathbf{w}_{i}\right\|_{2}^{2} \leq \frac{m}{p} \frac{2}{\eta} \log (200 n p)\left\|\mathbf{x}_{i}\right\|_{2}^{2}, i=1, \ldots, n$, with probability greater than 0.99 .

## IV. The Sample Mean Estimator

We show that a rescaled version of the sample mean of $\left\{\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right\}_{i=1}^{n}$, where $m$ out of $p$ entries of $\mathbf{x}_{i}$ are kept uniformly at random without replacement, is an unbiased estimator for the sample mean of the full data $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$. We will upper bound the error in both $\ell_{\infty}$ and $\ell_{2}$ norms, and show that these bounds are worse when the data set has a few large entries, which motivates our preconditioning.

Theorem 4. Let $\overline{\mathbf{x}}_{n}$ represent the sample mean of $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$, i.e., $\overline{\mathbf{x}}_{n}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{i}$. Construct a rescaled version of the sample mean from $\left\{\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right\}_{i=1}^{n}$, where each column of $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$ is chosen uniformly at random from the set of all canonical basis vectors without replacement:

$$
\begin{equation*}
\widehat{\mathbf{x}}_{n}=\frac{p}{m} \frac{1}{n} \sum_{i=1}^{n} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i} \tag{8}
\end{equation*}
$$

Then, $\widehat{\overline{\mathbf{x}}}_{n}$ is an unbiased estimator for $\overline{\mathbf{x}}_{n}$, i.e., $\mathbb{E}\left[\widehat{\mathbf{x}}_{n}\right]=\overline{\mathbf{x}}_{n}$. Moreover, defining $\tau(m, p)$ as follows:

$$
\tau(m, p):=\max \left\{\left(\frac{p}{m}-1\right), 1\right\}= \begin{cases}\left(\frac{p}{m}-1\right) & \text { if } \frac{m}{p} \leq 0.5  \tag{9}\\ 1 & \text { if } \frac{m}{p}>0.5\end{cases}
$$

then for all $t \geq 0$, with probability at least $1-\delta_{1}$,

$$
\begin{equation*}
\delta_{1}=2 p \exp \left(\frac{-n t^{2} / 2}{\left(\frac{p}{m}-1\right)\|\mathbf{X}\|_{\text {max-row }}^{2} / n+\tau(m, p)\|\mathbf{X}\|_{\text {max }} t / 3}\right) \tag{10}
\end{equation*}
$$

we have the following $\ell_{\infty}$ result:

$$
\begin{equation*}
\left\|\widehat{\overline{\mathbf{x}}}_{n}-\overline{\mathbf{x}}_{n}\right\|_{\infty} \leq t \tag{11}
\end{equation*}
$$

Proof: First, we show that $\hat{\mathbf{x}}_{n}$ is an unbiased estimator:

$$
\mathbb{E}\left[\widehat{\mathbf{x}}_{n}\right]=\frac{p}{m} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\mathbf{R}_{i} \mathbf{R}_{i}^{T}\right] \mathbf{x}_{i}=\frac{1}{n} \sum_{i=1}^{n} \mathbf{x}_{i}=\overline{\mathbf{x}}_{n}
$$

where we used Thm. B4. To upper bound the error, we define:

$$
\begin{equation*}
\mathbf{u}:=\widehat{\mathbf{x}}_{n}-\overline{\mathbf{x}}_{n}=\sum_{i=1}^{n} \frac{1}{n}\left(\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}-\mathbf{x}_{i}\right) \tag{12}
\end{equation*}
$$

and, thus, the $j$-th entry of $\mathbf{u}=\left[u_{1}, \ldots, u_{p}\right]^{T}$ can be written as a sum of independent centered random variables:

$$
\begin{equation*}
u_{j}=\sum_{i=1}^{n} z_{i}, \text { where } z_{i}=\frac{1}{n} \mathbf{e}_{j}^{T}\left(\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}-\mathbf{x}_{i}\right) \tag{13}
\end{equation*}
$$

We now use the Bernstein inequality (Thm. A2) to show each entry of $\mathbf{u}$ is concentrated around zero with high probability. To do this, let us define $\tau(m, p):=\max \left\{\left(\frac{p}{m}-1\right), 1\right\}$. We observe that each $z_{i}$ is bounded:

$$
\begin{equation*}
\left|z_{i}\right| \leq \frac{1}{n}\left\|\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}-\mathbf{x}_{i}\right\|_{\infty} \leq \frac{1}{n} \tau(m, p)\|\mathbf{X}\|_{\max } \tag{14}
\end{equation*}
$$

since $\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}$ is a vector with $m$ entries of $\mathbf{x}_{i}$ and the rest equal to zero. Next, we find the variance of $z_{i}, \mathbb{E}\left[z_{i}^{2}\right]=\left(1 / n^{2}\right) \mathbf{e}_{j}^{T} \boldsymbol{\Lambda} \mathbf{e}_{j}$, where we use Thm. B4 to compute $\boldsymbol{\Lambda}$ :

$$
\begin{aligned}
\boldsymbol{\Lambda} & =\mathbb{E}\left[\left(\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}-\mathbf{x}_{i}\right)\left(\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}-\mathbf{x}_{i}\right)^{T}\right] \\
& =\frac{p^{2}}{m^{2}} \mathbb{E}\left[\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i} \mathbf{x}_{i}^{T} \mathbf{R}_{i} \mathbf{R}_{i}^{T}\right]-\mathbf{x}_{i} \mathbf{x}_{i}^{T} \\
& =\frac{-(p-m)}{m(p-1)} \mathbf{x}_{i} \mathbf{x}_{i}^{T}+\frac{p(p-m)}{m(p-1)} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)
\end{aligned}
$$

Thus, $\mathbb{E}\left[z_{i}^{2}\right]=\left(1 / n^{2}\right)\left(\frac{p}{m}-1\right)\left(\mathbf{e}_{j}^{T} \mathbf{x}_{i}\right)^{2}$, and $\sigma^{2}=\sum_{i=1}^{n} \mathbb{E}\left[z_{i}^{2}\right] \leq\left(1 / n^{2}\right)\left(\frac{p}{m}-1\right)\|\mathbf{X}\|_{\text {max-row }}^{2}$. Using the Bernstein inequality:

$$
\mathbb{P}\left\{\left|u_{j}\right| \geq t\right\} \leq 2 \exp \left(\frac{-n t^{2} / 2}{\left(\frac{p}{m}-1\right)\|\mathbf{X}\|_{\text {max-row }}^{2} / n+\tau(m, p)\|\mathbf{X}\|_{\max } t / 3}\right)
$$

Finally, we use the union bound over all $p$ entries of $\mathbf{u}$.


Figure 2. Verifying the sharpness of Thm. 4 on the synthetic data. For each $n$ we report the average and maximum of the sample mean estimation error in 1000 runs compared with the theoretical error bound when $\delta_{1}=0.001$. The theoretical error bound is tight and decays exponentially as $n$ increases.

Remark. The result in Thm. 4 can be used to upper bound the error of our sample mean estimator $\hat{\overline{\mathbf{x}}}_{n}$ in $\ell_{2}$ norm. For all $t \geq 0$, with probability at least $1-\delta_{1}$, where $\delta_{1}$ defined in 10 , we have:

$$
\begin{equation*}
\frac{1}{\sqrt{p}}\left\|\widehat{\mathbf{x}}_{n}-\overline{\mathbf{x}}_{n}\right\|_{2} \leq t \tag{15}
\end{equation*}
$$

Remark. Solving for $t$ in gives the following expression in terms of failure probability $\delta_{1}$ :

$$
\begin{equation*}
t=\frac{1}{n}\left(\frac{\tau(m, p)}{3}\|\mathbf{X}\|_{\max } \log \left(\frac{2 p}{\delta_{1}}\right)+\sqrt{\left(\frac{\tau(m, p)}{3}\|\mathbf{X}\|_{\max } \log \left(\frac{2 p}{\delta_{1}}\right)\right)^{2}+2\left(\frac{p}{m}-1\right) \log \left(\frac{2 p}{\delta_{1}}\right)\|\mathbf{X}\|_{\text {max-row }}^{2}}\right) \tag{16}
\end{equation*}
$$

We consider a numerical experiment on synthetic data set to show the precision of Thm. 4. We set the parameters $p=100$ and compression factor $\gamma=m / p=0.3$ and consider 1000 runs for different values of $n$. Let $\mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ denote a multivariate Gaussian distribution parameterized by its mean $\boldsymbol{\mu}$ and covariance matrix $\boldsymbol{\Sigma}$. In each run, we generate a set of $n$ samples in $\mathbb{R}^{p}$ from the probabilistic generative model $\mathbf{x}_{i}=\overline{\mathbf{x}}+\epsilon_{i}$, where $\overline{\mathbf{x}}$ is a fixed vector drawn from the Gaussian distribution and the additive noise $\epsilon_{i}$ is drawn i.i.d. from $\mathcal{N}\left(\mathbf{0}, \mathbf{I}_{p}\right)$. We then keep $m=30$ entries from each data sample uniformly at random without replacement to obtain a sparse matrix. Using Thm. 4, we find the estimates of the sample mean from the sparse matrix and compare with the actual $\ell_{\infty}$ error between the estimates and true sample means. Fig. 2 reports the average and maximum of 1000 runs for each value of $n$ and compares that with the theoretical error bound $t$ in obtained by setting the failure probability $\delta_{1}=0.001$. The theoretical error bound is quite tight since it is close to the maximum of 1000 runs.

In Thm. 4, the failure probability $\delta_{1}$ depends on the properties of the data set such as the maximum absolute value of $\mathbf{X}$. For a data matrix $\mathbf{X}$ with normalized columns, values of $\|\mathbf{X}\|_{\max }$ and $\|\mathbf{X}\|_{\text {max-row }}^{2}$ can be relatively large due to the existence of large entries in $\mathbf{X}$ and, in the extreme case, we can get $\|\mathbf{X}\|_{\text {max }}=1$ and $\|\mathbf{X}\|_{\text {max-row }}^{2}=n$. Since both $\|\mathbf{X}\|_{\text {max }}$ and $\|\mathbf{X}\|_{\text {max-row }}^{2}$ are in the denominator, large values of these quantities work against the accuracy of the estimator and makes the failure probability $\delta_{1}$ closer to 1 . This fact motivates the use of preconditioning transformation discussed in Section III to smooth out large entries of $\mathbf{X}$ and reduce the values of $\|\mathbf{X}\|_{\text {max }}$ and $\|\mathbf{X}\|_{\text {max-row }}^{2}$.

Corollary 5. In the setting of Thm. 4. assume $\mathbf{X}$ is preconditioned by the ROS (1) and $\gamma=m / p \leq 0.5$. By using the results of Corollary 2 we can find an upper bound for the failure probability $\delta_{1}$ that holds with probability greater than 0.99 :

$$
\begin{equation*}
\delta_{1} \leq 2 p \exp \left(\frac{-m n t^{2}}{4 / \eta \log (200 n p)(1+\sqrt{p} t / 3)}\right) \tag{17}
\end{equation*}
$$

and, thus, we can achieve high accuracy, e.g., $\delta_{1} \leq 0.001$, for

$$
\begin{equation*}
m \geq \frac{1}{n} \cdot \frac{4}{\eta} \log (200 n p) \log (2000 p)\left(t^{-2}+\frac{\sqrt{p} t^{-1}}{3}\right) \tag{18}
\end{equation*}
$$

where $\eta=1$ for $\mathbf{H}$ a Hadamard matrix and $\eta=1 / 2$ for $\mathbf{H}$ a DCT matrix. Recall that $t$ is the upper bound for estimation error in (11). To gain intuition and provide indicative values of $m$, we set $p=512, \eta=1$, and $t=0.01$. Then, for example, the values of the lower bound in 18) are 137.2, 15.1, and 1.6 for $n=10^{5}, 10^{6}$, and $10^{7}$ respectively. Since $m$ should be a natural number, we need to sample $m=138, m=16$, and $m=2$ entries per data sample. This means that as the number of samples $n$ increases, we can sample fewer entries per data sample, which makes our approach applicable to large-scale data sets.

To be formal, as $n$ grows with $p$ and $t$ fixed, if the number of sub-sampled entries per data sample $m$ is proportional to $\mathcal{O}(\log n / n)$, our sample mean estimator is accurate with high probability. Therefore, the amount of data we need to keep increases like $m n \propto \mathcal{O}(\log n)$.

## V. The Covariance Estimator

In this section, we study the problem of covariance estimation for a set of data samples $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$ from $\left\{\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right\}_{i=1}^{n}$, where $m$ out of $p$ entries of each $\mathbf{x}_{i}$ are kept uniformly at random without replacement. We propose an unbiased estimator for the covariance matrix of the full data $\mathbf{C}_{\mathrm{emp}}=1 / n \sum_{i=1}^{n} \mathbf{x}_{i} \mathbf{x}_{i}^{T}$ and study the closeness of our proposed covariance estimator to $\mathbf{C}_{\text {emp }}$ based on the spectral norm. Recall we do not impose structural assumptions on the covariance matrix such as $\mathbf{C}_{\text {emp }}$ being low-rank.

To begin, consider a rescaled version of the empirical covariance matrix of the sub-sampled data $\left\{\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right\}_{i=1}^{n}$ :

$$
\begin{equation*}
\widehat{\mathbf{C}}_{\mathrm{emp}}:=\frac{p(p-1)}{m(m-1)} \cdot \frac{1}{n} \sum_{i=1}^{n} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i} \mathbf{x}_{i}^{T} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \tag{19}
\end{equation*}
$$

Based on Thm. B4, we can compute the expectation of $\widehat{\mathbf{C}}_{\text {emp }}$ :

$$
\begin{equation*}
\mathbb{E}\left[\widehat{\mathbf{C}}_{\mathrm{emp}}\right]=\mathbf{C}_{\mathrm{emp}}+\frac{(p-m)}{(m-1)} \operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right) \tag{20}
\end{equation*}
$$

which consists of two terms, the covariance matrix of the full data $\mathbf{C}_{\text {emp }}$ (desired term) and an additional bias term that contains the elements on the main diagonal of $\mathbf{C}_{\text {emp }}$. However, as in [26], we can easily modify $\widehat{\mathbf{C}}_{\text {emp }}$ to obtain an unbiased estimator:

$$
\begin{equation*}
\widehat{\mathbf{C}}_{n}:=\widehat{\mathbf{C}}_{\mathrm{emp}}-\frac{(p-m)}{(p-1)} \operatorname{diag}\left(\widehat{\mathbf{C}}_{\mathrm{emp}}\right) \tag{21}
\end{equation*}
$$

where revisiting Thm. $\operatorname{B4}$ shows that $\widehat{\mathbf{C}}_{n}$ is an unbiased estimator for $\mathbf{C}_{\text {emp }}$, i.e., $\mathbb{E}\left[\widehat{\mathbf{C}}_{n}\right]=\mathbf{C}_{\text {emp }}$. Next, we present a theorem to show the closeness of our proposed estimator $\widehat{\mathbf{C}}_{n}$ to the covariance matrix $\mathbf{C}_{\text {emp }}$.

Before stating the result, let us define $\mathbf{w}_{i}:=\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}, i=1, \ldots, n$, which is an $m$-sparse vector containing $m$ entries of $\mathbf{x}_{i}$. We introduce a parameter $\rho>0$ such that for all $i=1, \ldots, n$ we have $\left\|\mathbf{w}_{i}\right\|_{2}^{2} \leq \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2}$. Obviously, $\left\|\mathbf{w}_{i}\right\|_{2}^{2} \leq\left\|\mathbf{x}_{i}\right\|_{2}^{2}$ and for data sets with a few large entries, we can have $\left\|\mathbf{w}_{i}\right\|_{2}^{2}=\left\|\mathbf{x}_{i}\right\|_{2}^{2}$ meaning that sub-sampling has not decreased the Euclidean norm. Therefore, $\rho \leq 1$ and we can always take $\rho=1$. However, if we first apply the preconditioning transformation HD (1) to the data, we see that, with high probability, the sub-sampling operation decreases the Euclidean norm by a factor proportional to the compression factor $\gamma=m / p$. In fact, Corollary 3 with $\alpha=1 / 100$ shows that $\rho=\frac{m}{p} \frac{2}{\eta} \log (200 n p)$ with probability greater than 0.99 . As we will see, this is of great importance to decrease the variance of our covariance estimator and achieve high accuracy, which motivates using the preconditioning transformation before sub-sampling.
Theorem 6. Let $\mathbf{C}_{\text {emp }}$ represent the covariance matrix of $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$ and construct a rescaled version of the empirical covariance matrix from $\left\{\mathbf{w}_{i}=\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right\}_{i=1}^{n}$, where each column of $\mathbf{R}_{i} \in \mathbb{R}^{p \times m}$ is chosen uniformly at random from the set of all canonical basis vectors without replacement:

$$
\begin{equation*}
\widehat{\mathbf{C}}_{e m p}=\frac{p(p-1)}{m(m-1)} \cdot \frac{1}{n} \sum_{i=1}^{n} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i} \mathbf{x}_{i}^{T} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \tag{22}
\end{equation*}
$$

Let $\rho>0$ be a bound such that for all $i=1, \ldots, n$, we have $\left\|\mathbf{w}_{i}\right\|_{2}^{2} \leq \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2}$ (in particular, we can always take $\rho=1$ ). Then,

$$
\begin{equation*}
\widehat{\mathbf{C}}_{n}=\widehat{\mathbf{C}}_{e m p}-\frac{(p-m)}{(p-1)} \operatorname{diag}\left(\widehat{\mathbf{C}}_{e m p}\right) \tag{23}
\end{equation*}
$$

is an unbiased estimator for $\mathbf{C}_{\text {emp }}$, and for all $t \geq 0$,

$$
\begin{equation*}
\mathbb{P}\left\{\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2} \leq t\right\} \geq 1-\delta_{2}, \quad \delta_{2}=p \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+L t / 3}\right) \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
L=\frac{1}{n}\left\{\left(\frac{p(p-1)}{m(m-1)} \rho+1\right)\|\mathbf{X}\|_{\text {max-col }}^{2}+\frac{p(p-m)}{m(m-1)}\|\mathbf{X}\|_{\max }^{2}\right\} \tag{25}
\end{equation*}
$$



Figure 3. Verifying the accuracy of Thm. 6 on synthetic data. We set $p=1000$ and plot the average and maximum of covariance estimation error in 100 runs for (a) varying $n$ when $\gamma=0.3$ fixed, and (b) varying $\gamma$ when $n=10 p$ fixed. The empirical values are compared with the theoretical error bound for $\delta_{2}=0.01$ and scaled by a factor of 10 . Our bounds are accurate to within an order of magnitude and they are representative of the empirical behavior of our covariance estimator in terms of $n$ and $\gamma$.
and $\sigma^{2}=\left\|\mathbb{E}\left[\left(\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right)^{2}\right]\right\|_{2}$ represents the variance:

$$
\begin{align*}
\sigma^{2} & \leq \frac{1}{n}\left\{\left(\frac{p(p-1)}{m(m-1)} \rho-1\right)\|\mathbf{X}\|_{\text {max-col }}^{2}\left\|\mathbf{C}_{\text {emp }}\right\|_{2}\right. \\
& +\frac{p(p-1)(p-m)}{m(m-1)^{2}} \rho\|\mathbf{X}\|_{\text {max-col }}^{2}\left\|\operatorname{diag}\left(\mathbf{C}_{\text {emp }}\right)\right\|_{2} \\
& +\frac{2 p(p-1)(p-m)}{m(m-1)^{2}}\|\mathbf{X}\|_{\max }^{2} \frac{\|\mathbf{X}\|_{F}^{2}}{n} \\
& \left.+\frac{p(p-m)^{2}}{m(m-1)^{2}} \frac{\max _{j=1, \ldots, p} \sum_{i=1}^{n} X_{j, i}^{4}}{n}\right\} \tag{26}
\end{align*}
$$

Proof: The proof follows from the matrix Bernstein inequality (Thm. A3) and delayed to Appendix C.
To gain some intuition and verify the accuracy of Thm. 6, we consider a numerical experiment. We set the parameter $p=1000$ and show the accuracy of our proposed covariance estimator $\widehat{\mathbf{C}}_{n}$ for various numbers of samples $n$ and compression factors $\gamma$. Fig. 3 (a) shows the closeness of our covariance estimator $\widehat{\mathbf{C}}_{n}$ to the covariance matrix $\mathbf{C}_{\text {emp }}$, i.e., $\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2}$, over 100 runs for various values of $n$ when $\gamma=m / p=0.3$ is fixed. In each run, we generate a set of $n$ data samples using the probabilistic generative model $\mathbf{x}_{i}=\sum_{j=1}^{k} \kappa_{i j} \lambda_{j} \mathbf{u}_{j}$, where we set $k=5$ and $\mathbf{U}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{5}\right]$ is a matrix of principal components with orthonormal columns obtained by performing QR decomposition on a $p \times k$ matrix with i.i.d. entries from $\mathcal{N}(0,1)$. The coefficients $\kappa_{i j}$ are drawn i.i.d. from $\mathcal{N}(0,1)$ and the vector $\boldsymbol{\lambda}$ represents the energy of the data in each principal direction and we choose $\boldsymbol{\lambda}=(10,8,6,4,2)$. The empirical value of estimation error $\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2}$ is compared with the theoretical error bound $t$ in (24) when the failure probability is chosen $\delta_{2}=0.01$, and the resulting error bound is scaled by a factor of 10 .

Furthermore, we plot the empirical value of the estimation error vs. compression factor $\gamma$ in Fig. 3(b) over 100 runs when a fixed number of samples $n=10 p$ are generated using the same generative model. As before, the empirical value is compared with the theoretical error bound when we choose $\delta_{2}=0.01$ and our bound is scaled by the same factor of 10 . Our bounds are accurate to within an order of magnitude, and the theoretical result in Thm. 6 correctly captures the dependence of the estimation error $\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2}$ in terms of the parameters $n$ and $\gamma$. For example, as $n$ increases, the estimation error decreases exponentially for a fixed compression factor $\gamma$.

The other important consequence of Thm. 6 is revealing the connections between accuracy of our covariance estimator $\widehat{\mathbf{C}}_{n}$ and some properties of the data set $\mathbf{X}$ as well as the compression factor $\gamma$. Note that large values of parameters $L$ and $\sigma^{2}$ work against the accuracy of $\widehat{\mathbf{C}}_{n}$ and make the failure probability $\delta_{2}$ closer to 1 , since they are in the denominator in 24 . Let us assume that $\mathbf{X}$ has normalized columns so that $\|\mathbf{X}\|_{\text {max-col }}=1$ and $\|\mathbf{X}\|_{F}^{2}=n$. With this normalization, $\left\|\mathbf{C}_{\text {emp }}\right\|_{2} \leq 1$, and $\left\|\operatorname{diag}\left(\mathbf{C}_{\text {emp }}\right)\right\|_{2} \leq 1$ as well, which follows from exercise 27 in $\S 3.3$ [44] and $\mathbf{C}_{\text {emp }} \succeq 0$. In this case, both $L$ and $\sigma^{2}$ scale as $\frac{1}{n}$ and the estimation error decreases exponentially as $n$ increases for a fixed compression factor. Moreover, for a fixed $n$, $L \propto \mathcal{O}\left(\frac{p^{2}}{m^{2}}\right)$ and $\sigma^{2} \propto \mathcal{O}\left(\frac{p^{3}}{m^{3}}\right)$. However, if we precondition the data $\mathbf{X}$ before sub-sampling as discussed in Section III, then $\rho \propto \mathcal{O}\left(\frac{m}{p}\right)$ and the maximum absolute value of the entries $\|\mathbf{X}\|_{\text {max }}$ of the preconditioned data is proportional to $\frac{1}{\sqrt{p}}$ ignoring


Figure 4. Effectiveness of preconditioning on the synthetic data set with few large entries. We plot the average of covariance estimation error over 100 runs for varying $\gamma$ when $p=512$ and $n=1024$ in two cases of sub-sampling $\mathbf{X}$ (without preconditioning) and $\mathbf{Y}=\mathbf{H D X}$ (with preconditioning). We compare the empirical values with the theoretical error bound for $\delta_{2}=0.01$ and scaled by a factor 10 in these two cases. The preconditioning transformation HD leads to a noticeable reduction of estimation error in both empirical and theoretical results.
logarithmic factors. Thus, the leading term in $L$ scales as $\mathcal{O}\left(\frac{p}{m}\right)$ and the leading term in $\sigma^{2}$ scales as $\mathcal{O}\left(\frac{p^{2}}{m^{2}}\right)$ which means that they are both reduced by a factor of $\frac{m}{p}$ under the preconditioning transformation. Specifically, simplifying 26 by dropping lower-order terms, assuming $p \gg m \gg 1$, using the normalization of $\mathbf{X}$ discussed above, as well as assuming preconditioning so $\rho=m / p$ and $\|\mathbf{X}\|_{\text {max }}^{2} \approx 1 / p$, gives

$$
\begin{equation*}
\sigma^{2} \lesssim \frac{1}{n}\left\{\frac{p}{m}\left\|\mathbf{C}_{\mathrm{emp}}\right\|_{2}+\frac{p^{2}}{m^{2}}\left\|\operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right)\right\|_{2}+\frac{2 p^{2}}{m^{3}}+\frac{p}{m^{3}}\right\} \tag{27}
\end{equation*}
$$

Using just $\left\|\mathbf{C}_{\text {emp }}\right\|,\left\|\operatorname{diag}\left(\mathbf{C}_{\text {emp }}\right)\right\| \leq 1$ then gives the bound $\sigma^{2} \lesssim \mathcal{O}\left(\frac{1}{n} \frac{p^{2}}{m^{2}}\right)$, but this can be improved in special cases. Based on 27, we now consider tighter bounds for the few special cases, still assuming the data have been preconditioned so that $\mathbf{C}_{\mathrm{emp}}=\frac{1}{n} \mathbf{H} \mathbf{D X} \mathbf{X}^{T} \mathbf{D}^{T} \mathbf{H}^{T}$ :

1) If each $\mathbf{x}_{i}$ is a canonical basis vector chosen uniformly-at-random, then $\mathbf{C}_{\text {emp }}=\operatorname{diag}\left(\mathbf{C}_{\text {emp }}\right)=p^{-1} \mathbf{I}_{p}$ in the limit as $n \rightarrow \infty$. The third term in (27) dominates, and the bound is $1 / n \cdot p^{2} / m^{3}$ which is quite strong.
2) If each entry of $\mathbf{X}$ is chosen i.i.d. $\mathcal{N}(0,1 / p)$, then the columns have unit norm in expectation and again $\mathbf{C}_{\mathrm{emp}} \rightarrow p^{-1} \mathbf{I}_{p}$ as $n \rightarrow \infty$, so the bound is the same as the previous case (and preconditioning neither helps nor hurts).
3) If $\mathbf{x}_{i}=\mathbf{x}$ for all columns $i=1, \ldots, n$ and for some fixed (and normalized) column $\mathbf{x}$, then $\mathbf{C}_{\mathrm{emp}}=\mathbf{H D} \mathbf{x x}^{T} \mathbf{D}^{T} \mathbf{H}^{T}$, so $\left\|\mathbf{C}_{\mathrm{emp}}\right\|_{2}=1$. For example, if $\mathbf{x}$ is a canonical basis vector, then $\mathbf{C}_{\mathrm{emp}}$ is the outer-product of a column of the Hadamard matrix, so $\operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right)=p^{-1} \mathbf{I}_{p}$ and thus $\sigma^{2} \lesssim 1 / n \cdot p / m$, similar to [26]. As well as improving $\rho$ and $\|\mathbf{X}\|_{\max }$, in this case preconditioning has the effect of spreading out the energy in $\mathbf{C}_{\mathrm{emp}}$ away from the diagonal. Without preconditioning, then $\mathbf{C}_{\mathrm{emp}}=\mathbf{x} \mathbf{x}^{T}$, so if $\mathbf{x}$ is a standard basis vector, $\mathbf{C}_{\mathrm{emp}}=\operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right)$. Intuitively, this is a bad case for non-preconditioned sampling, since there is a slim chance of sampling the only non-zero coordinate. Note that this perfectly correlated case is difficult for approaches based on $\boldsymbol{\Omega X}$ since each column is the same so the measurements are redundant, whereas our approach uses a unique sampling matrix for each column $i$ and thus gives more information.
In order to clarify the discussion, we provide a simple numerical experiment on a synthetic data set with a few large entries. We then show the effectiveness of the preconditioning transformation HD on the accuracy of our covariance estimator $\widehat{\mathbf{C}}_{n}$ and, consequently, accuracy of the estimated principal components on this data set.

In our experiment, we set $p=512$, and generate $n=1024$ data samples from the same probabilistic generative model with $k=10$ and $\mathbf{U} \in \mathbb{R}^{p \times k}$ containing 10 principal components chosen from the set of all canonical basis vectors, and $\boldsymbol{\lambda}=(10,9, \ldots, 1)$. In Fig. 4 , we plot the average of estimation error $\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2}$ over 100 runs for various values of the compression factor $\gamma=m / p$. As described in Section III we can use a simple unitary transformation HD to precondition the data and smooth out large entries. Thus, we consider the case where the data is first preconditioned, i.e., $\mathbf{Y}=\mathbf{H D X}$. In this case the estimation error is $\left\|\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}\right\|_{2}$, where $\mathbf{C}_{\mathrm{emp}}=\frac{1}{n} \mathbf{Y} \mathbf{Y}^{T}$, and is also plotted in Fig. 4 . Moreover, we report the theoretical error bounds when we choose $\delta_{2}=0.01$ and scale our bounds by the same factor of 10 . The preconditioning decreases the error by almost a factor of 2 , both in experiment and via the theoretical bounds.

To show the importance of this error reduction in covariance estimation, we find the number of recovered principal components obtained from the eigendecomposition of $\widehat{\mathbf{C}}_{n}$ for both cases. After finding the first $k=10$ eigenvectors of $\widehat{\mathbf{C}}_{n}$, we compute the inner product magnitude between the recovered and true principal components and we declare that a principal component is "recovered" if the corresponding inner product magnitude is greater than 0.95 . The mean and standard deviation of the number of recovered principal components for varying compression factors $\gamma=m / p$ are reported in Table $\square$ As we see, the

Table I
NUMBER OF RECOVERED PRINCIPAL COMPONENTS FOR VARIOUS VALUES OF COMPRESSION FACTOR $\gamma=m / p$ OVER 100 RUNS

|  | (without preconditioning) |  |  | (with preconditioning) |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\gamma$ | mean | standard deviation |  | mean | standard deviation |
| 0.1 | 0.98 | 0.99 |  | 5.12 | 0.40 |
| 0.2 | 3.53 | 1.76 |  | 7.01 | 0.10 |
| 0.3 | 6.85 | 1.67 |  | 8.00 | 0 |
| 0.4 | 8.18 | 1.58 |  | 8.42 | 0.49 |
| 0.5 | 9.31 | 1.03 |  | 9.00 | 0 |

preconditioning transformation leads to a significant gain in accuracy of the estimated principal components, especially for small values of the compression factor, which are of great importance for the big data and distributed data settings. Additionally, the variance in the estimate is much reduced across the whole range of $\gamma$.

## VI. Sparsified K-means Clustering

Clustering is a commonly used unsupervised learning task which refers to identifying clusters of similar data samples in a data set. The K-means algorithm [34] is one of the most popular hard clustering algorithms that has been used in many fields such as data mining and machine learning.

Despite its simplicity, running K-means on large-scale data sets presents new challenges and considerable efforts have been made to introduce memory/computation efficient clustering algorithms. In this paper, we present a variant of the K-means algorithm which allows us to find a set of cluster centers as well as assignment of the data. The idea is to precondition and sample the data in one pass over the data to achieve a sparse matrix, therefore reducing processing time and saving memory, and applicable to streaming and distributed data.

First, we review the standard K-means algorithm. Given a data set $\mathbf{X}=\left[\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right] \in \mathbb{R}^{p \times n}$, the goal of K-means is to partition the data into a known number of $K$ clusters such that $\boldsymbol{\mu}_{k} \in \mathbb{R}^{p}$ is the prototype associated with the $k$-th cluster for $k=1, \ldots, K$. We also introduce a set of binary indicator variables $c_{i k} \in\{0,1\}$ to represent the assignments, where $\mathbf{c}_{i}=\left[c_{i 1}, \ldots, c_{i K}\right]^{T}$ is the $k$-th canonical basis vector in $\mathbb{R}^{K}$ if and only if $\mathbf{x}_{i}$ belongs to the $k$-th cluster.

Let us define cluster centers $\boldsymbol{\mu}=\left\{\boldsymbol{\mu}_{k}\right\}_{k=1}^{K}$ and the assignments of the data samples $\mathbf{c}=\left\{\mathbf{c}_{i}\right\}_{i=1}^{n}$. The K-means algorithm attempts to minimize the sum of the squared Euclidean distances of each data point to its assigned cluster:

$$
\begin{equation*}
J(\mathbf{c}, \boldsymbol{\mu})=\sum_{i=1}^{n} \sum_{k=1}^{K} c_{i k}\left\|\mathbf{x}_{i}-\boldsymbol{\mu}_{k}\right\|_{2}^{2} \tag{28}
\end{equation*}
$$

The objective $J(\mathbf{c}, \boldsymbol{\mu})$ is minimized by an iterative algorithm that (step one) updates assignments $\mathbf{c}$ and (step two) updates $\boldsymbol{\mu}$ as follows:
Step 1: Minimize $J(\mathbf{c}, \boldsymbol{\mu})$ over c, keeping $\boldsymbol{\mu}$ fixed:

$$
\forall i=1, \ldots, n: c_{i k}= \begin{cases}1, & k=\arg \min _{j}\left\|\mathbf{x}_{i}-\boldsymbol{\mu}_{j}\right\|_{2}^{2}  \tag{29}\\ 0, & \text { otherwise }\end{cases}
$$

Step 2: Minimize $J(\mathbf{c}, \boldsymbol{\mu})$ over $\boldsymbol{\mu}$, keeping c fixed:

$$
\begin{equation*}
\forall k=1, \ldots K: \boldsymbol{\mu}_{k}=\frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \mathbf{x}_{i} \tag{30}
\end{equation*}
$$

where $\mathcal{I}_{k}$ denotes the set of samples assigned to the $k$-th cluster in Step 1 and $n_{k}=\left|\mathcal{I}_{k}\right|$. Therefore, the update formula for cluster center $\boldsymbol{\mu}_{k}$ is the sample mean of the data samples in $\mathcal{I}_{k}$. To initialize K-means, a set of cluster centers can be chosen uniformly at random from the data set X. However, we use the recent K-means++ algorithm [45] to choose the initial cluster centers since it improves the performance of K-means over the worst-case random initializations.

Next, we consider a probabilistic mixture model to find an optimal objective function for our sparsified K-means clustering algorithm using Maximum-Likelihood (ML) estimation.

## A. Optimal Objective Function via ML Estimation

One appealing aspect of the K-means algorithm is that the objective function (28) coincides with the log-likelihood function of a mixture of $K$ Gaussian components (clusters), with mean $\boldsymbol{\mu}_{k}$ and covariance matrix $\boldsymbol{\Sigma}=\lambda \mathbf{I}_{p}$, where $\lambda>0$ is fixed or "known" (its actual value is unimportant), and treating $\mathbf{c}$ and $\boldsymbol{\mu}$ as unknown parameters. We show that under the same assumptions, K-means clustering on sampled preconditioned data enjoys the same ML interpretation.

Let $p\left(\mathbf{x}_{i} \mid \boldsymbol{\mu}, \mathbf{c}_{i}\right)$ denote the conditional probability distribution of sample $\mathbf{x}_{i}$ given that a set of centers $\boldsymbol{\mu}$ and a particular value of $\mathbf{c}_{i}$ are known. Under this setup, the conditional distribution of $\mathbf{x}_{i}$ is Gaussian and it can be written as follows:

$$
\begin{equation*}
p\left(\mathbf{x}_{i} \mid \boldsymbol{\mu}, \mathbf{c}_{i}\right)=\prod_{k=1}^{K} p\left(\mathbf{x}_{i} \mid \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}\right)^{c_{i k}} \tag{31}
\end{equation*}
$$

where

$$
p\left(\mathbf{x}_{i} \mid \boldsymbol{\mu}_{k}, \boldsymbol{\Sigma}\right)=\frac{1}{(2 \pi \lambda)^{\frac{p}{2}}} \exp \left(-\frac{1}{2 \lambda}\left\|\mathbf{x}_{i}-\boldsymbol{\mu}_{k}\right\|_{2}^{2}\right)
$$

Given that $\mathbf{x}_{i}$ belongs to the $k$-th cluster with mean $\boldsymbol{\mu}_{k}$ and covariance $\boldsymbol{\Sigma}=\lambda \mathbf{I}_{p}$, then the preconditioned data $\mathbf{y}_{i}=\mathbf{H D} \mathbf{x}_{i}$ also has a Gaussian distribution with mean $\boldsymbol{\mu}_{k}^{\prime}:=\mathbb{E}\left[\mathbf{y}_{i}\right]=\mathbf{H D} \boldsymbol{\mu}_{k}$ and the same covariance $\boldsymbol{\Sigma}=\lambda \mathbf{I}_{p}$ because $\mathbf{H}$ and $\mathbf{D}$ are orthonormal matrices, i.e., $(\mathbf{H D})(\mathbf{H D})^{T}=\mathbf{I}_{p}$. Note that we can also find $\boldsymbol{\mu}_{k}$ from $\boldsymbol{\mu}_{k}^{\prime}$ using the equation:

$$
\begin{equation*}
\boldsymbol{\mu}_{k}=(\mathbf{H D})^{T} \boldsymbol{\mu}_{k}^{\prime} \tag{32}
\end{equation*}
$$

We now take $n$ independent realizations of the sampling matrix $\mathbf{R}$, denoted $\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}$, each consisting of $m$ canonical basis vectors. Then, given that $\mathbf{y}_{i}$ belongs to the $k$-th cluster with mean $\boldsymbol{\mu}_{k}^{\prime}$ and covariance matrix $\boldsymbol{\Sigma}=\lambda \mathbf{I}_{p}$, the sub-sampled data $\mathbf{z}_{i}=\mathbf{R}_{i}^{T} \mathbf{y}_{i}$ also has a Gaussian distribution with mean $\mathbb{E}\left[\mathbf{z}_{i}\right]=\mathbf{R}_{i}^{T} \boldsymbol{\mu}_{k}^{\prime}$ and covariance $\lambda \mathbf{I}_{m}$, since $\mathbf{R}_{i}^{T} \mathbf{R}_{i}=\mathbf{I}_{m}$ based on Thm. B4 Hence

$$
p\left(\mathbf{z}_{i} \mid \boldsymbol{\mu}_{k}^{\prime}, \boldsymbol{\Sigma}\right)=\frac{1}{(2 \pi \lambda)^{\frac{m}{2}}} \exp \left(-\frac{1}{2 \lambda}\left\|\mathbf{z}_{i}-\mathbf{R}_{i}^{T} \boldsymbol{\mu}_{k}^{\prime}\right\|_{2}^{2}\right)
$$

and, thus, we have the following expression for the conditional distribution of $\mathbf{z}_{i}$ :

$$
\begin{equation*}
p\left(\mathbf{z}_{i} \mid \boldsymbol{\mu}^{\prime}, \mathbf{c}_{i}\right)=\prod_{k=1}^{K} p\left(\mathbf{z}_{i} \mid \boldsymbol{\mu}_{k}^{\prime}, \boldsymbol{\Sigma}\right)^{c_{i k}} \tag{33}
\end{equation*}
$$

Next, we consider ML estimation when we have access to the sampled preconditioned data $\mathbf{Z}=\left[\mathbf{z}_{1}, \ldots, \mathbf{z}_{n}\right]$ :

$$
p\left(\mathbf{Z} \mid \boldsymbol{\mu}^{\prime}, \mathbf{c}\right)=\prod_{i=1}^{n} \prod_{k=1}^{K} p\left(\mathbf{z}_{i} \mid \boldsymbol{\mu}_{k}^{\prime}, \mathbf{\Sigma}\right)^{c_{i k}}
$$

and taking the logarithm of the likelihood function:

$$
\log p\left(\mathbf{Z} \mid \boldsymbol{\mu}^{\prime}, \mathbf{c}\right)=-\frac{m n}{2} \log (2 \pi \lambda)-\frac{1}{2 \lambda} \sum_{i=1}^{n} \sum_{k=1}^{K} c_{i k}\left\|\mathbf{z}_{i}-\mathbf{R}_{i}^{T} \boldsymbol{\mu}_{k}^{\prime}\right\|_{2}^{2}
$$

Hence, the ML estimate of the unknown parameters $\mathbf{c}$ and $\boldsymbol{\mu}^{\prime}$ (or equivalently $\boldsymbol{\mu}$ ) is obtained by minimizing:

$$
\begin{equation*}
J^{\prime}\left(\mathbf{c}, \boldsymbol{\mu}^{\prime}\right)=\sum_{i=1}^{n} \sum_{k=1}^{K} c_{i k}\left\|\mathbf{z}_{i}-\mathbf{R}_{i}^{T} \boldsymbol{\mu}_{k}^{\prime}\right\|_{2}^{2} \tag{34}
\end{equation*}
$$

Note that $J^{\prime}\left(\mathbf{c}, \boldsymbol{\mu}^{\prime}\right)$ can be written as:

$$
\begin{equation*}
J^{\prime}\left(\mathbf{c}, \boldsymbol{\mu}^{\prime}\right)=\sum_{i=1}^{n} \sum_{k=1}^{K} c_{i k}\left\|\mathbf{R}_{i}^{T}\left(\mathbf{y}_{i}-\boldsymbol{\mu}_{k}^{\prime}\right)\right\|_{2}^{2} \tag{35}
\end{equation*}
$$

and for $\mathbf{R}_{i}=\mathbf{I}_{p}, i=1, \ldots, n$, it reduces to the objective function of the standard K-means (28) because the preconditioning transformation HD is an orthonormal matrix.

## B. The Sparsified K-means Algorithm

Similar to the K-means algorithm, we minimize the objective function $J^{\prime}\left(\mathbf{c}, \boldsymbol{\mu}^{\prime}\right)$ in an iterative procedure that (step one) updates assignments $\mathbf{c}$ and (step two) updates $\boldsymbol{\mu}^{\prime}$ :
Step 1: Minimize $J^{\prime}\left(\mathbf{c}, \mu^{\prime}\right)$ holding $\mu^{\prime}$ fixed:
In (34), the terms involving different $n$ are independent and we assign each sampled preconditioned data $\mathbf{z}_{i}=\mathbf{R}_{i}^{T} \mathbf{y}_{i} \in \mathbb{R}^{m}$ to the closest cluster:

$$
\forall i=1, \ldots, n: c_{i k}= \begin{cases}1, & k=\arg \min _{j}\left\|\mathbf{z}_{i}-\mathbf{R}_{i}^{T} \boldsymbol{\mu}_{j}^{\prime}\right\|_{2}^{2}  \tag{36}\\ 0, & \text { otherwise }\end{cases}
$$

The connection between this step and the first step of K-means is immediate mainly due to the Johnson-Lindenstrauss (JL) lemma. In fact, the accuracy of this step depends on the preservation of the Euclidean norm under selecting $m$ entries of a $p$-dimensional vector. Based on the well-known fast JL transform [4], one needs to first smooth out data samples with a few
large entries to ensure the preservation of the Euclidean norm with high probability. In particular, the author in [43] showed that selecting $m$ entries of the preconditioned data uniformly at random without replacement preserves the geometry of the data as well as the Euclidean norm. A direct consequence of this result stated in Thm. D6 shows that pairwise distances between each point and cluster centers are preserved.
Step 2: Minimize $J^{\prime}\left(\mathbf{c}, \boldsymbol{\mu}^{\prime}\right)$ holding $\mathbf{c}$ fixed:
Given the assignments $\mathbf{c}$ from Step 1, we can write (34) as:

$$
\begin{equation*}
J^{\prime}\left(\boldsymbol{\mu}^{\prime}\right)=\sum_{i \in \mathcal{I}_{k}}\left\|\mathbf{R}_{i}^{T}\left(\mathbf{y}_{i}-\boldsymbol{\mu}_{k}^{\prime}\right)\right\|_{2}^{2} \tag{37}
\end{equation*}
$$

where $\mathcal{I}_{k}$ represents the set of samples assigned to the $k$-th cluster and recall that $n_{k}=\left|\mathcal{I}_{k}\right|$. The terms involving different $k$ are independent and each term is a quadratic function of $\boldsymbol{\mu}_{k}^{\prime}$. Thus, each term can be minimized individually by setting its derivative with respect to $\boldsymbol{\mu}_{k}^{\prime}$ to zero giving:

$$
\begin{equation*}
\left(\sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T}\right) \boldsymbol{\mu}_{k}^{\prime}=\sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{y}_{i} \tag{38}
\end{equation*}
$$

Note that $\sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \in \mathbb{R}^{p \times p}$ is a diagonal matrix, where its $j$-th diagonal element counts the number of cases the $j$-th canonical basis vector is chosen in the sampling matrices $\mathbf{R}_{i}$ for all $i \in \mathcal{I}_{k}$, denoted by $n_{k}^{(j)}$. Therefore, for any $j$ with $n_{k}^{(j)}=0$, we cannot estimate the $j$-th entry of $\boldsymbol{\mu}_{k}^{\prime}$ and the corresponding entry should be removed from (38). Given that $n_{k}^{(j)}>0$ for all $j, \boldsymbol{\mu}_{k}^{\prime}$ is updated as follows:

$$
\begin{equation*}
\boldsymbol{\mu}_{k}^{\prime}=\operatorname{diag}\left(\left[\frac{1}{n_{k}^{(1)}}, \ldots, \frac{1}{n_{k}^{(p)}}\right]\right)\left(\sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{y}_{i}\right) \tag{39}
\end{equation*}
$$

Recall that each $\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{y}_{i}$ is the sampled preconditioned data such that $m$ out $p$ entries are kept uniformly at random. Hence, the update formula for $\boldsymbol{\mu}_{k}^{\prime}$ is the entry-wise sample mean of the sparse data samples in the $k$-th cluster. The sparsified K-means algorithm is summarized in Algorithm 1.

```
Algorithm 1 Sparsified K-means
Input: Dataset \(\mathbf{X} \in \mathbb{R}^{p \times n}\), number of clusters \(K\), compression factor \(\gamma=\frac{m}{p}<1\).
Output: Assignments \(\mathbf{c}=\left\{\mathbf{c}_{i}\right\}_{i=1}^{n} \in \mathbb{R}^{K}\), cluster centers \(\boldsymbol{\mu}=\left\{\boldsymbol{\mu}_{k}\right\}_{k=1}^{K} \in \mathbb{R}^{p}\).
    function Sparsified K-means( \(\mathbf{X}, K, \gamma\) )
        \(\mathbf{Y} \leftarrow \mathbf{H D X} \quad \triangleright\) See Eq. (1)
        for \(i=1, \ldots, n\) do
            \(\mathbf{w}_{i}=\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{y}_{i} \quad \triangleright \mathbf{R}_{i} \in \mathbb{R}^{p \times m}\) :sampling matrix
        Find initial cluster centers via K-means++ [45]
        for each iteration do
            update assignments \(\mathbf{c} \quad \triangleright\) See Eq. (36)
            update cluster centers \(\boldsymbol{\mu}^{\prime} \quad \triangleright\) See Eq. (39)
        \(\boldsymbol{\mu}=(\mathbf{H D})^{T} \boldsymbol{\mu}^{\prime}\)
    \(\triangleright\) See Eq. 32,
        Return \(\mathbf{c}\) and \(\boldsymbol{\mu}\).
```

Now, we return to equation (38) and study the accuracy of the estimated solution $\boldsymbol{\mu}_{k}^{\prime}$. To do this, we re-write (38) as:

$$
\begin{equation*}
\mathbf{H}_{k} \boldsymbol{\mu}_{k}^{\prime}=\mathbf{m}_{k} \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{H}_{k}=\frac{p}{m} \frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T}, \mathbf{m}_{k}=\frac{p}{m} \frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{y}_{i} . \tag{41}
\end{equation*}
$$

Next, we show that $\mathbf{H}_{k}$ converges to the identity matrix $\mathbf{I}_{p}$ as the number of samples in each cluster $n_{k}$ increases.
Theorem 7. Consider $\mathbf{H}_{k}$ defined in 41. Then, for all $t \geq 0$ :

$$
\begin{equation*}
\mathbb{P}\left\{\left\|\mathbf{H}_{k}-\mathbf{I}_{p}\right\|_{2} \leq t\right\} \geq 1-\delta_{3} \tag{42}
\end{equation*}
$$

where the failure probability,

$$
\begin{equation*}
\delta_{3}=p \exp \left(\frac{-n_{k} t^{2} / 2}{\left(\frac{p}{m}-1\right)+\left(\frac{p}{m}+1\right) t / 3}\right) \tag{43}
\end{equation*}
$$



Figure 5. Verifying the accuracy of Thm. 7 We set parameters $p=100$ and $\gamma=m / p=0.3$ and plot the average and maximum of $\left\|\mathbf{H}_{k}-\mathbf{I}_{p}\right\|_{2}$ over 1000 runs for varying $n$. We compare the empirical values with our theoretical bound when $\delta_{3}=0.001$. We see that our bound is tight.

Proof: We can write $\mathbf{S}=\mathbf{H}_{k}-\mathbf{I}_{p}=\sum_{i=1}^{n_{k}} \mathbf{Z}_{i}$, where

$$
\mathbf{Z}_{i}=\frac{1}{n_{k}}\left(\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T}-\mathbf{I}_{p}\right), i=1, \ldots, n_{k}
$$

are independent and symmetric random matrices. Moreover, we have $\mathbb{E}\left[\mathbf{Z}_{i}\right]=\mathbf{0}$ using Thm. B4. To apply the matrix Bernstein inequality given in Appendix A, we should find a uniform bound on the spectral norm of each summand $\left\|\mathbf{Z}_{i}\right\|_{2}$ :

$$
\begin{equation*}
\left\|\mathbf{Z}_{i}\right\|_{2} \leq \frac{1}{n_{k}}\left(\left\|\frac{p}{m} \mathbf{R}_{i} \mathbf{R}_{i}^{T}\right\|_{2}+\left\|\mathbf{I}_{p}\right\|_{2}\right)=\frac{1}{n_{k}}\left(\frac{p}{m}+1\right) \tag{44}
\end{equation*}
$$

where it follows from the triangle inequality for the spectral norm and the fact that $\mathbf{R}_{i} \mathbf{R}_{i}^{T} \in \mathbb{R}^{p \times p}$ is a diagonal matrix with only $m$ ones on the diagonal and the rest equal to zero.

Next, we find $\mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]$ using the results of Thm. B4.

$$
\mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]=\frac{1}{n_{k}^{2}} \mathbb{E}\left[\left(\frac{p^{2}}{m^{2}}-2 \frac{p}{m}\right) \mathbf{R}_{i} \mathbf{R}_{i}^{T}+\mathbf{I}_{p}\right]=\frac{1}{n_{k}^{2}}\left(\frac{p}{m}-1\right) \mathbf{I}_{p}
$$

and thus

$$
\begin{equation*}
\sigma^{2}=\left\|\sum_{i=1}^{n_{k}} \mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]\right\|_{2}=\frac{1}{n_{k}}\left(\frac{p}{m}-1\right) \tag{45}
\end{equation*}
$$

We now use Theorem A3 and this completes the proof.
To verify the accuracy of Thm. 7, we consider a numerical experiment. We set the parameters $p=100$ and compression factor $\gamma=m / p=0.3$ and show the closeness of $\mathbf{H}_{k}$ to $\mathbf{I}_{p}$ for various values of $n$ over 1000 runs. For each value of $n$, we generate $n$ sampling matrices $\mathbf{R}_{i}$ consisting of $m$ distinct canonical basis vectors uniformly at random. We report the average and maximum of empirical values $\left\|\mathbf{H}_{k}-\mathbf{I}_{p}\right\|_{2}$ over 1000 runs in Fig. 5 We also compare the empirical values with our theoretical error bound $t$ in (43), when the failure probability $\delta_{3}=0.001$. We see that our error bound is tight and very close to the maximum of 1000 since $\delta_{3}=0.001$.

Now, we present a theorem to show the connection between the updated cluster center in our sparsified K-means in (40) and the update formula for the standard K-means algorithm.
Theorem 8. Consider the update formula for the $k$-th cluster center in our sparsified $K$-means algorithm $\boldsymbol{\mu}_{k}=(\mathbf{H D})^{T} \boldsymbol{\mu}_{k}^{\prime}$, where $\boldsymbol{\mu}_{k}^{\prime}$ is given by the equation $\mathbf{H}_{k} \boldsymbol{\mu}_{k}^{\prime}=\mathbf{m}_{k}$ in 40. Let $\overline{\mathbf{x}}_{k}$ denote the sample mean of the data samples in the $k$-th cluster, i.e., $\overline{\mathbf{x}}_{k}=\frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \mathbf{x}_{i}$, which is the standard update formula for $K$-means on $\mathbf{X}$. Then, for all $t \geq 0$,

$$
\begin{equation*}
\frac{1}{\sqrt{p}}\left\|\boldsymbol{\mu}_{k}-\overline{\mathbf{x}}_{k}\right\|_{2} \leq t\left(1+\frac{1}{\sqrt{p}}\left\|\boldsymbol{\mu}_{k}\right\|_{2}\right) \tag{46}
\end{equation*}
$$

with probability greater than $1-\max \left\{\delta_{1}, \delta_{3}\right\}$, where

$$
\begin{equation*}
\delta_{1}=2 p \exp \left(\frac{-n_{k} t^{2} / 2}{\left(\frac{p}{m}-1\right)\|\mathbf{Y}\|_{\text {max- }- \text { ow }}^{2} / n+\tau(m, p)\|\mathbf{Y}\|_{\text {max }} t / 3}\right) \tag{47}
\end{equation*}
$$

$\tau(m, p)$ is defined in (9) and $\delta_{3}$ is given in (43). Recall that $\mathbf{Y}=\mathbf{H D X}$ is the preconditioned data in our sparsified $K$-means algorithm.

Table II
Low-pass Algorithms for K-MEANS CLUSTERING

|  | Passes through data... |  |
| :--- | :---: | :---: |
| Algorithm | ...to find $\boldsymbol{\mu}$ | ...to find $\mathbf{c}$ |
| Sparsified K-means (1-pass) | 1 | 1 |
| Sparsified K-means (2-pass) | 2 | 2 |
| Feature extraction | 2 | 1 |
| Feature selection | 4 | 3 |

Proof: Based on Thm. 4 and Thm. 7 we re-write equation (40) as:

$$
\left(\mathbf{I}_{p}+\mathbf{E}\right) \boldsymbol{\mu}_{k}^{\prime}=\mathbf{H D} \overline{\mathbf{x}}_{k}+\mathbf{e}
$$

where $\|\mathbf{E}\|_{2} \leq t$ and $\|\mathbf{e}\|_{2} \leq \sqrt{p} t$ with probabilities greater than $1-\delta_{3}$ and $1-\delta_{1}$ respectively. Thus, with probability greater than $1-\max \left\{\delta_{1}, \delta_{3}\right\}$, we have:

$$
\begin{align*}
& \left\|\boldsymbol{\mu}_{k}^{\prime}-\mathbf{H D} \overline{\mathbf{x}}_{k}\right\|_{2}=\left\|\mathbf{e}-\mathbf{E} \boldsymbol{\mu}_{k}^{\prime}\right\|_{2} \\
& \leq\|\mathbf{e}\|_{2}+\left\|\mathbf{E} \boldsymbol{\mu}_{k}^{\prime}\right\|_{2} \leq\|\mathbf{e}\|_{2}+\|\mathbf{E}\|_{2}\left\|\boldsymbol{\mu}_{k}^{\prime}\right\|_{2} \\
& \leq t \sqrt{p}\left(1+\frac{\left\|\boldsymbol{\mu}_{k}^{\prime}\right\|_{2}}{\sqrt{p}}\right) \tag{48}
\end{align*}
$$

where we used the triangle inequality for the spectral norm. Recall that HD is an orthonormal matrix and $\boldsymbol{\mu}_{k}^{\prime}=\mathbf{H D} \boldsymbol{\mu}_{k}$. Thus, $\left\|\boldsymbol{\mu}_{k}^{\prime}-\mathbf{H D} \overline{\mathbf{x}}_{k}\right\|_{2}=\left\|\boldsymbol{\mu}_{k}-\overline{\mathbf{x}}_{k}\right\|_{2}$ and $\left\|\boldsymbol{\mu}_{k}^{\prime}\right\|_{2}=\left\|\boldsymbol{\mu}_{k}\right\|_{2}$ and this completes the proof.

## VII. NumERICAL EXPERIMENTS

We implement the sparsified K-means algorithm in a mixture of Matlab and C, available onlin\& ${ }^{3}$ Since K-means attempts to minimize a non-convex objective, the starting points have a large effect. We use the recent K-means++ algorithm [45] for choosing starting points, and re-run the algorithm for different sets of starting points and then choose the results with the smallest objective value. All results except the big-data tests use 20 different starting trials.

Timing results are from running the algorithm on a desktop computer with two Intel Xeon EF-2650 v3 CPUs at 2.4-3.2 GHz and 8 cores and 20 MB cache each, and should be interpreted carefully. First, we note that K-means is iterative and so the number of iterations may change slightly depending on the variant. Furthermore, none of the code was optimized for small problems, so timing results under about 10 seconds do not scale with $n$ and $p$ as they do at large scale. At the other extreme, our first series of tests are not on out-of-core data, so the benefits of a single-pass algorithm are not apparent. Our subsequent tests are out-of-core implementations, meaning that they explicitly load data from the hard drive to RAM as few times as possible, and so the number of passes through the data becomes relevant, cf. Table $\Pi$.

We also caution about interpreting the accuracy results for correct identification of clusters. In our experience, if the accuracy is greater than about $75 \%$, then using the result as the initial value for a single-step of standard K-means, thus increasing the number of passes through the data by one, is sufficient to match the accuracy of the standard K-means algorithm.

A two-pass sparsified K-means algorithm can be constructed by running the one-pass sparsified K-means in Algorithm 1 to compute the assignments as well as the cluster centers, then re-computing the cluster center estimates $\boldsymbol{\mu}$ as the average of their assigned data points in the original (non-sampled) domain. Meanwhile, we can re-assign the data samples to the cluster centers in the original domain based on the previous center estimates from one-pass sparsified K-means. The same extra-pass procedure must be applied to feature extraction and feature selection, since their default center estimates $\boldsymbol{\mu}$ are in a compressed domain.

Our tests compare with the feature selection and feature extraction algorithms of [36]. In feature selection, one first uses a fast approximate SVD algorithm, e.g., [7], [46], to compute an estimate of the left singular vectors of the data matrix $\mathbf{X}$. Then, the selection of $m$ rows of $\mathbf{X}$ is done with a randomized sampling approach with probabilities that are computed from the estimated left singular vectors. This can be written as $\boldsymbol{\Omega X}$, where rows of the sampling matrix $\boldsymbol{\Omega} \in \mathbb{R}^{m \times p}$ are chosen from the set of canonical basis vectors in $\mathbb{R}^{p}$ based on the computed probabilities. In feature extraction, the samples are again $\boldsymbol{\Omega} \mathbf{X}$ but the sampling matrix $\boldsymbol{\Omega} \in \mathbb{R}^{m \times p}$ is set to be a random sign matrix. Thus, the computational cost of feature extraction is dominated by the matrix-matrix multiplication $\boldsymbol{\Omega} \mathbf{X}$, whereas the dominant cost in feature selection is the approximate SVD.

## A. Sketched K-means for faster computation

Sampling the data leads to both computational time and memory benefits, with computational time benefits becoming more significant for more complicated algorithms, such as the Expectation-Maximization algorithm in Gaussian mixture models that

[^2]```
Algorithm 2 Sparsified K-means, 2-pass
    function Sparsified K-means 2-Pass( \(\mathbf{X}, K, \gamma\) )
        for \(k=1, \ldots, K\) do
            \(\boldsymbol{\mu}_{k}=\mathbf{0}, \mathcal{I}_{k}=\emptyset\)
        for \(i=1, \ldots, n\) do
            Find cluster assignment, i.e., \(k\) s.t. \(\hat{\mathbf{c}}_{i}=\mathbf{e}_{k}\)
            \(\boldsymbol{\mu}_{k}+=\mathbf{x}_{i}, \mathcal{I}_{k}=\mathcal{I}_{k} \cup\{i\}\)
            \(\mathbf{c}_{i}=\arg \min _{k=1, \ldots, K}\left\|\mathbf{x}_{i}-\hat{\boldsymbol{\mu}}_{k}\right\|_{2}^{2}\)
        for \(k=1, \ldots, K\) do
            \(\boldsymbol{\mu}_{k} \leftarrow \boldsymbol{\mu}_{k} /\left|\mathcal{I}_{k}\right|\)
        Return \(\mathbf{c}\) and \(\boldsymbol{\mu}\).
```

        \((\hat{\mathbf{c}}, \hat{\boldsymbol{\mu}})=\operatorname{SPARSIFIED} \operatorname{K-MEANS}(\mathbf{X}, K, \gamma) \quad \triangleright \quad\) Alg. 1
    

Figure 6. Standard K-means and our sparse version of K-means, on synthetic data, $n=10^{5}$.
require eigenvalue decompositions. Even for the standard K-means algorithm, sub-sampling leads to faster computation. The most expensive computation in K-means is finding the nearest cluster center for each point, since a naive implementation of this costs $\mathcal{O}(p n K)$ flops per iteration ${ }^{4}$. By effectively reducing the dimension from $p$ to $m$, the sparse version sees a speedup of roughly $\gamma^{-1}=p / m$.

Fig. 6 demonstrates this speedup experimentally on a toy problem. The data of size $p=512$ and $n=10^{5}$ are generated artificially so that each point belongs to one of $K=5$ clusters and is perturbed by a small amount of Gaussian noise. An optimized variant of Matlab's kmeans algorithm takes 3448 seconds to run.

We compare this with random Hadamard mixing followed by $5 \%$ sub-sampling, which takes 51 seconds. The first two dimensions of the data are shown in Fig. 6 which makes it clear that there is no appreciable difference in quality, while our sparsified K-means algorithm is approximately 67 times faster.

## B. Comparison with dimensionality-reducing approaches on real data

For a realistic clustering application, experiments are performed on the MNIST datase ${ }^{5}$ which consists of centered versions of hand-written digits, each digit stored as a $28 \times 28$ pixel image. For processing, the images are vectorized so $p=28^{2}=784$. The dataset includes both testing and training sets, though for our purposes we combined the two and report in-sample error, since the effect of sampling and dimensionality reduction to out-of-sample error is beyond our scope.

For simplicity of interpreting results, we use data from the samples of three digits (" 0 ", " 3 " and " 9 "), so $K=3$ in the clustering algorithm. There were 6903,7141 and 6958 examples of each class of image, respectively, so $n=21002$. The original data provides a ground-truth label, against which we compute accuracy by computing the total number of correctly assigned images, normalized by the total number of images. All the algorithms, except standard K-means, are stochastic, so we re-run the clustering 50 times and record the mean and standard deviation of these 50 trials. Recall that within each run, we choose the best of 20 random starting points.
a) Timing and accuracy: Clustering accuracy as a function of $\gamma$ is shown in Fig. 7, which suggests sparsified K-means is the most accurate of the efficient methods, and that accuracy is further improved in the two-pass version. Timing results are
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Figure 7. Accuracy of various K-means algorithms on the MNIST data, 50 trials. The plot shows the mean and the standard deviation error bars, empirically suggesting that feature-based algorithms show higher variance than the sampling-based algorithm. For example, at $\gamma=0.1$, the standard deviation for sparsified K-means, sparsified K-means without preconditioning, 2-pass sparsified K-means, feature selection, and feature extraction, is $0.002,0.004,0.001,0.1151$ and 0.049 , respectively. Moreover, the accuracy of 2-pass sparsified K-means reaches the accuracy of standard K-means even for small values of the compression factor $\gamma$. For visual clarity, we did not include the standard deviation error bars for $\gamma<0.025$.


Figure 8. Timing of various K-means algorithms on the MNIST data. The three variants of sparsified K-means (with and without preconditioning, and 2-pass) all take approximately the same time on this dataset, so we only show the time for preconditioned sparsified K-means. The red dashed curve is proportional to $\gamma$, which is the ideal speedup ratio; the constant of proportionality is 5 , chosen to make the curve line up with the sparsified K-means performance. Note that time is in log-scale; at $\gamma=0.3$, sparsified K-means takes about 12 seconds while feature extraction takes 8 seconds.
shown in Fig. 8, which also shows the time for our optimized implementation of K-means on the full data. All the efficient algorithms show a speedup over K-means proportional to $\gamma^{-1}$, as expected, until the sparsity is near $5 \%$, at which point various fixed costs in the computation start to dominate; one would expect ideal speedup to continue to lower $\gamma$ if $n$ were larger, cf. Table V. Sparsified K-means takes longer than standard K-means as $\gamma \rightarrow 1$ since it is inefficient to work with a sparse matrix format when the matrices are not actually sparse.
b) Center estimation: The estimated cluster centers $\boldsymbol{\mu}$ from several low-pass K-means algorithms are shown in Fig. 9, for $\gamma=0.03$. As we see, our sparsified K-means algorithm returns fairly accurate estimates of the true cluster centers in one pass over the data, which represent the three classes of digits in the given unlabeled dataset. However, as described, feature-based algorithms require one more pass over the full dataset after finding assignments to return meaningful estimates of the true cluster centers.

Why does our method give effective 1-pass center estimates, while the other methods do not, even if they have comparable accuracy in estimating assignments? The reason is that each sample $\mathbf{x}_{i}$ is sampled with an independent copy of the random sampling operator $\mathbf{R}_{i} \mathbf{R}_{i}^{T}$, and this leads to a consistent estimator. For simplicity, assume assignments have been made correctly for a given cluster $k$, so we know $\mathcal{I}_{k}$. Then Thm. 7 bounds $\left\|\mathbf{H}_{k}-\mathbf{I}_{p}\right\|_{2}$ in terms of $n_{k}:=\left|\mathcal{I}_{k}\right|$, and in particular, we know $\mathbf{H}_{k}$ converges to $\mathbf{I}_{p}$ almost surely as $n_{k} \rightarrow \infty$ (this follows from the strong law of large numbers). To be specific, recall that $\boldsymbol{\mu}_{k}=\frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \mathbf{x}_{i}$ (assume $\mathbf{x}_{i}$ are deterministic, though the argument adapts to stochastic $\mathbf{x}_{i}$ under mild assumptions such as


Figure 9. Center estimates $\boldsymbol{\mu}$ from low-pass K-means algorithms.
finite first two moments), then from the sampled data we can form the center estimate

$$
\widehat{\boldsymbol{\mu}_{k}}=\frac{1}{n_{k}} \frac{p}{m} \sum_{i \in \mathcal{I}_{k}} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}
$$

and $\widehat{\boldsymbol{\mu}_{k}} \rightarrow \boldsymbol{\mu}_{k}$ almost surely as $n_{k} \rightarrow \infty$, which follows from the strong law of large numbers and the independence of the $\mathbf{R}_{i}$.

For feature extraction (FE), the collected data are $\left\{\boldsymbol{\Omega} \mathbf{x}_{i}\right\}_{i \in \mathcal{I}_{k}}$, so the obvious center estimate is

$$
\widehat{\boldsymbol{\mu}}_{k}{ }^{\mathrm{FE}}=\frac{1}{n_{k}} \sum_{i \in \mathcal{I}_{k}} \boldsymbol{\Omega}^{\dagger} \boldsymbol{\Omega} \mathbf{x}_{i}=\frac{1}{n_{k}} \boldsymbol{\Omega}^{\dagger} \boldsymbol{\Omega} \sum_{i \in \mathcal{I}_{k}} \mathbf{x}_{i}
$$

with $\dagger$ representing the pseudo-inverse. As $n_{k} \rightarrow \infty$, this does not converge to $\boldsymbol{\mu}_{k}$ because $\boldsymbol{\Omega}^{\dagger} \boldsymbol{\Omega} \neq \mathbf{I}_{p}$ (equality is impossible because the term on the left has rank $m<p$ ). That is, even with more data, the center estimate does not improve because a single copy of the random variable $\Omega$ is used to compress all the data, so it is not consistent. The only solution is to take another pass through the original data $\left\{\mathbf{x}_{i}\right\}$ using the estimated cluster assignments to form the sample center estimate.

## C. Big data tests

We further test on two increasingly large extensions of MNIST. On the largest extension, we test an out-of-core memory version of our algorithm. Because of the size of the data, we no longer run the K-means algorithm on all the data in order to provided a benchmark, but since the data are generated similarly to the classic MNIST, it would be reasonable to expect that basic K-means would behave similarly and achieve an accuracy close to $92 \%$ as in Fig. 7 .

Since the algorithms take longer to run, we reduce the number of replicates in each trial to 10 , and perform only 10 trials per algorithm. We focus on feature extraction and not feature selection since the smaller-scale tests indicated feature extraction performed better in both speed, accuracy and number of passes through the data.
c) In-core memory with $n=6 \cdot 10^{5}$ : Clustering was performed on data from the first 200,000 samples each of the " 0 ", " 3 " and " 9 " digits from the mnist 8 M dataset [48], using code from the "Infinite MNIST" project ${ }^{6}$, thus $n=6 \cdot 10^{5}$, with
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Figure 10. Similar to Fig. 7 but on much larger data, $n=6 \cdot 10^{5}$. The preconditioning helps significantly to increase accuracy, as well as lower variance.
Table III
From the same $n=6 \cdot 10^{5}$ simulations as Fig. 10, at $\gamma=0.05$. All numbers are averages over the 10 trials, times in seconds. The K-MEANS ALGORITHM WAS LIMITED TO 100 ITERATIONS, AND AN ASTERISK DENOTES THE ALGORITHM NEVER CONVERGED WITHIN THIS LIMIT (ON ALL TRIALS).

| Algorithm | Total time | Time to sample | Time to precondition | Iterations of K-means |
| :--- | :---: | :---: | :---: | :---: |
| Sparsified K-means | 228.8 s | 6.0 s | 33.7 s | 42.1 |
| Sparsified K-means, 2 pass | 237.0 s | 6.0 s | 33.7 s | 42.1 |
| Sparsified K-means, no preconditioning | 665.6 s | 5.1 s | NA | $1^{*}$ |
| Feature extraction | 123.1 s | 0.4 s | NA | $41.0^{*}$ |

$p=784$ as before. This new dataset artificially creates more training examples by applying pseudo-random deformations and translations to the MNIST images.

Accuracy results are in Fig. 10. The preconditioned version of sparsified K-means is much more accurate than the nonpreconditioned version, and has better accuracy than feature extraction while also enjoying lower variance and taking only a single pass through the data. If we compute a second pass through the data, accuracy jumps to nearly optimal levels as soon as we sample at least $1 \%$ of the data.

Timing results for $\gamma=0.05$ are in Table III. Feature extraction reduces dimension instead of increasing sparsity, and while both algorithms take roughly the same number of flops, feature extraction has roughly a $2 \times$ edge in speed since it has simpler data structures which have better data locality and can be exploited by many algorithms. The timing results are broken down into fine detail to show that the majority of time is in the actual K-means iteration on the reduced/sparsified data. We also note that without preconditioning, K-means never converges within 100 iterations in our tests, a sign that it does not capture the structure of the data, and this greatly contributes to the runtime of the algorithm.
d) Out-of-core memory with $n=10^{7}$ : We implement out-of-core versions of the sparsified K-means algorithm and the feature extraction algorithm, which efficiently load and compress the data in a batched manner such that the entire matrix is never loaded all at once into the main memory of the computer. The dataset is created using the same "Infinite MNIST" code, so the setup is the same as the previous sections, i.e., $p=784$, but now $n=9,631,605$, having $3,168,805,3,280,085$ and $3,182,715$ examples of the digits " 0 ", " 3 " and " 9 ", respectively. Stored in double-precision using Matlab's default compression, which automatically reduces precision if possible, the matrix is 4.9 GB , and would be 56 GB if loaded into memory in doubleprecision. When loading, the matrix is split into 58 chunks, each one (except the last) with dimensions $784 \times 167183$ and approximately 1 GB in size. We repeat the experiment three times, using $\gamma \in\{0.01,0.05\}$, and 10 replicates.

Table IV shows the results. Accuracy is similar to the $n=600,000$ simulation, which is not surprising since the data for both experiments were algorithmically generated from the Infinite MNIST code. As expected, time to load data from disk was significant. For example, in the second pass over data at $\gamma=.05$, loading the data required 125 seconds while the actual time for computing for the updated mean and assignment, i.e. Alg. 2 except line 2, was just 28 seconds. However, the time to load the data from disk is still not a bottleneck in the overall computation time, since we only need to perform this once (or twice). In a distributed data setting, where loading the data is even more costly but we would also be able to take $\gamma$ very small, one may prefer the 1 -pass variant over the 2 -pass variant.

The time to sample is non-negligible since it requires many calls to a pseudo-random number generator and creating sparse arrays. Preconditioning also takes 170 seconds using the DCT, though we remark that the DCT in Matlab is not wellimplemented, and Matlab performs an FFT on the same data in under 1 minute since it directly calls the fftw library. Directly

Table IV
From the $n=9,631,605$ simulation. All numbers are averages over the 3 trials, times in seconds. Accuracy listed as mean $\pm$ STANDARD DEVIATION.

|  | Algorithm | Accuracy | Iterations of K-means | Time |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Total | to sample | to precondition | to load data from disk |
| $\gamma=.01\{$ | Sparsified K-means | $0.745 \pm .0008$ | 100* | 2630s | 38s | 170s | 125s |
|  | Sparsified K-means, 2 pass | $0.927 \pm .0018$ | 100* | 2783s | 38s | 170s | 250s |
|  | Feature extraction | $0.680 \pm .0610$ | 73.8 | 1123 s | 18s | NA | 128s |
| $\gamma=.05\{$ | Sparsified K-means | $0.887 \pm .0002$ | 53.5 | 4380s | 137s | 159s | 126s |
|  | Sparsified K-means, 2 pass | $0.933 \pm .0001$ | 53.5 | 4538s | 137s | 159s | 254 s |
|  | Feature extraction | $0.836 \pm .0714$ | 70.4 | 3384s | 62 s | NA | 129s |

Table V
Estimated speedup. From the $n=9,631,605$ SIMULATION, at $\gamma=0.05$.

| Algorithm | Time to find assignments |  | Time to update all centers |  | Combined time |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Absolute | Speedup | Absolute | Speedup | Absolute | Speedup |
| K-means | 130.0s | $1 \times$ | 150.8 s | $1 \times$ | 280.8 s | $1 \times$ |
| Sparsified K-means | 1.3 s | $100 \times$ | 5.7 s | $26.4 \times$ | 7.0s | $40.1 \times$ |

calling fftw's DCT routine would likely be much faster; it would also be possible to accelerate this step using general-purpose graphical processing units (GP-GPU) since applying the DCT to an array is efficiently parallelized.

For a general idea of how long K-means would take without sub-sampling, we run a single iteration of K-means and compare the results in Table V , finding that we reduce the computational time by a factor of almost 40 . The actual time for the full K-means algorithm would not improve by quite this much, since it is not clear if the number of iterations would change, and there is also the fixed cost of loading the data once (for sparsified K-means) or twice (for the 2-pass variant). We also caution that this was a single run of a single iteration of K-means, so the factor 40 is of limited precision, but overall, this is better than the result we hope to see since we have $\gamma=0.05$ meaning we have kept $1 / 20^{\text {th }}$ of the data. One reason for seeing 40 times speedup instead of 20 times speedup may be that Matlab paged memory onto secondary storage for the full version of the algorithm, or that the sparsified data was small enough to fit entirely inside the CPU cache memory ( 20 MB ) rather than RAM.

## D. Discussion

On the MNIST data, all the fast algorithms show great speedup over standard K-means, and tunable accuracies that can reach the accuracy of standard K-means as $\gamma \rightarrow 1$. In our tests, the one-pass (preconditioned) sparsified K-means algorithm appears to be slightly more accurate than feature extraction, and significantly more accurate than feature selection and the nonpreconditioned sparsified K-means. In addition, our sparsified K-means has significantly lower variance than feature extraction, which means that the output of our method is more reliable and closer to the output of K-means on the full data among different initializations.

Furthermore, based on the MNIST experiments, if one can afford two passes over the data, the accuracy of our two-pass sparsified K-means reaches the accuracy of standard K-means and, at the same time, accurately estimates the cluster centers. For in-core problems, there is negligible cost for the extra pass, so the two-pass variant is the best candidate. For out-of-core problems, the one-pass variant may be preferred.

## VIII. Conclusions

We have presented a compression scheme for large-scale data sets which leads to both computational time and memory benefits in unsupervised learning tasks such as PCA and K-means clustering. A main feature of our approach is that it requires just one pass over the data thanks to the randomized preconditioning transformation, which makes it applicable to streaming and distributed data settings. In fact, the preconditioning transformation is an essential component of our approach which allows us to achieve accurate and reliable estimates in the data sparsification process and eliminates the need to revisit past entries of the data. A side-benefit of the preconditioning is a reduction in the variance of estimates.

Our sparsified K-means algorithm returns both assignments and cluster centers in a single pass over the data, whereas the state-of-the-art feature-based algorithms require at least two passes. Moreover, our approach leads to per-step guarantees on the clustering structure, as opposed to the guarantees on the overall objective function in feature-based algorithms.

Finally, our compression scheme has the potential to be applicable in many other techniques in signal processing and machine learning, such as subspace learning, K-nearest neighbors, soft K-means, mixture models, and expectation-maximization algorithms. In these settings, the preconditioning and sampling technique could be used to either speed up computation for in-core memory problems, or to create one-pass variants for out-of-core or streaming problems.
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## Appendix A

## Exponential Concentration Inequalities

Below are standard inequalities listed in expedient formats.
Theorem A1 (Hoeffding's Inequality [49]). Let $z_{1}, \ldots, z_{n}$ be independent, centered random variables, and assume that each one is bounded:

$$
\mathbb{E}\left[z_{k}\right]=0 \text { and }\left|z_{k}\right| \leq L_{k} \text { for each } k=1, \ldots, n
$$

Introduce the sum $S=\sum_{k=1}^{n} z_{k}$, and let $\sigma^{2}=\sum_{k=1}^{n} L_{k}^{2}$. Then, for all $t \geq 0$ :

$$
\mathbb{P}\{|S| \geq t\} \leq 2 \exp \left(\frac{-t^{2} / 2}{\sigma^{2}}\right)
$$

Theorem A2 (Bernstein Inequality [49]). Let $z_{1}, \ldots, z_{n}$ be independent, centered random variables, and assume that each one is uniformly bounded:

$$
\mathbb{E}\left[z_{k}\right]=0 \text { and }\left|z_{k}\right| \leq L \text { for each } k=1, \ldots, n
$$

Introduce the sum $S=\sum_{k=1}^{n} z_{k}$, and let $\sigma^{2}=\sum_{k=1}^{n} \mathbb{E}\left[z_{k}^{2}\right]$ denote the variance of the sum. Then, for all $t \geq 0$ :

$$
\mathbb{P}\{|S| \geq t\} \leq 2 \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+L t / 3}\right)
$$

Theorem A3 (Matrix Bernstein Inequality [50]). Let $\mathbf{Z}_{1}, \ldots, \mathbf{Z}_{n}$ be independent, symmetric, centered random matrices with dimension $p$, and assume that each one is uniformly bounded:

$$
\mathbb{E}\left[\mathbf{Z}_{k}\right]=\mathbf{0} \text { and }\left\|\mathbf{Z}_{k}\right\|_{2} \leq L \text { for each } k=1, \ldots, n
$$

Introduce the sum $\mathbf{S}=\sum_{k=1}^{n} \mathbf{Z}_{k}$, and let $\sigma^{2}=\left\|\sum_{k=1}^{n} \mathbb{E}\left[\mathbf{Z}_{k}^{2}\right]\right\|_{2}$ denote the variance. Then, for all $t \geq 0$ :

$$
\mathbb{P}\left\{\|\mathbf{S}\|_{2} \geq t\right\} \leq p \exp \left(\frac{-t^{2} / 2}{\sigma^{2}+L t / 3}\right)
$$

## Appendix B

## Properties of the Sampling Matrix

Theorem B4. Consider a sampling matrix $\mathbf{R}=\left[\mathbf{r}_{1}, \ldots, \mathbf{r}_{m}\right] \in \mathbb{R}^{p \times m}$, where the $m$ columns are chosen uniformly at random from the set of all $p$ canonical basis vectors without replacement. Then, these columns form an orthonormal basis, i.e., $\mathbf{R}^{T} \mathbf{R}=\mathbf{I}_{m}$. Moreover, we have:

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{R R}^{T}\right]=\frac{m}{p} \mathbf{I}_{p} \tag{49}
\end{equation*}
$$

and for any fixed vector $\mathrm{x} \in \mathbb{R}^{p}$ and $m \geq 2$ :

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{R} \mathbf{R}^{T} \mathbf{x} \mathbf{x}^{T} \mathbf{R} \mathbf{R}^{T}\right]=\frac{m(m-1)}{p(p-1)} \mathbf{x} \mathbf{x}^{T}+\frac{m(p-m)}{p(p-1)} \operatorname{diag}\left(\mathbf{x} \mathbf{x}^{T}\right) \tag{50}
\end{equation*}
$$

Proof: The columns of $\mathbf{R}$ are distinct canonical basis vectors, thus $\mathbf{R}^{T} \mathbf{R}=\mathbf{I}_{m}$. To prove (49), note that $\mathbb{E}\left[\mathbf{R} \mathbf{R}^{T}\right]=$ $\sum_{i=1}^{m} \mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T}\right]$, and we will show that

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T}\right]=\frac{1}{p} \mathbf{I}_{p} \text { for } i=1, \ldots, m \tag{51}
\end{equation*}
$$

The main difficulty is that the columns are dependent on each other since the sampling is without replacement. Let us first consider $i=1$. In this case, the first column $\mathbf{r}_{1}$ is chosen uniformly at random from the set of all canonical basis vectors, i.e., $\mathbb{P}\left\{\mathbf{r}_{1}=\mathbf{e}_{r_{1}}\right\}=\frac{1}{p}$ for $r_{1}=1, \ldots, p$. Thus

$$
\mathbb{E}\left[\mathbf{r}_{1} \mathbf{r}_{1}^{T}\right]=\sum_{r_{1}=1}^{p} \mathbb{P}\left\{\mathbf{r}_{1}=\mathbf{e}_{r_{1}}\right\} \mathbf{e}_{r_{1}} \mathbf{e}_{r_{1}}^{T}=\frac{1}{p} \sum_{r_{1}=1}^{p} \mathbf{e}_{r_{1}} \mathbf{e}_{r_{1}}^{T}=\frac{1}{p} \mathbf{I}_{p}
$$

For $i \in\{2, \ldots, m\}$, we compute the expectation as follows:

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T}\right] & =\mathbb{E}\left[\mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T} \mid \mathbf{r}_{1}, \ldots, \mathbf{r}_{i-1}\right]\right] \\
& =\sum_{\left(r_{1}, \ldots, r_{i-1}\right)} \mathbb{P}\left\{\mathbf{r}_{1}=\mathbf{e}_{r_{1}}, \ldots \mathbf{r}_{i-1}=\mathbf{e}_{r_{i-1}}\right\} \\
& \times \mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T} \mid \mathbf{r}_{1}=\mathbf{e}_{r_{1}}, \ldots \mathbf{r}_{i-1}=\mathbf{e}_{r_{i-1}}\right]
\end{aligned}
$$

where the summation is over the set of $(i-1)$ distinct values from $\{1, \ldots, p\}$, thus $\mathbb{P}\left\{\mathbf{r}_{1}=\mathbf{e}_{r_{1}}, \ldots, \mathbf{r}_{i-1}=\mathbf{e}_{r_{i-1}}\right\}=$ $\frac{1}{p} \frac{1}{p-1} \cdots \frac{1}{p-(i-2)}$. Also, the expectation does not depend on the permutation of $r_{1}, \ldots, r_{i-1}$, so we condense the sum to range over just the set, not permutation, of distinct values, and adjust by multiplying by $(i-1)$ !. Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{r}_{i} \mathbf{r}_{i}^{T}\right] & =(i-1)!\left(\frac{1}{p} \frac{1}{p-1} \cdots \frac{1}{p-(i-2)}\right) \\
& \times \sum_{\substack{\left\{r_{1}, \ldots, r_{i-1}\right\} \\
\text { distinct }}}\left(\sum_{\substack{r_{i} \text { from } \\
\text { remaining values }}} \mathbb{P}\left\{\mathbf{r}_{i}=\mathbf{e}_{r_{i}}\right\} \mathbf{e}_{r_{i}} \mathbf{e}_{r_{i}}^{T}\right) \\
& \stackrel{(a)}{=}(i-1)!\left(\frac{1}{p} \frac{1}{p-1} \cdots \frac{1}{p-(i-2)} \frac{1}{p-(i-1)}\right) \\
& \times\left(\sum_{\substack{\left\{r_{1}, \ldots, r_{i-1}\right\} \\
\text { distinct }}} \sum_{\substack{r_{i} \text { from } \\
\text { remaining values }}} \mathbf{e}_{r_{i}} \mathbf{e}_{r_{i}}^{T}\right) \\
& \stackrel{(b)}{=}(i-1)!\left(\frac{1}{p} \frac{1}{p-1} \cdots \frac{1}{p-(i-2)} \frac{1}{p-(i-1)}\right) \\
& \times\binom{ p-1}{i-1} \mathbf{I}_{p}=\frac{1}{p} \mathbf{I}_{p}
\end{aligned}
$$

where (a) follows from $\mathbb{P}\left\{\mathbf{r}_{i}=\mathbf{e}_{r_{i}}\right\}=\frac{1}{p-(i-1)}$ and (b) is obtained by counting the number of cases where $r_{i}=j, 1 \leq j \leq p$, and this can be easily computed by counting the number of cases that $j$ is not in the set $\left\{r_{1}, \ldots, r_{i-1}\right\}$ which is $\binom{p-1}{i-1}$. This completes the proof of (49).

Next, we show that holds. Note that:

$$
\begin{aligned}
\mathbb{E} & {\left[\mathbf{R R}^{T} \mathbf{x} \mathbf{x}^{T} \mathbf{R} \mathbf{R}^{T}\right]=\sum_{\left(r_{1}, \ldots, r_{m}\right)} \mathbb{P}\left\{\mathbf{r}_{1}=\mathbf{e}_{r_{1}}, \ldots \mathbf{r}_{m}=\mathbf{e}_{r_{m}}\right\} } \\
& \times\left(\sum_{i=1}^{m} \mathbf{e}_{r_{i}} \mathbf{e}_{r_{i}}^{T}\right) \mathbf{x} \mathbf{x}^{T}\left(\sum_{i=1}^{m} \mathbf{e}_{r_{i}} \mathbf{e}_{r_{i}}^{T}\right) \\
= & \left(\frac{1}{p} \frac{1}{p-1} \ldots \frac{1}{p-(m-1)}\right)\left\{\alpha_{1} \sum_{k=1}^{p} \mathbf{e}_{k} \mathbf{e}_{k}^{T} \mathbf{x} \mathbf{x}^{T} \mathbf{e}_{k} \mathbf{e}_{k}^{T}\right. \\
& \left.+\alpha_{2} \sum_{k \neq l} \mathbf{e}_{k} \mathbf{e}_{k}^{T} \mathbf{x x}^{T} \mathbf{e}_{l} \mathbf{e}_{l}^{T}\right\}
\end{aligned}
$$

where the summation is over the set of $m$ distinct values from $\{1, \ldots, p\}$ and we should find the coefficients $\alpha_{1}$ and $\alpha_{2}$. In fact, $\alpha_{1}$ represents the number of cases that each $k, 1 \leq k \leq p$, is among the $m$ numbers chosen from $\{1, \ldots, p\}$ without replacement. Let's fix $r_{1}=1$, we then have $\binom{p-1}{m-1}(m-1)$ ! cases. Thus, we see that:

$$
\alpha_{1}=\left[\binom{p-1}{m-1}(m-1)!\right] m=\frac{m(p-1)(p-2)!}{(p-m)!}
$$

Similarly, $\alpha_{2}$ represents the number of cases that each pair of $k$ and $l, 1 \leq k, l \leq p$ and $k \neq l$, is among the $m$ numbers chosen from $\{1, \ldots, p\}$. Let's fix $r_{1}=1$ and $r_{2}=2$, we then have $\binom{p-2}{m-2}(m-2)$ ! cases. This argument leads to:

$$
\alpha_{2}=\left[\binom{p-2}{m-2}(m-2)!\right] m(m-1)=\frac{m(m-1)(p-2)!}{(p-m)!}
$$

Since $\alpha_{2}<\alpha_{1}$, we can write the expectation as follows:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{R R}^{T} \mathbf{x} \mathbf{x}^{T} \mathbf{R} \mathbf{R}^{T}\right]=\left(\frac{1}{p} \frac{1}{p-1} \cdots \frac{1}{p-(m-1)}\right) \\
& \times\left(\alpha_{2}\left(\sum_{k=1}^{p} \mathbf{e}_{k} \mathbf{e}_{k}^{T}\right) \mathbf{x} \mathbf{x}^{T}\left(\sum_{k=1}^{p} \mathbf{e}_{k} \mathbf{e}_{k}^{T}\right)+\left(\alpha_{1}-\alpha_{2}\right) \operatorname{diag}\left(\mathbf{x x}^{T}\right)\right)
\end{aligned}
$$

and this completes the proof.
Lemma B5. Suppose we sample $m$ entries of $\mathbf{x} \in \mathbb{R}^{p}$ uniformly at random without replacement. Then, the probability of keeping the $j$-th entry of $\mathbf{x}$ is $\frac{m}{p}$ for all $j=1, \ldots, p$.

Proof: The proof follows from the properties of sampling matrices given in Theorem B4 For a matrix $\mathbf{R} \in \mathbb{R}^{p \times m}$ containing $m$ distinct canonical basis vectors, we show that $\mathbb{E}\left[\mathbf{R R}^{T}\right]=\frac{m}{p} \mathbf{I}_{p}$. Each component of the sub-sampled data $\mathbf{w}=\mathbf{R R}^{T} \mathbf{x}$ is a random variable with two possible values: the $j$-th entry of $\mathbf{w}$ takes the same value as the corresponding entry of $\mathbf{x}$ with probability $\pi_{j}$ and zero otherwise. Since $\mathbb{E}[\mathbf{w}]=\mathbb{E}\left[\mathbf{R R}^{T} \mathbf{x}\right]=\frac{m}{p} \mathbf{x}$, we conclude that $\pi_{j}=\frac{m}{p}$ for $j=1, \ldots, p$.

## Appendix C <br> Proof of Theorem 6

We present the proof of Thm. 6 on the covariance estimator. First, we show that $\widehat{\mathbf{C}}_{n}$ is an unbiased estimator, i.e., $\mathbb{E}\left[\widehat{\mathbf{C}}_{n}\right]=$ $\mathbf{C}_{\text {emp. }}$. Using Thm. B4, we compute the following expectations:

$$
\begin{equation*}
\mathbb{E}\left[\widehat{\mathbf{C}}_{\mathrm{emp}}\right]=\mathbf{C}_{\mathrm{emp}}+\frac{(p-m)}{(m-1)} \operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right) \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{diag}\left(\widehat{\mathbf{C}}_{\text {emp }}\right)\right]=\operatorname{diag}\left(\mathbb{E}\left[\widehat{\mathbf{C}}_{\text {emp }}\right]\right)=\frac{(p-1)}{(m-1)} \operatorname{diag}\left(\mathbf{C}_{\text {emp }}\right) . \tag{53}
\end{equation*}
$$

Hence, using (52) and (53), we get $\mathbb{E}\left[\widehat{\mathbf{C}}_{n}\right]=\mathbf{C}_{\text {emp. }}$. To find the closeness of $\widehat{\mathbf{C}}_{n}$ to its expectation $\mathbf{C}_{\text {emp }}$, we use the matrix Bernstein inequality (Thm. A3). Note that ( $\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\text {emp }}$ ) can be written as a sum of $n$ independent centered random matrices:

$$
\begin{equation*}
\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\mathrm{emp}}=\sum_{i=1}^{n} \mathbf{Z}_{i}=\sum_{i=1}^{n} \frac{1}{n}\left(\mathbf{Z}_{i}^{(1)}-\mathbf{Z}_{i}^{(2)}-\mathbf{Z}_{i}^{(3)}\right) \tag{54}
\end{equation*}
$$

where $\mathbf{Z}_{i}^{(1)}=\frac{p(p-1)}{m(m-1)} \mathbf{w}_{i} \mathbf{w}_{i}^{T}, \mathbf{Z}_{i}^{(2)}=\frac{p(p-m)}{m(m-1)} \operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right), \mathbf{Z}_{i}^{(3)}=\mathbf{x}_{i} \mathbf{x}_{i}^{T}$, and $\mathbf{w}_{i}=\mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}$ is the sub-sampled data. To apply matrix Bernstein, we should find a uniform bound on the spectral norm of each summand $\left\|\mathbf{Z}_{i}\right\|_{2}$. We find a uniform bound for the spectral norm of $\mathbf{Z}_{i}^{(1)}$ :

$$
\begin{align*}
\left\|\mathbf{Z}_{i}^{(1)}\right\|_{2} & =\frac{p(p-1)}{m(m-1)}\left\|\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right\|_{2}=\frac{p(p-1)}{m(m-1)}\left\|\mathbf{w}_{i}\right\|_{2}^{2} \\
& \leq \frac{p(p-1)}{m(m-1)} \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2} \leq \frac{p(p-1)}{m(m-1)} \rho\|\mathbf{X}\|_{\text {max-col }}^{2} . \tag{55}
\end{align*}
$$

For the second term $\mathbf{Z}_{i}^{(2)}$, it is easy to verify that $\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right) \preccurlyeq \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)$, where $\mathbf{A} \preccurlyeq \mathbf{B}$ means that $\mathbf{B}-\mathbf{A}$ is positive semidefinite, and thus we get $\left\|\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right\|_{2} \leq\left\|\operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right\|_{2}$ which can be used to bound $\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}$ :

$$
\begin{equation*}
\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}=\frac{p(p-m)}{m(m-1)}\left\|\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right\|_{2} \leq \frac{p(p-m)}{m(m-1)}\|\mathbf{X}\|_{\max }^{2} . \tag{56}
\end{equation*}
$$

We also find a uniform bound for the spectral norm of $\mathbf{Z}_{i}^{(3)}$ :

$$
\begin{equation*}
\left\|\mathbf{Z}_{i}^{(3)}\right\|_{2}=\left\|\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right\|_{2}=\left\|\mathbf{x}_{i}\right\|_{2}^{2} \leq\|\mathbf{X}\|_{\text {max-col }}^{2} \tag{57}
\end{equation*}
$$

and the triangle inequality for the spectral norm leads to:

$$
\begin{equation*}
\left\|\mathbf{Z}_{i}\right\|_{2} \leq \frac{1}{n}\left(\left\|\mathbf{Z}_{i}^{(1)}\right\|_{2}+\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}+\left\|\mathbf{Z}_{i}^{(3)}\right\|_{2}\right) \leq L \tag{58}
\end{equation*}
$$

where $L$ is given in (25).
Next, we compute the variance of our estimator $\sigma^{2}$ :

$$
\begin{equation*}
\sigma^{2}=\left\|\mathbb{E}\left[\left(\widehat{\mathbf{C}}_{n}-\mathbf{C}_{\mathrm{emp}}\right)^{2}\right]\right\|_{2}=\left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]\right\|_{2} \tag{59}
\end{equation*}
$$

We find the variance $\sigma^{2}$ by first computing the expectation:

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]=\frac{1}{n^{2}} \mathbb{E}\left[\left(\mathbf{Z}_{i}^{(1)}-\mathbf{Z}_{i}^{(2)}-\mathbf{Z}_{i}^{(3)}\right)^{2}\right] \tag{60}
\end{equation*}
$$

which requires computing the expectation of the product of terms $\mathbf{Z}_{i}^{(1)}, \mathbf{Z}_{i}^{(2)}$, and $\mathbf{Z}_{i}^{(3)}$. We begin by computing:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(1)}\right]=\frac{p^{2}(p-1)^{2}}{m^{2}(m-1)^{2}} \mathbb{E}\left[\mathbf{w}_{i} \mathbf{w}_{i}^{T} \mathbf{w}_{i} \mathbf{w}_{i}^{T}\right] \\
& =\frac{p^{2}(p-1)^{2}}{m^{2}(m-1)^{2}} \mathbb{E}\left[\left\|\mathbf{w}_{i}\right\|_{2}^{2} \mathbf{w}_{i} \mathbf{w}_{i}^{T}\right] \preccurlyeq \frac{p^{2}(p-1)^{2}}{m^{2}(m-1)^{2}} \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2} \mathbb{E}\left[\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right] \\
& =\frac{p(p-1)}{m(m-1)} \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2} \mathbf{x}_{i} \mathbf{x}_{i}^{T}+\frac{p(p-1)(p-m)}{m(m-1)^{2}} \rho\left\|\mathbf{x}_{i}\right\|_{2}^{2} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)
\end{aligned}
$$

where the inequality follows the fact that expectation preserves the semidefinite order and we also used Thm. B4 to compute $\mathbb{E}\left[\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right]$. Now, we compute $\mathbb{E}\left[\mathbf{Z}_{i}^{(2)} \mathbf{Z}_{i}^{(2)}\right]$ :

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{Z}_{i}^{(2)} \mathbf{Z}_{i}^{(2)}\right]=\frac{p^{2}(p-m)^{2}}{m^{2}(m-1)^{2}} \mathbb{E}\left[\left(\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right)^{2}\right] \\
& =\frac{p^{2}(p-m)^{2}}{m^{2}(m-1)^{2}} \frac{m}{p}\left(\operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right)^{2}=\frac{p(p-m)^{2}}{m(m-1)^{2}}\left(\operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right)^{2}
\end{aligned}
$$

where this follows from $\mathbb{E}\left[\left(\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right)^{2}\right]=\frac{m}{p}\left(\operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right)^{2}$. To see this, let $w_{i, j}$ denote the $j$-th element of $\mathbf{w}_{i}$ and note that $\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)$ is a diagonal matrix where the $j$-th element is $w_{i, j}^{2}$. Thus, $\left(\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right)^{2}$ is also a diagonal matrix where the $j$-th element is equal to $w_{i, j}^{4}$. Based on Lemma B5 the probability of keeping the $j$-th element of $\mathbf{x}_{i}$ under the uniform sampling without replacement is $\frac{m}{p}$, which means that $\mathbb{E}\left[w_{i, j}^{4}\right]=\frac{m}{p} x_{i, j}^{4}$.

Next, we can easily find the following expectations:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(3)}\right]=\mathbb{E}\left[\mathbf{Z}_{i}^{(3)} \mathbf{Z}_{i}^{(1)}\right]^{T}=\frac{p(p-1)}{m(m-1)} \mathbb{E}\left[\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right] \mathbf{x}_{i} \mathbf{x}_{i}^{T} \\
& =\left\|\mathbf{x}_{i}\right\|_{2}^{2} \mathbf{x}_{i} \mathbf{x}_{i}^{T}+\frac{(p-m)}{(m-1)} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right) \mathbf{x}_{i} \mathbf{x}_{i}^{T}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left[\mathbf{Z}_{i}^{(2)} \mathbf{Z}_{i}^{(3)}\right]=\mathbb{E}\left[\mathbf{Z}_{i}^{(3)} \mathbf{Z}_{i}^{(2)}\right]^{T}=\frac{p(p-m)}{m(m-1)} \mathbb{E}\left[\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right] \mathbf{x}_{i} \mathbf{x}_{i}^{T} \\
& =\frac{(p-m)}{(m-1)} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right) \mathbf{x}_{i} \mathbf{x}_{i}^{T}
\end{aligned}
$$

and

$$
\mathbb{E}\left[\mathbf{Z}_{i}^{(3)} \mathbf{Z}_{i}^{(3)}\right]=\mathbf{x}_{i} \mathbf{x}_{i}^{T} \mathbf{x}_{i} \mathbf{x}_{i}^{T}=\left\|\mathbf{x}_{i}\right\|_{2}^{2} \mathbf{x}_{i} \mathbf{x}_{i}^{T}
$$

Hence, based on the expectations computed above and the triangle inequality, we get:

$$
\begin{aligned}
& \sigma^{2}=\left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{2}\right]\right\|_{2} \leq \frac{1}{n}\left(\frac{p(p-1)}{m(m-1)} \rho-1\right) \cdot\left\|\frac{1}{n} \sum_{i=1}^{n}\right\| \mathbf{x}_{i}\left\|_{2}^{2} \mathbf{x}_{i} \mathbf{x}_{i}^{T}\right\|_{2} \\
& +\frac{1}{n} \frac{p(p-1)(p-m)}{m(m-1)^{2}} \rho\left\|\frac{1}{n} \sum_{i=1}^{n}\right\| \mathbf{x}_{i}\left\|_{2}^{2} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right\|_{2} \\
& +\frac{1}{n^{2}} \frac{p(p-m)^{2}}{m(m-1)^{2}}\left\|\sum_{i=1}^{n}\left(\operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right)\right)^{2}\right\|_{2} \\
& +\frac{1}{n^{2}}\left(\left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(2)}\right]\right\|_{2}+\left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{(2)} \mathbf{Z}_{i}^{(1)}\right]\right\|_{2}\right)
\end{aligned}
$$

We also have the following two inequalities:

$$
\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{x}_{i}\right\|_{2}^{2} \mathbf{x}_{i} \mathbf{x}_{i}^{T} \preccurlyeq\|\mathbf{X}\|_{\text {max-col }}^{2} \cdot \mathbf{C}_{\mathrm{emp}}
$$

and

$$
\frac{1}{n} \sum_{i=1}^{n}\left\|\mathbf{x}_{i}\right\|_{2}^{2} \operatorname{diag}\left(\mathbf{x}_{i} \mathbf{x}_{i}^{T}\right) \preccurlyeq\|\mathbf{X}\|_{\text {max-col }}^{2} \cdot \operatorname{diag}\left(\mathbf{C}_{\mathrm{emp}}\right) .
$$

In the last step, we find an upper bound for the following:

$$
\begin{aligned}
& \left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(2)}\right]\right\|_{2} \leq \sum_{i=1}^{n}\left\|\mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(2)}\right]\right\|_{2} \\
& \leq \sum_{i=1}^{n} \mathbb{E}\left[\left\|\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(2)}\right\|_{2}\right] \leq \sum_{i=1}^{n} \mathbb{E}\left[\left\|\mathbf{Z}_{i}^{(1)}\right\|_{2}\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}\right]
\end{aligned}
$$

where this follows from the triangle inequality, Jensen's inequality, and the fact that for two symmetric matrices $\mathbf{A}$ and $\mathbf{B}$, we have $\|\mathbf{A B}\|_{2} \leq\|\mathbf{A}\|_{2}\|\mathbf{B}\|_{2}$. We compute the two terms inside the expectation:

$$
\left\|\mathbf{Z}_{i}^{(1)}\right\|_{2}=\frac{p(p-1)}{m(m-1)}\left\|\mathbf{w}_{i}\right\|_{2}^{2}=\frac{p(p-1)}{m(m-1)} \mathbf{x}_{i}^{T} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}
$$

and

$$
\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}=\frac{p(p-m)}{m(m-1)}\left\|\operatorname{diag}\left(\mathbf{w}_{i} \mathbf{w}_{i}^{T}\right)\right\|_{2} \leq \frac{p(p-m)}{m(m-1)}\|\mathbf{X}\|_{\max }^{2}
$$

Hence, using the property $\mathbb{E}\left[\mathbf{R}_{i} \mathbf{R}_{i}^{T}\right]=\frac{m}{p} \mathbf{I}_{p}$, we get:

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathbf{Z}_{i}^{(1)}\right\|_{2}\left\|\mathbf{Z}_{i}^{(2)}\right\|_{2}\right] \leq \frac{p^{2}(p-1)(p-m)}{m^{2}(m-1)^{2}}\|\mathbf{X}\|_{\max }^{2} \mathbb{E}\left[\mathbf{x}_{i}^{T} \mathbf{R}_{i} \mathbf{R}_{i}^{T} \mathbf{x}_{i}\right] \\
& =\frac{p(p-1)(p-m)}{m(m-1)^{2}}\|\mathbf{X}\|_{\max }^{2}\left\|\mathbf{x}_{i}\right\|_{2}^{2}
\end{aligned}
$$

and using $\|\mathbf{X}\|_{F}^{2}=\sum_{i=1}^{n}\left\|\mathbf{x}_{i}\right\|_{2}^{2}$, we have:

$$
\left\|\sum_{i=1}^{n} \mathbb{E}\left[\mathbf{Z}_{i}^{(1)} \mathbf{Z}_{i}^{(2)}\right]\right\|_{2} \leq \frac{p(p-1)(p-m)}{m(m-1)^{2}}\|\mathbf{X}\|_{\max }^{2}\|\mathbf{X}\|_{F}^{2}
$$

and this completes the proof.

## Appendix D <br> Preservation of Pairwise Distances

Theorem D6. Let $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ be two fixed vectors in $\mathbb{R}^{p}$. Consider the structured dimension reduction map consisting of the preconditioning transformation HD (1) and the sampling matrix $\mathbf{R} \in \mathbb{R}^{p \times m}$, where the $m$ columns are chosen uniformly at random from the set of all canonical basis vectors without replacement. Then, with probability at least $1-3 \beta^{-1}$,

$$
\begin{equation*}
0.40\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2} \leq\left\|\sqrt{\frac{p}{m}} \mathbf{R}^{T} \mathbf{H D}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)\right\|_{2} \leq 1.48\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|_{2} \tag{61}
\end{equation*}
$$

given that $4[\sqrt{\beta}+\sqrt{8 \log (\beta p)}]^{2} \log (\beta) \leq m \leq p$.
Proof: This result is a straightforward consequence of Theorem 3.1 in [43]. Let us denote $\mathbf{x}=\mathbf{x}_{1}-\mathbf{x}_{2}$ and represent it as $\mathbf{x}=\mathbf{V c}$, where $\mathbf{V} \in \mathbb{R}^{p \times \beta}, \beta<m$, is an orthonormal matrix and $\mathbf{c} \in \mathbb{R}^{\beta}$ (e.g. the first column of $\mathbf{V}$ is $\mathbf{x} /\|\mathbf{x}\|_{2}$ and the remaining $(m-1)$ columns can be chosen via Gram-Schmidt). We then have the following deterministic lower and upper bounds for $\left\|\mathbf{R}^{T} \mathbf{H D x}\right\|_{2}=\left\|\mathbf{R}^{T} \mathbf{H D V} \mathbf{c}\right\|_{2}$ :

$$
\sigma_{\beta}\left(\mathbf{R}^{T} \mathbf{H D V}\right)\|\mathbf{c}\|_{2} \leq\left\|\mathbf{R}^{T} \mathbf{H D V} \mathbf{c}\right\|_{2} \leq \sigma_{1}\left(\mathbf{R}^{T} \mathbf{H D V}\right)\|\mathbf{c}\|_{2}
$$

where $\sigma_{1}$ and $\sigma_{\beta}$ denote the largest and smallest singular values. Based on $[43]$, for $m \geq 4[\sqrt{\beta}+\sqrt{8 \log (\beta p)}]^{2} \log (\beta)$ and with probability at least $1-3 \beta^{-1}$,

$$
0.40 \sqrt{m / p} \leq \sigma_{\beta}\left(\mathbf{R}^{T} \mathbf{H D V}\right), \quad \sigma_{1}\left(\mathbf{R}^{T} \mathbf{H D V}\right) \leq 1.48 \sqrt{m / p}
$$

Note that $\|\mathbf{c}\|_{2}=\|\mathbf{V} \mathbf{c}\|_{2}=\|\mathbf{x}\|_{2}$ since $\mathbf{V}$ is an orthonormal matrix and this completes the proof.
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