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Abstract

This paper studies the interference channel with a cogniglay (ICCR) under delayed feedback.
Three types of delayed feedback are studied: delayed chstate information at the transmitter (CSIT),
delayed output feedback, and delayed Shannon feedbackr Botinds are derived for the DoF region
of the two-user multiple-input multiple-output (MIMO) 1GCwith delayed feedback as well as without
feedback. For the single-input single-output (SISO) sdenaptimal schemes are proposed based on
retrospective interference alignment. It is shown thatleviai cognitive relaywithout feedback cannot
extend the sum-DoF beyordin the two-user SISO interference channel, delayed feddimathe same
scenario can extend the sum-DoF 4¢3. For the MIMO case, achievable schemes are obtained via
extensions of retrospective interference alignment,ifegatb DoF regions that meet the respective upper

bounds.
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|. INTRODUCTION
Cognitive radio is a subject of intense interest motivatgdtd potential for better usage of spectral

resources. To explore the fundamental limits of such chianaed to make use of powerful techniques
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developed for capacity of channels with state known at tratar, some information-theoretic cognitive
models allow a cognitive node to possess non-causal kngeled data originating elsewhere. Inter-
estingly, in the recent years applications have emergedenvkieowledge of another nodes’ data prior
to transmission is indeed practically viable. Exampleduide heterogeneous networks or coordinated
networks, where some base stations can possess knowledtde ahessages of other base stations
by coordination. Other examples involve layered cell gtries, where macro base stations can know
the messages of pico base stations that are routed from theorbase station over backhaul links.
Such heterogeneous or coordinated networks can be modgléudsference channels with cognitive
transmitters [1].

Contrary to the model in [1], when a cognitive transmittelesionot have its intended receiver, it is
called cognitive relay and helps other transmitters in a whayeducing the effective interference at
the receivers. In this paper, we consider the interferei@mmel with a cognitive relay (ICCR)where
transmitter-receiver pairs constitute an interferena@nalel and the cognitive relay helps the transmitters.

Previous works in this area have generally focused on peafett instantaneous channel state informa-
tion at transmitter (CSIT). However, feedback delays ateropresent in real systems and make feedback
information outdated. Fortunately, the usefulness of yddaCSIT has been explored in various channel
models [15]-[25] . The ICCR with delayed feedback, nevdets® has not received much attention despite

its importance.

A. Past Work

The ICCR was first considered in [2] where an achievable raggon via a combination of dirty
paper coding [3] and beamforming was reported. In [4], a nehiexvable region was presented by a
combination of the Han-Kobayashi coding scheme [5] and ghigper coding, and an outer bound for the

Gaussian ICCR was derived. For a discrete memoryless (DI@RIGin outer bound was first derived in

It is also known by the name cognitive relay-assisted ieterice channel.
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[6] and then improved achievable rate regions and outer dwere reported in [7]-[10]. The capacity
region of DM-ICCR is known in very strong and strong inteefiece regime [7], [8], but it still remains
unknown under general channel conditions.

When capacity remains intractable, the degrees of freeddof) are often used to understand the
asymptotic characteristics of the capacity. The DoF is @efias the ratio of the capacity of the channel
of interest to a simple SISO Gaussian channel capacity, viasmit power goes infinity. The DoF
of ICCR has been studied in [4], [11], [12]. It was proved if} fAat the two-user Gaussian ICCR has
DoF 2 almost surely if perfect and instantaneous CSIT and CSlaiver (CSIR) are available, which
implies that each receiver does not suffer from interfeeeincan asymptotic sense. For theusers with
perfect CSIT and CSIR, achievable sum DoF and outer boundseofum DoF were derived in [11],
[12]. Although a conventional relay cannot increase the b#], the authors of [12] showed that a
cognitive relay can improve DoF unlike a conventional reldne optimal sum DoF fork users with
perfect CSIT is% if K is odd while the sum DoF for th&-user interference channel with perfect
CSIT is % by interference alignment [14].

The usefulness of delayed CSIT has been first demonstratgidbjrfor multiple-input single-output
broadcast channel (BC). In [15], the base station explb#sdelayed CSI to estimate the interference at
each receiver in the previous transmission (i.e., the site@mation at the receivers) and then retrospec-
tively align the interfering signals with the help of the siciformation. For multiple-input multiple-output
(MIMO) BC with delayed CSIT, an outer bound of the DoF regioithwK" users and the DoF region with
two users were derived in [16], and sum DoF for a three-usss vas obtained in [17]. New retrospective
interference alignment schemes for an interference chamtean X channel with delayed CSIT and
delayed output feedback were proposed in [18], and the suf \Ras derived. The achievable DoF
reported in [18] was improved in [19], [20]. Recently, [2Xpped the usefulness of ergodic interference
alignment in ak-user interference channel when only delayed feedbackaitate and showed that the

sum DoF of 2 can be achievable Asgoes to infinity, which is the best DoF result until now ikauser
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interference channel with delayed CSIT. derived in [224H{2n [22], the DoF region with delayed CSIT
was derived for general MIMO interference channel with aiteary numbers of antennas. The authors of
[22] showed that Shannon feedback, which has both outpdbfesk and delayed CSIT, strictly enlarges
the DoF region of the MIMO interference channel comparecht® dase with delayed CSIT only [23].
For delayed local CSIT, an achievable DoF region of MIMO iifgeence channel was derived in [24].
In [25], the authors presented a hybrid CSIT model where mastnitter has perfect and instantaneous
knowledge of channel matrices corresponding to one usede\é other transmitter has only delayed
CSI corresponding to the other user, and derived the Dolmegfi the MIMO interference channel with
hybrid CSIT. Moreover, the DoF regions of MIMO interferendeannel and broadcast channel without
CSIT were derived in [26], and in addition to MIMO interfenchannel and broadcast channel, the

DoF region of a cognitive radio channel without CSIT was régab in [27].

B. Main contribution

In this paper, we consider the interference channel withnitivg relay in the presence of various
types of delayed feedback at the transmitter in independedtidentically distributed (i.i.d.) fading
channels. In all cases perfect CSIR is assumed. Unlessiypihentioned otherwise, a two-user system
is considered. The types of delayed feedback informatiodyding no feedback) are

« Delayed CSIT: Transmitters and a cognitive relay know alratels after one sample delay.

« Delayed output feedback: Transmitters and a cognitiveyriefeow output of their intended receiver

after one sample delay.

« Delayed Shannon feedback: Transmitters and a cognitieg keglow all channel gains and the output

of intended receiver after one sample delay.

« No feedback: Both transmitters and a cognitive relay do meehany channel information.

For each type of delayed feedback, an outer bound for the Bglm is derived. Focusing on the

special case of the single-input single-output (SISO),hes® is proposed that achieves the outer bound
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based on the retrospective interference alignment for égoh of feedback. From the derived DoF
region, it is shown that the sum DoF in the single-antennwmidxtisg for delayed CSIT, delayed output
feedback, and delayed Shannon feedback with the help of @ita@grelay, compared with the sum-DoF
of the interference channel which is only 1 regardless oflabiity of CSIT. It is also shown that a

cognitive relay does not extend the DoF region in the absen&SIT.

The proposed retrospective interference alignment schiemetended to the MIMO case. It is shown
that for the three types of delayed feedback informatioe, BloF regions achieved by the proposed
retrospective interference alignment scheme are sinmtatching the DoF outer bound for all antenna
configurations. Comparing with the DoF region when delaysetback information is not available at
both the transmitters and the cognitive relay, the delagedlfack information is useful for expanding the
DoF region whenf,. < M; + M. whereM;, M., and M, are the numbers of antennas at the transmitter,
the relay, and the receiver, respectively. If delayed feelllis not available at the cognitive relay, the
optimal DoF region is shown to be achievable except whén< M, < M; + M. by the proposed
retrospective interference alignment scheme. Our resplentitatively reveal the DoF gain from the
cognitive relay according to antenna configurations whdp delayed feedback information is available.

Finally, we compare the sum DoF of ICCR with those of broaticaannel and interference channel
when only delayed CSIT is available. With the help of the détigmrelay, ICCR has an enlarged DoF
region compared to MIMO interference channel. Furthermasea corollary of the above-mentioned
results, lower and upper bounds are derived for the sum Dak aafgnitive interference channel which

is also known as a interference channel with a cognitivestratter.

C. Paper Organization

This paper is organized as follows. Section Il describesststem model with various types of delayed
feedback information. In Section Ill, focusing on the SISOdal as a special case, we propose a modified
retrospective interference alignment scheme achieviagtiter bound for SISO model under various types

of delayed feedback information. Section IV derives the Degions for the multiple antenna scenarios.
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Section V derives the achievable DoF region when delayedbfeek information is not available at
the cognitive relay. In Section VI, we derive the DoF outeuibds with and without delayed feedback
information. Section VII discusses a comparison with BC #ddinder delayed CSIT and an extension

to cognitive interference channel. Section VIII concludes paper.

II. SYSTEM MODEL

This paper considers a MIMO network consisting of two traiters with A/; antennas, two receivers
with M, antennas, and a cognitive relay willi. antennas as shown in Fig. 1, where the desired and
interference links are represented by solid and dashed, lirespectively. The links experience i.i.d.
Rayleigh fading. Transmittet has messag#/, intended for Received, Transmitterb has messag#/,
intended for Receivel, and the cognitive relay has both, and W, non-causally, where the messages

W, andW, are independent. Channel outputs at time slate

Ya,t = Haa,tXa,t + Hab,tXb,t + Hac,tXc,t + Za,t> (13.)
Yo = Hpo 1 Xat + Hpp 1 Xpp +Hpe 1 Xeg + Zp g, (1b)
whereY;; = [Yip e > Vi)t € CMx, j € {a, b}, is the received signal at Receiveryj ; is the

(-th element ofy; ;, X;; € CM*1 i € {a,b}, is the transmitted signal from TransmitterX,., € CM-*!
is the transmitted signal from the cognitive reld§,;, € C*-*M: s the time varying channel matrix
from Transmitteri to Receiverj, H;.; € C*-*M: js time varying channel matrix from the cognitive
relay to Receiverj, and ij is an i.i.d. circular symmetric complex Gaussian noi@&/(0, I, ), at
Receiver;. We assume that all channel coefficients are i.i.d. circsjanmetric complex Gaussian random
variables with zero mean and unit varian€gy'(0,1).

In this paper, we assume perfect CSIR. Certain feedbackniaftion is available at the transmitters
and cognitive relay with delay, represented by the follawfour cases, whereé € {a,b} andt is the

time index:
2This noise terms can be ignored since this paper consideighastynal-to-noise (SNR) model.
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Fig. 1. A MIMO interference channel with a cognitive relay.

1) Delayed CSITX,; = fi (Wi, H'™Y), Xy = for(Wa, Wy, HITL)

2) Delayed output feedback; ; = f;+(Wi, Y/ ™), Xotp = for(Wa, Wi, Y7L V1)

3) Delayed Shannon feedback;; = f; (Wi, Y 1 HTY), Xey = for(Wo, Wo, YL VT HETD)

4) No feedbackX;; = fi :(W;), Xct = fer(Wa, Wh).

Each messagéV; € {1,2,--- ,2“Ri(P)} is uniformly distributed, f;; and f., are, respectively,
encoding functions at Transmittérand the cognitive relay for channel ugeand #, is the set of

all channel matrices at time indéxi.e.,
Ht £ {Haa,t7 Hab,b Hac,t7 Hba,ta be,ty Hbc,t}y
Ht é {H17H27"' 7%t}-

X; and X.; should satisfy the power constraiB{||X;.||*] < P andE[||X.|[?] < P, respectively
wherei € {a, b}.

Receiver; decodes the message from the received signal with a decadicgon g; such thatﬁ\/i =
9i(Y;", H™).

A rate pair (R,(P), Ry(P)) is achievable if there exists a sequence of cod«(P) anfe(P) )
whose average probability of error goes to zermas oo. The capacity regio@(P) is defined as the

set of all achievable rate paif®R,(P), Ry(P)), and the DoF region can be defined from the capacity
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TABLE |

DoOF NOTATIONS FORINTERFERENCECHANNEL WITH COGNITIVE RELAY

Do DoF region with no feedback

Desi DoF region with delayed CSIT

Doutput DoF region with delayed output feedback

Dshannon | DOF region with delayed Shannon feedback

Dperfect DoF region with perfect CSIT

Dieiay\cr | Achievable DoF region with delayed feedback unavailabl€Rt

Daelay DoF outer bound with delayed feedback

Dro DoF outer bound with no feedback

region as

D= {(da,db) € R2 | V(w,, wy) € R2,

Wedg + wpdy < lim sup sup Wo Ry (P) + wo Ry (P)| 7.
P—oo 1082P " (R, (P) R,(P))ec(P) ) ( )}}

The element of the received vectol;; at time indext is denoted agj, ;. In a similar manner, a

subset of elements from this vector is denoted as follows:

Vit = Yoo Yijer 105+ Yjeo] o}

In the same manner, we define a sequence of vectors over afigigdaime that select only a subset of

the antennas:
z[él o] { i[lq]> z[él-‘,-l 82]}

In the special case where only one antenna is selected dicnesse haveY = {Yig 1, Y2 Yt
g(x) = o( f(x)) denotes that functiong(-), f(-) have the following tail characteristitim,_,~ % =
0. Several specialized notations are shown in Table | thaindisish the DoF regions under various

conditions.
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[1l. SISO DoF wiTH DELAYED FEEDBACK

This section focuses on the SISO special case, A&.= M, = M. = 1. We propose a modified
retrospective interference alignment scheme achieviadibF outer bound of the Gaussian i.i.d. fading
SISO interference channel with a cognitive relay. This isalon the one hand when any of the three
kinds of feedback information is available, and on the otend when no feedback is available. Each

receiver is assumed to have perfect CSI.

A. Delayed CSIT

We now assume the transmitters and cognitive relay havegeihowledge of all channel gains after
one time slot delay.

Theorem 1:The DoF region of the SISO ICCR with delayed CSDtyg; is
2 db da
Dcst = | (da,dp) €ERS tdy +— <1, —~+dy <1 (2

whereM; = M, = M, = 1.

Proof: The outer bound of DoF region given in (2) will be derived ineblnem 6 of Section VI. We
propose a coding scheme that achievég ad,) = (%, %) DoF pair almost surely. The coding scheme
is a modified version of the retrospective interferencenatignt in [15] for our channel model. The DoF
tuple achieved by this scheme is a point on the DoF region@srsin Fig. 2. Then, we can also achieve
the entire DoF region using time sharing.

Now, we show that thé%, %) DoF pair is achievable under delayed CSIT. Time slots arétipaed
into groups of three, and each transmitter sends two synthwlag the 3 time slots, thus DoF of 2/3 is
achieved per user. The transmit symbols of Transmittare denoted as;, andSs,, and the transmit
symbols for Transmitteb are 1, and Q9. The transmission mechanism is as follows: in the first time

slot Transmittera and the cognitive relay transmit (different) random lineambinations ofSy,, Sa,,

while Transmitter is silent. Neglecting the noise terms, the received sigagds

Yo1=Haa,1(t1a,151a+124,1524)+ Hae,1 (Vie,151a+02¢,15924) (3a)
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do
.......... Perfect CSIT

Delayed CSIT
= Delayed output feedback
= Delayed Shannon feedback

_— - No feedback
= Two-user IC

Fig. 2. The DoF region of the SISO Gaussian interference redlanith and without a cognitive relay.

Yh1=Hpa1 (U1a,151a +124,152a )+ Hpe 1 (V1e,151a+V2¢,1524)- (3b)

All precoding variables are chosen so that power constairg satisfied, but so thgﬁ % :’;—1 In time
slot 2, a similar action takes place, except Transmiti@nd the cognitive relay transmit and Transmitier

is silent.

Ya2=Hap2(u1p,2Q16+u2p,2Q2 )+ Hae,2(Vie2Q 1+ v2¢,2Q20) (4a)
Y0 =Hyp 2(u1p,2Q16 +u2,2Q2 )+ Hpe 2 (V1c,2Q 15+ V2, 2Q20) - (4b)

where similar conditions on the precoding variables areoseg. Finally, in time slot 3, Transmitterand
Transmitterb transmit but the relay is silent. Using delayed CSIT, thegnaitters respectively transmit
the received signal at their non-intended receiver durirginitial transmission, appropriately scaled to

account for power constraints.
Ya,3 = Haa,3(p1Y;),1) + Hab,3(p2Ya,2)7 (5a)

Y3 = Hpa3(p1Ys,1) + Hip 3(p2Ya 2). (5b)
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Lo(Qup,Q2s)  Lc(Sia, S24)

Yoo = Ly(Q1p, Qap) Y3

Fig. 3. Achievable scheme for the delayed CSIT cdse;, y) is a random linear combination of andy.

SubtractingH ,; 3(p2Ys 2) from Y, 3 with the received signal at time indeéx= 2, Receiver can obtain
the interference-free signaj, ; as

Yoz — Hap3(p2Ya2)

Yo1 =
Haa,S b1

)

The signaling scheme is depicted in Fig. 3. We can readilyktieat Y, ; andY;; are almost surely
linearly independent since channel gains are independdrgivn from the same continuous distribution
anduj,; andvj, 1,7 € {1,2}, are also random and independent. Thus, ReceiVeas two independent
equations given by linear combinations of two variab¥gs and S,, so that it can decode two symbols.
Similarly, since Receiveb can obtainY, », Receiver also has two independent equatidns andY; »

of two variables intended for Receiver and hence Receivércan decode two symbol9,, and Qop.
Consequently, at the end of transmission, each receiveaa:iaiave% DoF (i.e., two symbols over 3 time

slots) almost surely. In other words, the sum Dol'—gjs [ |
Remark 1: The DoF region under perfect CSIT at the transmitters anditiag relay is [4]
Dporfect = {(daadb) € Ri : da < 17 db < 1} (6)

which is shown in Fig. 2 as a reference. With perfect instaedais CSI at the transmitters and cognitive
relay, sum DoF i almost surely, which is as if receivers are free from intenfiee. The DoF achieving

strategy is interference pre-cancelation via the relagsa-causal knowledge of the messages. On the
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other hand, the Gaussian SISO interference channel wittamrtitive relay has sum DoF dfregardless
of whether transmitters have CSI.

Remark 2: Theorem 1 indicates that a cognitive relay can increase Dadh evith delayed CSIT
although the amount of DoF increased by a cognitive relayni#tdd compared to the case of perfect

CSIT; the SISO ICCR with delayed CSIT has tofaDoF at most.

B. Delayed Output Feedback

Each receiver feeds its output back to its transmitter sb éhah transmitter knows only the output
of the intended receiver after one time slot delay. The dognielay also has the output feedback from
both the receivers after one time slot delay.

Theorem 2:The DoF region of the SISO ICCR with delayed output feedback i

Doutput = DCSI . (7)

whereM; = M, = M, = 1.
Proof: The outer bound is determined by + % <1, ‘é—a +d, < 1 that will be derived in Theorem
6 of Section VI. We propose a scheme that achievksd,) = (%, %) DoF pair almost surely, a point
that is on the outer bound, and then all other points on therdagund are achieved via time sharing.
Similar to the delayed CSIT case, the achievable schemesi3etinie slots. At time slot 1 and 2, the
signaling follows Section IlI-A. In time slot 3, however, #fdrent signaling is used where the transmitter
utilizes the output feedback from the receiver instead ofstaicting a linear combination of previous
symbols based on delayed CSI. Each transmitter transnaitsutput fed back from the intended receiver,

appropriately scaled to satisfy the power constraints.
Yo3 = Haa3(p1Ya2) + Hap3(p2Y5,1), (8a)

Ys.3 = Hpa,3(p1Ya2) + Hip 3(p2Y5,1), (8b)
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LC(QIb?Q?b) Lc(Slm SZa)

Yoi o Lp(Qup. Qo)

Fig. 4. Achievable scheme for the delayed output feedbask,dgx, y) is a random linear combination of andy.

SubtractingH,, 3(p1Ys,2) from Y, 3 with the received signal at time indeéx= 2, Receivera can obtain
the interference-free signaj, ; as

Y, — Ya,3 - Haa,3(p1Ya,2)
b1 — I7i .
ab,3 P2

The signaling scheme is shown in Fig. 4. Because Receiadmost surely has two linearly independent
equationsy, ; andY;; that are linear combinations of two symbdlg, and S,,, Receivera is able to
decode the two symbols. Similarly, because Recéivaan obtainy, » and almost surely has two linearly
independent equations, » andY} » of two symbols, Receivels can decode two symbol9,, and Qyy.

As a result, each receiver can achi(%v@oF almost surely, and we can achie§/e;um DoF. [ |

C. Delayed Shannon Feedback

Shannon feedback refers to a strictly causal feedback thes g@ach transmitter all the channel state
information as well as the received value at the intendeélivec The cognitive relay has also the delayed
Shannon feedback from the receivers after one time sloydela

Theorem 3:The DoF region of the SISO ICCR with delayed Shannon feedlmck

DShannon = DCSI . (9)

Proof: The outer bound for delayed Shannon feedback is the samatdsitlielayed CSIT feedback

or delayed output feedback. The outer bound is presentelddorém 6 of Section VI. The outer bound can
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be achieved for the cases of delayed CSIT and delayed owpdbéck from Theorem 1 and Theorem 2.
Therefore, the outer bound is also achievable because waseahoth the delayed CSIT and the output
feedback information. [ |
Remark 3:For the SISO case, the proposed scheme does not entail ayeddeedback information
at the cognitive relay. Therefore, the optimal DoF regiorthe&f SISO ICCR can be obtained even if the

cognitive relay does not have delayed feedback.

D. No Feedback

Corollary 1: The DoF region for the SISO ICCR with no feedback is
Dho = {(da,db) ER2 :d,+dy< 1}. (10)

Proof: The DoF outer bound id, + d, < 1 that will be proved in Corollary 5 of Section VI. The
outer bound is achievable via time division multiplexindW) when the transmitters and cognitive relay
do not have any feedback information. [ |
The result is true irrespective of the number of transmitemreive antennas. In section 1V-D, we will
show that TDM is also DoF optimal for the MIMO case.

Remark 4: The DoF region in Corollary 1 is the same as that of the SIS€rfietence channel without
a cognitive relay. This shows the cognitive relay in the Sk&8e has no effect on DoF in the absence

of CSIT.

IV. MIMO D oF wiTH DELAYED FEEDBACK

This section extends the modified retrospective interfegealignment scheme and applies it to multi-
antenna nodes. We derive achievable DoF region for fourstydeedback information (including no
feedback). Each transmitter ha antennas, each receiver hias antennas, and the cognitive relay has

M, antennas. We continue to assume perfect CSIR.
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TABLE Il

THE FIVE CONDITIONS ACCORDING TO ANTENNA CONFIGURATIONS

]\lt~2HVIC S M'r < Mt +Mc M'r < Mﬁ;MC
M+ M. < M,
M, > M; M. < M; M, > M; M, < M;
Condition | Condition Il | Condition Il Condition IV | Condition V

A. Delayed CSIT

The transmitters and cognitive relay have perfect knowdealgall channel information after one time
slot delay The analysis is divided into five categories adiogy to antenna configuration (see Table II).

Theorem 4:The DoF region of the MIMO ICCR with delayed CSIT is

DCSI = {(da,db) € Ri_ : da < miH(Mr,Mt + MC), db < min(MT, Mt + MC),

d, n dp - min(M,, 2M; + M,)
min(M,, My + M.) = min(2M,., My + M.) — min(M,, My + M.)’

dg n dp - min(M,, 2M; + M,)
min(2M,., My + M.) = min(M,, My + M.) — min(M,, M; + M,)

where M;, M,, and M. are the number of antennas at the transmitter, the receirthe cognitive
relay, respectively.

Proof: We show the achievable DoF region according to the classifiedlitions, and compare the
achievable DoF region with the DoF outer bound that will bewee in Theorem 6 of Section VI. The
delayed CSIT is not used in the achievable scheme for Conditi but we exploit delayed CSIT for
Condition 11, Ill, IV and V.

1) Condition I: M; + M. < M,
In this case, the DoF outer bound with delayed CSIT is constufromd, < M; + M., dp <
M; + M., and d, + dp < min(M,,2M; + M.). Using a similar approach of decomposing an

interference channel into multiple access channel (MA@),[&e decompose the ICCR into MACs.
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The two users and the cognitive relay each use their own codiswSince each receiver can decode
the maximum ofmin(M,,2M; + M,) signals, the two transmitters and cognitive relay send tota
min(M,, 2M;+ M.) messages, then each receiver can decode all signals. Cemslggthe optimal
DoF region is obtained and the total sum DoF becomés(M,,2M; + M.).

2) Condition II: 282 < A1, < M, + M, and M, > M,

A DoF outer bound with delayed CSIT for this case is givergp$r+1 < 1 andfe+ % <

1. We can show that the DoF pa(r%f%ﬁ%:, %f%l%) is achievable, which lies on the
intersection of7%- + {2 < 1 and &+ 37%5- < 1 on the DoF outer bound. First, for each time
slott € {1,---, M,}, Transmittera sends random linear combinations &, + M. independent

symbols, and the cognitive relay sends different randoraalincombinations of thé/; + M,

independent symbols. The received signals at time indeX1,--- , M, } can be represented as
Ya,t = Haa,tUa,tSa,t + ch,th,tSa,t7 (113)
Yy = HptUqtSar +Hoet Ve iSat, (11b)

whereU, , is a randomly chosen/; x (M; + M.) matrix with rankM/;, V., is a randomly chosen
M. x (M;+ M.) matrix with rank/., S, + is an(M;+ M) x 1 symbol vector for Receiver at time
indext, the transmissions are appropriately scaled to satisfyptivger constraint, and noise terms
are omitted since noise does not affect DoF. Because RecewbtainsM,. linear combinations
of the desiredV/; + M, variables at each time index, Receivehas total)? independent linear
equations of thé M, + M.)M, desired symbols during/, time slots.

Then in each time slate {M, +1,--- ,2M, }, Transmitterb and the cognitive relay send different
random linear combinations dff; + M. symbols intended for Receivér The received signals at

time indext € {M, +1,--- ,2M,} are
Yo =HaptUp Qv + Hict Vet Qo (12a)

Yo = Hpp Uy Qo +Hoe i Ve i Qo (12b)
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whereU,,; is a randomly chosen/; x (M;+ M.) matrix with rank;, V. is a randomly chosen
M. x (My+ M.) matrix with rankM., Qy+ is an(M;+ M.) x 1 symbol vector for Receivérat time
index t, all coefficients are appropriately selected to satisfygbeer constraint, and noise terms
are omitted. Receivel obtains totalM/? independent linear combinations of th&/; + M.)M,
desired variables during/, time slots.

Attime indext € {2M,+1, ..., My+ M.+ M, }, Transmittera, Transmitte, and the cognitive relay
transmit Xo.; = [Yop—oar] 15 - Yopr—2na, | 0] " Xot = Yar—2na, M, 415 - Yaf—200,],m,+01,) . @nd
Xew = Wopmont ) Mi41 + Yaftm20, ) M, Mot 15 -+ Yolt—20a, | M, + Yaj—204,),20,., 05 -, 0]7, respec-
tively, using delayed CSI. Note that the cognitive relay$maits X . ; using onlyM, — M; antennas.
The transmissions are appropriately scaled to satisfy tlweep constraint. The received signals at

te{2M, +1,--- ,M; + M.+ M,} are
Ya,t = Haa,tXa,t + Hab,tXb,t + Hac,tXc,ta (133)
Yo = Hpq 1 Xat + Hpp i Xp ¢ + Hpe i Xe (13b)

where noise terms are omitted. Since the interfering termscamprised of the past received
signal in previous slots, each receiver can eliminate ttexfiering terms using the received signals
in the previous time slots and obtafi/; + M. — M, )M, linearly independent interference-free
signals duringM; + M. — M, time slots. Therefore, each receiver had; + M.)M, linearly

independent equations involving/; + M_.)M, symbols and thus we can obtain the DoF pair

( (Me+M )M, (My+M:)M,

S Py .y ey ey ' ) which is the same achievable DoF pair in Condition Il. Thesothoints

on the DoF outer bound can be also achieved via time sharing.

3) Condition lll: 22Me < Af < My + M. and M, < M,

We show that thel (/L1 %f%ﬁ%) DoF pair is achievable, which is an intersection point

dy d dy d
of 77%r + 7 < 1 and §#+ + 5735 < 1 on the DoF outer bound.

First, we spen@), time slots. At each time indexe {1,--- , M, }, Transmittera sends random
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linear combinations ofM; + M, independent symbols, and the cognitive relay sends differe
random linear combinations of thel; + M. independent symbols. Since Receiveobtains M,
linear combinations of the desired; + M. variables at each time index, Receivehas total)/>
independent linear equations of th&/; + M.) M, desired symbols during/, time slots. At each
time indext € {N + 1,--- ,2M,}, Transmitterb and the cognitive relay send different random
linear combinations of\Z; + M. symbols intended for Receivér Receiverb obtains total)/>
independent linear combinations of th&f, + M.)M, desired variables during/, time slots.

Second, we need/; + M. — M, time slots. At time index € {2M, + 1,--- , M, + M. + M.},

Transmittera and Transmittery transmit Xo; = [Yy—oar,],1, 5 Yoj—20s,),0,5 05 - ,0]” and
Xot = WYap—om ) Mo 41: 7 > Yaj—201,],2m,- 0+ -+, 0]7, respectively, using only/, antennas. The
cognitive relay does not transmit. Since Recewemows Y, (;_ons 1 as,+1, * 5 Yaji—201,],20, @nd

Receiverb knows Yy _ong, )1, 5 Yo[i—2n,), 0, Wheret € {2M, +1,--- , My + M. + M, }, each
receiver can eliminate interference terms and obtdify + M. — M, )M, linearly independent
interference-free signals duringy/; + M. — M, time slots. Therefore, the receivers have total

(My + M.)M, linearly independent equations involving/; + M.)M, symbols, respectively.

((M+M)M, (My+M)M,
TMi+M.+M, ' M;+M.+M,

Consequently, we can obtain t ) DoF pair. The other points on the
outer bound are achievable via time sharing.

4) Condition IV: M, < MEMe and M, > M,

The DoF outer bound is determined B + £ < 1 and £+ + ;%- < 1. We show that the

(2M 2M.
3 3

) DoF pair on the DoF outer bound is achievable. All transroissiare scaled to satisfy
the power constraint. First, we spend two time slots. At timgext = 1, Transmittera sendsi,
random linear combinations &M, symbols, and the cognitive relay senlsl, — M; different
random linear combinations of th&l/,, symbols. The received signals at time index 1 can be
represented as

Ya,l = Haa,an,l Sa + Hac,lvc,lsa (14&)
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}/b,l = Hba,an,lsa + Hbc,lvc,lsm (14b)

whereU, ; is a randomly chosef/; x (2M4,) matrix with full rank, V. is a randomly chosen
M. x (2M,) matrix with rank M, which includes a(M. — M,) x (2M,) zero matrix, S, is a
(2M,) x 1 symbol vector for Receivet, and noise terms are omitted. Receiwehas M, linear
combinations of intendedM, variables. Similarly, at time indek = 2, Transmitterb sendsM;
random linear combinations @i/, symbols intended for Receivéy and the cognitive relay sends
different2M,. — M, random linear combinations of tE\/,. symbols. The received signals at time
indext = 2 are

Ya,Z = Hab,ZUb,ZQb + Hac,2vc,2Qb> (158-)
Ypo = Hypp2Up 2Qp + Hipe 2V 2Qp, (15b)

whereU,, 5 is a randomly chosef/; x (2M,) matrix with full rank, V., is a randomly chosen
M. x (2M,.) matrix with rank M, which includes & M. — M,) x (2M,) zero matrix, andy, is a
(2M,) x 1 symbol vector for Receivel. Receiverb obtains M, linear combinations of intended
2M, variables.

Second, we need one time slot indexedtby 3. Transmittera, Transmitterb, and the cognitive
relay transmitXo 3 = [Yyjy1, - Yoparal” Xos = Yapi)20 - Yapur) 2l and Xes = [Yyar, 41,1 +
Yo, 1,20 0 Yopar,110 + Ya[MT]vQ,O,...,O]T, respectively, using delayed CSI. At time indéex 3,

the received signals are
Ya,3 = Haa,3Xa,3 + Hab,SXb,S + Hac,3Xc,3a (168-)
Yp,3 = Hpa 3Xa,3 + Hip 3Xp3 + Hpe 3 Xe 3. (16b)

Since the interference terms at each receiver are compoistiek received signals in the previous
time slots, each receiver can obtali,. linearly independent interference-free signalst at 3.

Thus, each receiver has total/,. linearly independent equations involvieg/,. symbols and thus
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we can obtain the2¥= 2M:) DoF pair which is the same achievable DoF pair in Condition V.

We can achieve all points on the DoF outer bound via time sbari

5) Condition V: M, < M4Me and M, < M,

In this case a DoF outer bound is given - + +2- < 1 and & + 5%~ < 1. We show that the

(24L- 24-) DoF pair on the DoF outer bound is achievable.

At time indext = 1, if 2M,. > M,, Transmittera sends)M; random linear combinations &/,
symbols with M; transmit antennas, and the cognitive relay sedtis — M, different random
linear combinations of th@M, symbols. If2M,. < M;, then Transmitter only transmits and
the cognitive relay is silent. The received signals at timéek¢ = 1 can be represented as (14a)
and (14b) wherdJ, ; is a randomly chosen/; x 2M/, matrix with full rank, V., is a randomly
chosenM, x 2M, matrix with rank(2M,. — M;)* which includes a M, — (2M,. — M;)*) x 2M,
zero matrix,(z)" = max(z,0), S, is a2M, x 1 symbol vector for Received, and noise terms
are omitted. Receiver has M, linear combinations of intende2l\/,. variables. Similarly, at time
index t = 2, Transmitterb sendsM; random linear combinations &M, symbols intended for
Receiverb, and the cognitive relay sends differelt/,, — M; random linear combinations of the
2M, symbols if2M,. > M;. If 2M,. < M,, then Transmitteb only transmits and the cognitive
relay becomes silent. The received signals at time index2 are the same as (15a) and (15b)
where U, 5 is a randomly chosed/; x 2M, matrix with full rank, V., is a randomly chosen
M, x 2M,. random matrix with ranK2M,. — M)t which includes a M. — (2M, — M)™) x 2M,
zero matrix, andQ, is a 2M,. x 1 symbol vector for Receiveb. Receiverb obtains M, linear
combinations of the intendei\/, variables.
At time indext = 3, Transmittera and Transmitteb only transmitX, s = [Yyuy,1,- - 5 Yaar,),1, 0,
01T and Xy 3 = [Yap)2:- - Yau,),2,0, -+ ,0]7, respectively, usingl/, antennas, and the
cognitive relay does not transmit. Since the interfererigaads at each receiver at= 3 are

the received signals in previous time slots, each receie@r abtain M, linearly independent
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2M, + M,

M, + M.

sum DoF

2(My+ MM,
7l SR ¢

Mt M, M, + M, 2M, + M,

M,

Fig. 5. The sum DoF of the MIMO Gaussian ICCR with delayed C#iTfixed M; and M.

interference-free signals &&= 3. Thus, each receiver has tofal/, linearly independent equations
involving 2, symbols and hence we can obtain {#&-, 2}1-) DoF pair on the DoF outer bound.

The other points on the outer bound are achievable via tiraergi

[

Remark 5:Fig. 5 shows the result of Theorem 4 in terms of sum DoF for fixédand M,.. For
Condition 1, 1ll, and V, the cognitive relay does not utilidelayed feedback information. In other words,

except whenVl; < M, < M, + M., the optimal DoF region can be obtained regardless of thiéiahiiy

of delayed feedback information at the cognitive relay.sTdptimal DoF region will be again addressed

in Section V.

B. Delayed Output Feedback

In this case each transmitter knows the output of the inténideeiver after one time slot delay, and

the cognitive relay has the output feedback from both regeiafter one time slot delay. The DoF region
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is characterized as follows.

Corollary 2: The DoF region of the MIMO ICCR with delayed output feedbagk i

Doutput = DCSI- (17)

Proof: For Condition |, the outer bound is achievable similar to tdase of delayed CSIT, since

the related scheme does not exploit any delayed feedbagkriafion. For Conditions II, 111, IV, and V,

the achievable scheme is an extension of the SISO schemg delayed output feedback, which has
three parts. First, Transmittaerand cognitive relay send messages of Receive3econd, Transmitter

and cognitive relay transmit messages for Receiveluring different time slots as in the scheme for
delayed CSIT. Third, the transmitters and cognitive retapgmit the outputs fed back from the receivers
in previous time slots, instead of transmitting linear camations of the past symbols with delayed
CSI. Then, similar to the delayed CSIT case, the receivemsetianinate interference terms since the
interference signals are already known at each receives,The DoF region with delayed output feedback

is the same as that of the delayed CSIT case. |

C. Delayed Shannon Feedback
Corollary 3: The DoF region of the MIMO ICCR with delayed Shannon feedbiack
DShannon = DCSI- (18)

Proof: Since the DoF outer bounds with delayed Shannon feedbackdangical to those with
delayed CSIT or delayed output feedback, the same optimBlrBgion can be obtained with the scheme
utilizing delayed CSIT or output feedback information. Tdngter bound will be proved in Section VI.

D. No Feedback

Corollary 4: The DoF region of the MIMO ICCR with no feedback is
D, = {(da,db) eR? : d, < min(M; + M, M,), d, < min(M, + M,, M,),
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do + dy < min(2M, + M., Mr)} (19)

where M;, M,, and M. are the numbers of antennas at the transmitter, the recangethe cognitive
relay, respectively.
Proof: We show that the outer bound that will be presented in CaxoBaof Section VI is achievable.

We consider the following three conditions:

o 2M; + M. < M,

o My+ M., < M, <2M;+ M,

o M, < My+ M,
If 2M; + M, < M, or My + M. < M, < 2M,; + M., the optimal scheme is the same as that for the
delayed CSIT. This is because in Theorem 4, the proposednecfar the delayed CSIT in Condition
| is optimal but does not use any delayed feedback informasio that the optimal DoF region can
be obtained by this scheme. Therefore2i¥l; + M. < M,, the DoF region is determined hyj, <
My+ M., dy < My+ M., andd, +dp < 2M; + M. If M+ M. < M, < 2M; + M., the DoF region is
determined byi, < M; + M., dy, < M;+ M., andd, +d, < M,. On the other hand, i/, < M; + M.,
the DoF outer bound, + d, < M, is achievable via TDM, similar to the result for the SISO case
Corollary 1.

We note this corollary can also be obtained using the restMIMO BC without CSIT (i.e, without
feedback) in [26], [27]. |

Remark 6:1f M, + M. < M, (i.e., Condition 1), the DoF region with delayed feedback imeorem 4
is the same as that with no feedback. This result indicatast rieither of the three types of delayed
feedback information are useful whewl; + M. < M,. Therefore, delayed feedback information is
useful in terms of DoF ifM, < M; + M.. Fig. 6 shows the improvements of the DoF region by
delayed feedback information at both the transmitters aedcbgnitive relay, whed/, < M and

MexM. < M, < My + M., compared to the case of no feedback.
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(My+ MM, (My+M,)M,
M;+M_+M, * M, +M.+M,

Delayed CSIT
= Delayed output feedback
= Delayed Shannon feedback

_______ No feedback

(@) M, < e case (b) 2tMe < M, < My + M, case

Fig. 6. The DoF region of the MIMO Gaussian ICCR with and withdelayed feedback at both transmitters and cognitive

relay.

V. ACHIEVABLE DOF wiITH DELAYED FEEDBACK UNAVAILABLE AT COGNITIVE RELAY

In this section, we consider the case when the transmiters telayed feedback information but the
cognitive relay does not. Using a similar approach in Secki6 We derive the achievable DoF region.
Theorem 5:When the cognitive relay does not have delayed feedbackniaftion, the DoF region of

the MIMO ICCR achieved by the proposed retrospective isterice alignment is

D/delay\CR - Ddolay7 if Mt < Mr < Mt + MC7
D/dolay\CR = Dgelay, otherwise,

where M;, M,, and M, are the numbers of antennas at the transmitter, the recaiekethe cognitive
relay, respectively.
Proof: The DoF outer bound that will be derived in Theorem 6 of Sechf is also valid when
delayed feedback information is not available at the cognielay. We already showed that with delayed
feedback, the DoF region is achieved under Conditions lalid V even if the cognitive relay does not

have any feedback information. Thus, we consider only the ¢ases of Conditions Il and IV.
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With delayed CSIT under Condition Il, a DoF outer bound withayed CSIT for this case is given by

Ay < q andM +M o <L If 2M; > M,., we can show that th

1 dy L (MAM)M,  (My+M)M,
Mt+M M,

Y3J\/[t+MC—MT ? 3M+M.—M,

DoF pair is achievable but it does not meet the DoF outer bo&hdransmissions are scaled to satisfy
the power constraint. First, we speRd/; time slots. At each time indeke {1, ..., M;}, Transmittera
sends random linear combinations &f, + M. independent symbols, and the cognitive relay sends
distinct random linear combinations of thi€; + M. independent symbols. Thus, Receivenas M, M;
independent linear equations of tfié/, + M.)M,; desired symbols. At each time indexc {M,; +
1,...,2M,}, Transmitterb and the cognitive relay send distinct random linear contwina of M, + M.
symbols intended for Receivér Receiverb obtains)M,. M, independent linear combinations of th&/; +
M.)M,; desired variables. Finally, we need anotiiéy+ M. — M, time slotst € {2M; +1,--- ,3M; +

M, — M, }, when Transmitter, and Transmitteb transmit X, ; = [Yj—onz,],1, ay})[t—ZMt],Mt]T and
Xt = [Yap—2nm,),M415" " ,Ya[t_2Mt]72Mt]T, respectively, using delayed CSI, but the cognitive refy i
silent. Since the interfering terms are comprised of the aeived signal in previous slots, each receiver
can eliminate the interfering terms and obtéiv,; + M. — M, )M, linearly independent interference-free
signals att € {2M; + 1,--- ,3M; + M. — M,}. At the end of transmission, each receiver has total
(M + M) My (= MM, + (M + M. — M,)M,) linearly independent equations involvitig/; + M.) M,
symbols during3M; + M, — M,.(= 2M,; + (My + M. — M,)) time slots. Therefore, we can obtain the

M,+MOM,  (M,+M.)M, : M,+M,.)M,
(3(Mt+MCZMT7 3(Mt+MClMT> DoF pair, and totalm DoF when2M; > M,. If 2M; < M, the

2(M,+M,) M,

Y Py e v achieved by the proposed scheme is less thanbut M, is achievable via time

sum DoF
sharing. Thus, if you adopt time sharing instead of the psepdascheme whet/; < M,., total M, DoF
can be achievable. The other points on the boundary of thie\adile region can be obtained via time

sharing.

For Condition IV (i.e.,M, < 2 and M, > M), we can show that the=EA- M) DoF pair

is achievable, but it is below the outer bound determined®gy+ 12 < 1 and {+ +

M,.. All transmissions are scaled to satisfy the power constré&irst, we spend two time slots. At time
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indext = 1, Transmittera sendsM; random linear combinations @ff; + M, symbols withM; transmit
antennas, and the cognitive relay sefdsdifferent random linear combinations of tié; + M,. symbols
with M, antennas. Similarly, at time index= 2, Transmitterb sendsM/; random linear combinations
of M, + M, symbols intended for Receivér and the cognitive relay sends differebf. random linear
combinations of thé\/; + M,. symbols. Receivels obtains)M,. linear combinations of intendetlf; + M,
variables. Second, we need one time slot indexet6y3. Transmittera and Transmitteb only transmit
Xas = Yopp1s- - Yo 1)t @and Xp3 = [Youpo, -+ Yo, 27 respectively, using delayed CSlI, and
the cognitive relay does not transmit. Since the interfeeeterms at each receiver are comprised of the
received signals in the previous time slots, each recemembtain), linearly independent interference-
free signals at = 3. Thus, each receiver has totél; + M, linearly independent equations involving
M; + M, symbols so that we can obtain ti=tM= MtM-) DoF pair and total?MHx) poF. If
2M; < M,, the sum Don achieved by the proposed scheme is less th&n but M, can be
achieved by time sharing. Therefore, we can adopt time spafi2/; < M, instead of the proposed
scheme. Then, the achievable sum DoRVis when2M; < M,. The other points on the boundary of
the achievable region are achievable via time sharing.

Similarly, the DoF region of the ICCR with delayed outputdback can be obtained for Condition
II'and IV. In the second part, the transmitters send the dstfrd back from the receivers instead of
using delayed CSI. Then, we can obtain the same DoF regidmaasvith delayed CSIT. Since Shannon
feedback includes CSI and output feedback and the achevabF regions with delayed CSIT and
delayed feedback are identical, with delayed Shannon teddlthe same achievable DoF region can be
obtained by the scheme utilizing delayed CSIT or output liee# information. ]

Remark 7:For Condition Il and 1V, i.e.M; < M,. < M; + M., the achievable DoF pairs do not meet
the outer bound when the delayed feedback information iewaitable at the cognitive relay. Therefore,

the proposed retrospective scheme is optimal except wen< M, < M; + M., in which case no

statement about optimality can be made at this time.
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Remark 8: Comparing Theorem 5 with Corollary 4, delayed feedbackrmgttion at only transmitters

is useful in terms of DoF only if4EMe < Af, < min(M, + M., 2M;) or M, < min (22 207,).
Remark 9:Fig. 7 shows the achievable sum DoFs for the two cases withdwi delayed feedback at
the cognitive relay when/, > M, for fixed M; and M.. Fig. 7(a) corresponds to Condition | and Il

when MM < 37, and Fig. 7(b) corresponds to Condition I, Il and IV whef < XM < o)y,

VI. DoF OUTER BOUNDS
A. Delayed feedback

The following outer bound holds for all three types of feeclbanformation discussed in this paper.

Theorem 6:The DoF region with delayed feedback is contained in theo¥gtg region:

ﬁdelayed = {(daa db) € R%— : dq < IHiIl(MT,Mt + Mc)a dy < min(Mth + Mc)a

dg n dp - min(M,., 2M; + M,)
min(M,, My + M,)  min(2M,., My + M.) — min(M,, My + M.)’

dg n dp - min(M,., 2M; + M,.)
min(2M,., My + M,)  min(M,, My + M.) — min(M,, M; + M,)

where M;, M,, and M. are the numbers of antennas at the transmitter, the recangethe cognitive
relay, respectively.

Lemma 1:For a givent € {1,2,--- ,n},

1 t—1 n 1 t—1 t—1 n
ah(Ya[licl}AYa[l:Mr]’ Wa» H ) > ah(Ya[lzcl},ta YE)[I:CQ—cl],t|Ya[1:MT}a Y}JH:M&’ Wm H )

wherec; £ min(M,, M; + M,) andcy = min(2M,, M; + M.).
Proof: The key idea of this proof is the statistical equivalence lvdrmel outputs [22], [23]. The
detailed proof is in Appendix A. [ |
Lemma 2:For the ICCR with delayed feedback information, we have

1 1
h(Y? Wa, H) > —
min(M,, My + M.) ( “[IZMT]‘ = min(2M,., My + M,)

(Yt Yot [Was H") + n - o(logy P).
Proof: We use Lemma 1 to prove Lemma 2. The detailed proof is in ApipeRd [ |
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Fig. 7. The achievable sum DoF whéd, > M, for fixed M, and M..
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Using Lemma 1 and Lemma 2, we now prove Theorem 6.

Proof: The outer boundg, < min(M,, M; + M,.) andd, < min(M,, M; + M.) can be readily
obtained from the numbers of antennas. The other boundstaed using the fact that the conditional
distributions of Yy ,1, and Yy, for all ¢4, ¢2 € {1,---,M,} are identical when the two variables
are conditioned on the collection of channel gains overi@ét past channel outputs, and some present
channel outputs.

For block lengthn, using Fano’s inequality we can bound the ré&tg as
nR, < I(Wy; YCZELMT]\H") + negn
= (Yot [ H") = h(Yoha,)[Was H") + ngam
< nmin(My, 2M; + Mc)logo P — h(Y 1. ) [Wa, ") 4 n - 0(l0gy P) + néan (20)

wheree, ,, — 0 asn— 0.

For the rateR;, we obtain an outer bound using Fano’s inequality as
nRy < I(Wy; Y pg, g |H™) + e
< T(Wo; Yiinr, ) Yaions, | Wa, 1Y) 4 nepn

= h(YT[leM,‘}a Ybr[leMT] (Wa, Hn)_h(YaT[Ll:M,‘pYZ[leMT] (Wa, Wy, H") + nepp,

a

< I ;[LLMT}a Yb?l:Mr]’Wa? H") +nepn (21)

whereey ,, — 0 asn— 0.
By Lemma 2, we can combine (20) and (21) as

nR, nky - nmin(M,, 2M; + M,)

logy P + n - o(logy P
min(M,, M, + M,) " min(2M,, M, + M) =  min(M,, M, + M,) 22 +n - o(logyP) + ney,

wheree,, = ¢4, + €5, — 0 asn— 0. Hence, we obtain DoF outerbound as

dg n dp - min(M,, 2M; + M,)
min(M,, My + M.)  min(2M,, My + M.) — min(M,, M; + M,.)
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Similarly, we can obtain

dg n dp - min(M,, 2M; + M,)
min(2M,, My + M.) ~ min(M,, My + M.) — min(M,, My + M,)

by switching the receiver order. [ |

B. No feedback

A DoF outer bound in the absence of CSIT can be obtained inagghtrforward manner using the
results from [26], [27].

Corollary 5: The outer bound of the DoF region with no feedbd®k, is
Do = {(da,db) €R2 :d, < min(M; + M,, M,), dy < min(M; + M,, M,),
dp + dy < min(2M; + M,, Mr)}. (22)

where M, M,, and M, are the numbers of antennas at the transmitter, the recandrthe cognitive
relay, respectively.

Proof: Consider a transmitter-cooperative outer bound. Becawsdransmitter cooperation results
in the MIMO broadcast channel withi/; + M, transmit antennas and two receivers with.-antenna

each. The DoF outer bound follows directly from the resuft§26], [27]. [ |

VIl. DISCUSSIONS
A. Comparisons with Broadcast and Interference Channdi délayed CSIT

If cooperation among transmitters and cognitive relay lievadd, the ICCR becomes equivalent to the
broadcast channel where the transmitter Ra% + M. antennas and each receiver s antennas.
Therefore, when CSIT is delayed, the DoF region of the brasidchannel with antenna configuration
(2M+ M., M,., M,.) is a superset of the DoF of the ICCR undeér;, M, M., M,, M, ). Table Ill shows
a comparison of the sum-DoF under delayed CSIT between altasachannel [16] and ICCR where

delayed CSIT is available at all nodes.2l#/; + M, < M, or M, < ¥ the sum DoF is the same.
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TABLE 1lI

SuM DOFs FORMIMO BROADCAST CHANNEL, ICCRAND INTERFERENCE CHANNEL WITH DELAYEDCSIT

broadcast channel [16] ICCR interference channel (for evell.) [22]
2M; + M. < M, 2M; + M. 2M; + M. 2M; + M.
M, + M. < M, < 2M, + M. et M, M,
M+ Me < M, < My + M. ARt M) M 2oL M) e M,
g < vy < i+ 2 - i

For the other scenarios (i.eM; + % < M, < 2M; + M.), the sum DoF of the MIMO ICCR with
delayed CSIT is less than that of the MIMO broadcast channel.

Table Ill reproduces from [22] the sum-DoF of the MIMO intenénce channel, with/; + Ag transmit

and M, receive antennas at respective nodes. If the two transmipartially cooperate, the channel
becomes equivalent to the ICCR with antenna configuratiqdff M;, M., M,., M, ). Therefore, the DoF
region of the interference channel with delayed CSIT isuded by that of the ICCR with delayed CSIT. If
M;+M, < M, or M, < MFMe ‘the sum DoF is the same for both channel$X42 < A7, < M+,
however, the sum DoF of the ICCR is greater than that of therfimtence channel because the cognitive

relay effectively produces partial cooperation betweangmitters.

B. Extension to Cognitive Interference Channel

Here we consider another extension to the cognitive imenfee channel consisting of one non-
cognitive transmitter, one cognitive transmitter, andirtiieended receivers. The cognitive transmitter
has both messages intended for the two receivers as showg.iB.F he cognitive interference channel
with perfect CSIT and CSIR has been studied in [29]-[34]. Timeer and outer bounds of capacity
region of the SISO cognitive interference channel with @erfCSIT were given in [29]-[31]. For MIMO

cognitive interference channel, [32], [33] calculated t@gacity region within a constant gap. In [34],
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a a

O o -
W,—T—> X! |Tx a[5O% > O—Rxa| V" — W,

W, —3 X' |Txb OTIRx b| Y —> W,

Fig. 8. A MIMO cognitive interference channel.

the DoF region of the cognitive interference channel withfgzet CSIT was derived. However, the DoF
region of the cognitive interference channel with delayeeldback has been unknown. The DoF of the
ICCR from the previous section can be used for a lower and @erdpound of the cognitive interference
channel when feedback is delayed.
Corollary 6: The DoF region of the cognitive interference channel witteana configuratioM;, M+
M., M,, M,) is lower bounded by that of the ICCR with antenna configuretid/;, M;, M., M,., M,.).
Proof: If cooperation between the cognitive relay and one trarismis allowed in the ICCR, the
channel becomes equivalent to the cognitive interferef@nmel where the non-cognitive transmitter
has M, antennas, the cognitive transmitter hes + M. antennas, and each receiver lids antennas.
Therefore, the DoF region of the cognitive interferencencie with antenna configuratiofV/;, M; +
M., M,., M,) is lower bounded by that of the ICCR with antenna configuratid/;, My, M., M,., M,.).
[ |
Corollary 7: The DoF region of the cognitive interference channel witteana configuratiof/;, M.,
M., M,) is upper bounded by the DoF region of the ICCR with antennfigoration( M, M;, M., M,., M,).
Proof: If only one transmitter exists in the ICCR, the antenna camégon for this scenario is
(My,0, M., M,, M,) and it corresponds to the cognitive interference chann&revtthe non-cognitive

transmitter had/; antennas and the cognitive transmitter hdsantennas while each receiver hiels an-
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Fig. 9. The DoF regions of the ICCR with delayed feedback(fr2, 1, 2,2) and (2,2, 3, 2, 2).

tennas. Hence, the upper bound of the DoF region of the degiiterference channel with antenna con-
figuration of (M, M., M,, M,) is that of the ICCR with antenna configuration(éfl;, M;, M., M,., M,.).
[ |
Example 1 (Cognitive interference channel with antennafigamation (2, 3,2,2)): In this example the
non-cognitive transmitter has two antennas, the cogntti@asmitter has three antennas, and receivers
have two antennas each.
The DoF region of the2,2,1,2,2) ICCR can serve as a lower bound, and the DoF2®, 3,2, 2)
ICCR serves as upper bound. The lower bound derived in Sebtias
d d d d
DCSI={<da,db>eRi by §+—”§1}, (23)
where the maximum sum DoF rg The upper bound is obtained from the results of Section IV as
d d
DCSIZ{(da,db)eRi : §+zb§1, —+—<1}, (24)

where the maximum sum DoF % These lower and upper bounds are shown in Fig. 9.
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VIIl. CONCLUSION

This paper studies the DoF region of the two-user Gaussaindgadnterference channel with cognitive
relay (ICCR) with delayed feedback. Three different typésl@layed feedback are considered: delayed
CSIT, delayed output feedback, and delayed Shannon fekdbac the SISO ICCR, the proposed
retrospective interference alignment scheme using delerlback information achieves the DoF region.
The sum DoF of the SISO ICCR ig/3 with delayed feedback information, compared to the DoF airl f
SISO interference channel in the absence of relay, regardle CSIT. Without feedback, the cognitive
relay is not useful in the sense of DoF.

In the MIMO case, the optimal DoF has been characterizednadtiantenna configurations if delayed
feedback is provided to both the transmitters and cognitalay. DoF benefits can be obtained over

and above the open-loop system whiate < M, < M, + M, or M, < #Me and the sum DoF

is % when &8s < A7 < My + M, and 2= when M, < M. On the other hand,
if 2M; + M. < M, or M; + M. < M, < 2M; + M., then delayed feedback does not help in the
sense of DoF. In this scenario, the sum-DoF (for both opep-land closed-loop) i8M; + M. when
2M; + M. < M, and M, whenM; + M. < M, < 2M; + M..

If delayed feedback is unavailable at the cognitive relag, groposed retrospective interference align-
ment scheme achieves the optimal DoF except whgn< M, < M, + M., where existing upper and
lower bounds do not meet. Delayed feedback is shown to exten®oF over and above the open-loop
system wher(M; + M,)/2 < M, < min (M; + M,,2M,;) and M, < min ((M; + M.)/2,2M).

In addition, in this paper upper and lower bounds are derfeedhe DoF region of the two-user

MIMO cognitive interference channel under delayed feebac
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APPENDIXA

PROOF OFLEMMA 1

1 -1 n 1 - -1 n
ah(Ya[lzcl},t‘Y;U;Mry Wo, H ) = a Z h(Ya[Z],t’Ya[lzﬁ—l],u Y(f[lerp Wa, H )
(=1
@ 1 & . i
> a h(Ya[Z} ,t‘Ya[lzcl—l} ) Yat[lzlj\/b}a Wea, H ) (Al)
(=1

where (a) holds because conditioning reduces entropyeSing = f,..(W,, H!~!) if only delayed CSIT

is available, we can write

h(Ya[Zl},t|Ya[1:cl—l},ta Y;[Izlj\/jr]? Wa, Hn) = h(Ya[Zl],t|Xa,ta Ya[l:cl—l],b Yjﬁ}]\ﬁ]a Wa, Hn)

= h(i}a[él],t’Ya[l:cl—l],ty Y(f[iljurp Wa, an) (AZ)
h(yz)[fg},t|ya[1:cl—1} it Yat[zzlj\/jr]? Wa, Hn) = h(yz)[fg},t|Xa,t> Ya[l:cl—l} it Yat[zzlj\/jr}? Wa, Hn)
= h(%}[ﬂg},AYa[l:cl—l},ta Y;[IZIJ\/[T]a Wa, Hn) (A3)

WhereﬁWt is defined as the output signal if we assug, = 0y, x1, i.€., in the absence of, ;. We
note thatf/aw,t and f/b[szt have identical distributions since the respective chagagéis and receiver

noises have identical distributions. Thus, for Glland ¢5,

h(i;a[&},ﬂya[l:cl—l},ta Y;[Izlj\/jr]? Wa, Hn) = h(?2[62],t|ya[1:c1—1],t7 Yjﬁ}]\ﬁ]» Wa, an) (A4)
therefore,

h(Yape,,e1Yali:e, 1,6 Y;[I}MT], Wa, H") = h(Yyiea),t|Yali:c 10,65 Y;[I}MT], Wa, H"). (A.5)

This represents the statistical equivalence of channelutsi{22], [23]. The result (A.5) is also applicable
even if X, = fo (Wa, HI™1) is replaced byX,; = for(Wa, Y1) or Xy p = for(W,, YiITL HITY) for
the delayed feedback or the Shannon feedback informatioce X, ; when either delayed feedback or

Shannon feedback information is available can be constuitom the given conditions for the delayed
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CSIT case. Thus, we can rewrite (A.1) as

1

t—1 n n
C_lh(Ya[lzcl]t|Ya[1M]7WaaH > _Zh Z]t|Ya[1 :e1—1],t» [1M]7Wa7H )
Z 1

= h(y})[l],t|ya[1:cl—1],t,Yjﬁ}]\/b}, Wa, H™)

= h(YVb[l],t’Ya[lzcl],u Y(f[iljurp Wa, an)

Co—Cq
1

(d) t—1 n
i ZZ:; h(Yoig el Yapuieitr Y, War H")
@ 1 @< .
> p— Z h(%{e},t%[m_u,t,Yau;cl}t,Y,f[llM],Wa,H )
=1
1 n
= s — C1 h(}/b[l :ca—ea], t|Ya[1 1]yt a[l M} yWa, H ) (A6)

where (b) and (d) follow from the statistical equivalencecb&énnel outputs, and (c) and (e) follow from

the fact that conditioning reduces entropy. Thus, we have

CQh(Ya[lzcl} t|Yat[11]\/[ Ik W, H" ) > Clh( all:cq],ts Yrb[l :ca—ea, t| a[l M ] Wa, Hn)

)

> Clh(Y [1: cﬂtaYVb[l ica—ecil, ‘Yt M) Yt“%wPWa;Hn)

where (f) follows from the fact that conditioning reducesdrepy.

APPENDIX B

PROOF OFLEMMA 2

We use Lemma 1, as follows:

1

O W ) 2 —h( W, H")

all:cq] |

=—Zh aten Yoo Was H")
C1

(2)
> azh a[lcl]t’ a[lM]’ Wa, )

() t—1 n
> azh a[lcl]t,Yb[lcz cl]t| a[lM]’Y;)[lM} WaaH )
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1 & t—1 t—1 n
= a Z [h(Ya[I:MT},ta YE)[I:MT} 7t|Ya[1:MT} > }/b[l:M,‘]’ Wa, H )
t=1

- h(Ya[c1 +1:M, ]t YE)[Cg—cl—i-leT},t‘Ya[lzcl},ta }/iJ[]JCg—ClLtJ YJ/[I;I]\/[T]a vat[ikr}y Wa, an)]

—

2 ah(Ya[leTpYE)[leT”Wav% ) +n - o(logyP) (B.1)

wherec; = min(M,., My + M.), co = min(2M,., My + M.), (g) follows from the fact that conditioning

reduces entropy, and (h) follows from Lemma 1, (i) followsrir the fact that for alt € {1,--- ,n},

h(Ya[cl—i-l:Mr} 2t }/b[CQ—cl+1:MT],t’Ya[lzcl],b }/E)[l:cz—cl],ta Yat[;l]\/b}a vat[l_%ur]y Wa, an)
= h(Ya[cl-i—l:M,‘],t’ YYI)[Cg—cl-i—le,‘],t|Ya[1:c1],t7 Y})[lzq—cl},ta Y;[Izlj\/jr]? YZ[I%\/[T} ’ ng Wa, Hn)

< o(logy P) (B.2)

becauseYyc, +1:,],¢ @nd Yyje,—¢, +1:11,)¢ dO not affect the DoF when the channel inpuf§ and the

channel output¥,;..,); andYy[1..,—.,] are given. Therefore, we have

1 n n 1 n n n
ah(Ya[leTHWaaH ) = ah(Ya[leT]va[leTﬂWa,H ) +n-o(logy P).
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