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Abstract

A code is said to be a r-local locally repairable code (LRC) if each of its coordinates can be repaired by accessing

at most r other coordinates. When some of the r coordinates are also erased, the r-local LRC can not accomplish the

local repair, which leads to the concept of (r, δ)-locality. A q-ary [n, k] linear code C is said to have (r, δ)-locality

(δ ≥ 2) if for each coordinate i, there exists a punctured subcode of C with support containing i, whose length is at

most r+ δ− 1, and whose minimum distance is at least δ. The (r, δ)-LRC can tolerate δ− 1 erasures in total, which

degenerates to a r-local LRC when δ = 2. A q-ary (r, δ) LRC is called optimal if it meets the Singleton-like bound

for (r, δ)-LRCs. A class of optimal q-ary cyclic r-local LRCs with lengths n | q−1 were constructed by Tamo, Barg,

Goparaju and Calderbank based on the q-ary Reed-Solomon codes. In this paper, we construct a class of optimal

q-ary cyclic (r, δ)-LRCs (δ ≥ 2) with length n | q − 1, which generalizes the results of Tamo et al. Moreover, we

construct a new class of optimal q-ary cyclic r-local LRCs with lengths n | q + 1 and a new class of optimal q-ary

cyclic (r, δ)-LRCs (δ ≥ 2) with lengths n | q + 1. The constructed optimal LRCs with length n = q + 1 have the

best-known length q + 1 for the given finite field with size q when the minimum distance is larger than 4.

Index Terms

Distributed storage, locally repairable codes, Singleton-like bounds, maximum distance separable (MDS) codes,

optimal cyclic LRCs.

I. INTRODUCTION

In distributed storage systems, repair cost metrics include repair locality [1], [2], repair bandwidth [3] and disk-

I/O [4]. Recently, locally repairable codes (LRCs) introduced by Gopalan et al. [1] have attracted a lot of interest.

The ith symbol ci of an [n, k] linear code C over the finite field Fq is said to have locality r if this symbol can be

recovered by accessing at most r other symbols of C. Coding techniques are then introduced in distributed storage

systems to reduce the storage overhead, while maintaining high data reliability. Maximum distance separable (MDS)
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codes can be used as erasure codes in distributed storage systems and any symbol can be recovered by accessing

any k other symbols. In order to reduce the repair costs in distributed storage systems, the locality parameter r � k

is often demanded, which implies that only a small number of storage nodes are involved in repairing a failed

node. The code is called a q-ary (n, k, r) LRC with all symbol locality r or a r-local LRC for brevity if all the n

symbols have locality r. The Singleton-like bound of the minimum distance d for an (n, k, r) LRC [1] said that

d ≤ n− k −
⌈
k

r

⌉
+ 2, (1)

where d·e denotes the ceiling function. The codes meeting the above bound (1) are called optimal r-local LRCs.

Various constructions of optimal r-local LRCs were obtained recently, e.g., [1], [6]-[12], [25]. To the best of our

knowledge, for a given finite field with size q, the code length n was not larger than q in all the known constructions

except the ones in [25] where the minimum distance d = 2 or d = 4.

Cyclic LRCs were studied very recently. Goparaju and Calderbank [9] constructed new families of binary cyclic

codes that have an optimal dimension for given minimum distance d and locality r, including r = 2 and d = 2, 6, 10.

Huang et al. [10] analyzed the locality of many traditional cyclic codes, e.g., Hamming code, Simplex codes, and

BCH codes. Constructions of optimal cyclic codes in terms of the dimension for given distance and length over

small field were discussed in [12]. Tamo, Barg, Goparaju and Calderbank [11] focused on the cyclic LRCs in terms

of their zeros. A class of optimal q-ary cyclic LRCs with length n | q − 1 were then constructed by analyzing

the structure of zeros of Reed-Solomon codes and cyclic LRCs. They also studied the upper bound of the locality

parameter r for the subfield subcodes of cyclic LRCs, which was equivalent to estimate the dual distance d⊥.

When some of the r repairing symbols are also erased, the r-local LRC can not accomplish the local repair, which

leads to the concept of (r, δ)-locality. Prakash et al. [13] addressed the situation of multiple device failures and

gave a kind of generalization of r-local LRCs. According to [13], the ith symbol ci of a q-ary [n, k] linear code C is

said to have (r, δ)-locality (δ ≥ 2) if there exists a punctured subcode of C with support containing i, whose length

is at most r+ δ − 1, and whose minimum distance is at least δ, i.e., there exists a subset Si ⊆ [n] , {1, 2, . . . , n}

such that i ∈ Si, |Si| ≤ r+ δ− 1 and dmin(C|Si) ≥ δ. The code C is said to have (r, δ) locality or be a (r, δ)-LRC

if all the symbols have (r, δ) localities. A generalized Singleton-like bound was also obtained in [13], which said

that the minimum distance d of a (r, δ)-LRC is upper bounded by

d ≤ n− k + 1−
(⌈

k

r

⌉
− 1

)
(δ − 1). (2)

The codes meeting the above bound (2) are called optimal (r, δ)-LRCs. Note that when δ = 2, the notion of locality in

[13] reduces to the notion of locality in [1]. In [13], a class of optimal (r, δ)-LRCs with length n = dkr e(r+ δ− 1)

were obtained for q > n, and there exist optimal (r, δ)-LRCs when r + δ − 1 | n and q > knk. An algebraic

construction of optimal (r, δ)-LRCs with q > n was proposed in [8] based on polynomial evaluations. By studying

the structure of matroid represented by the optimal LRC’s generator matrix, optimal (r, δ)-LRCs were obtained in

[7] with q > ( nr
r+δ−1 )

ak+1. The existence conditions and deterministic construction algorithms for optimal (r, δ)-

LRCs with q ≥
(
n
k−1
)

were given in [14]. Based on a known optimal (r, δ)-LRC, [18] obtained more optimal
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(r, δ)-LRCs by lengthening or shortening. To the best of our knowledge, the existing results on cyclic (r, δ) LRCs

are limited to the special case of δ = 2 or the cyclic r-local LRCs stated in the last paragraph. There are also other

generalizations of r-local LRCs, e.g., the vector codes with locality [15]-[18], and the t-available-r-local or (r, t)

LRCs [19]-[22]. However, this paper will be limited to the (r, δ)-LRCs.

There has been a famous problem for a long time related to the MDS conjecture [30]: for the given finite field

size q and dimension k, find the largest value of n for which there exists a non-trivial q-ary MDS code with length

n. Although there is no answer to it up to now, the evidence seems to suggest that the largest value of n is actually

q + 1 [31]. Cyclic MDS codes, especially the cyclic Reed-Solomon Codes with length q − 1 and the Berlekamp-

Justesen codes with length q+1 [26], [30], are among the most important MDS codes. The similar situation seems

to lie in the area of optimal LRCs. As stated above, Tamo, Barg, Goparaju and Calderbank [11] constructed a

class of q-ary cyclic r-local LRCs with length n | q − 1 based on the cyclic Reed-Solomon Codes. In this paper,

this elegant result is firstly generalized to the cases of (r, δ) LRCs. In fact, we obtain a class of optimal cyclic

(r, δ)-LRCs (δ ≥ 2) with length n | q − 1. Moreover, we obtain a class of new optimal cyclic (r, δ)-LRCs (δ ≥ 2)

with longer length n | q + 1 based on the Berlekamp-Justesen codes, while the case of δ = 2 indicates the r-local

LRCs with length n | q + 1. Comparing with the corresponding MDS codes, it seems difficult to obtain optimal

cyclic LRCs with length larger than q + 1. To the best of our knowledge, in all the known optimal constructions

of LRCs, the length n is not greater than the given size q of finite field Fq when the minimum distance is larger

than 4. Therefore, the proposed optimal constructions address the problem of constructing longer optimal LRCs

restricted by the size of the alphabet, and could provide optimal LRCs with length n = q + 1 greater than q for

any given finite field with size q.

The rest of paper is organized as follows. Section II gives some preliminaries on cyclic codes, MDS codes and

some results of cyclic r-local LRCs in [11]. In Section III, by generalizing the construction of optimal cyclic r-local

LRCs in [11], we construct a class of optimal cyclic (r, δ)-LRCs with length q − 1 and its factors. In Section IV,

we firstly give constructions of optimal cyclic r-local LRCs with length n | q+1 for even and odd q, respectively,

then further generalize them to construct a class of optimal cyclic (r, δ)-LRCs with length n | q+1. Finally, Section

V concludes the paper.

II. PRELIMINARIES

A. Cyclic codes and the BCH bound

Let Fq be a finite field with size q, where q is a prime power. A cyclic code is an ideal of the ring Fq[x]/(xn−1),

where (n, q) = 1 [30], [31]. Let s be the order of q modulo n, that is, the least number of i such that n | (qi − 1).

Let Fqs be the splitting field of xn − 1. Let β be a primitive element of Fqs and α = β(qs−1)/n be a primitive

n-th root of unity. Let C be a q-ary [n, k, d] cyclic code with generator polynomial g(x), where g(x) | xn − 1.

It is well known that every cyclic shift of any codeword of C is still in C and deg g(x) = n − k. The zeros set

Z = {αij | g(αij ) = 0, j = 1, 2, . . . , n− k} of g(x) is called the complete defining set of C. The next result is the

well-known generalized BCH bound of cyclic codes [31].
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Lemma 2.1: Let C be a q-ary cyclic code with generator polynomial g(x), and α be a primitive n-th root of

unity. If g(x) has

αu, αu+b, . . . , αu+(δ−2)b

among its zeros, where b and n are relatively prime and u ≥ 0. Then the minimum distance of C is at least δ.

B. Cyclic MDS codes

The well known examples of cyclic MDS codes over Fq are the Reed-Solomon codes of length q−1 or its factors.

Based on Reed-Solomon codes, Tamo et al. [11] constructed optimal cyclic r-local LRCs with length n | q − 1.

Roth and Seroussi [27] showed that nontrivial cyclic MDS codes of length q over Fq exist if and only if q is prime.

Berlekamp and Justesen [26] introduced a class of cyclic MDS codes of length q + 1 (q = 2m), which can also

be found in [30]. But there is a small mistake in [30] which says that a similar construction exists for odd q and

arbitrary k. Actually, due to the results in [28], [29], when q is odd and n is a factor of q+1, nontrivial cyclic [n, k]

MDS codes over Fq do not exist if both n and k are even. These cyclic MDS codes with length q + 1 were the

known nontrivial constructions with largest length for a given q. Although cyclic MDS codes with length n | q+1

over Fq can be regarded as subfield subcodes of a Reed-Solomon code with length n | q2−1 over Fq2 , the structure

of zeros of the cyclic MDS code with length n | q+1 over Fq is of much interest and should be carefully divided

into several cases, which is listed in detail as follows.

Let Fq2 be the extension field of Fq and β be a primitive element of Fq2 . Let n | q + 1 and α = β(q2−1)/n

be a primitive n-th root of unity. Then for any positive integer i, it is easy to see that α−i + αi ∈ Fq . Note

that α−i = αn−i = αqi, and for a q-ary cyclic code with length n, αi is its zero if and only if α−i is also

its zero. When q is even, n has to be odd and the roots of xn − 1 can be formulated as α−(n−1)/2, α−(n−3)/2,

. . . , α−1, α0, α1, . . . , α(n−3)/2, α(n−1)/2. Furthermore,

xn − 1 = (x− 1)f1(x)f2(x) . . . f(n−1)/2(x),

where fi(x) = x2 − (α−i + αi)x+ 1 = (x− α−i)(x− αi) are irreducible quadratics over Fq . For any 1 < k < n,

the consecutive zeros of g(x) can be seen in Table I to obtain [n, k, d] cyclic MDS codes. When q is odd and n is

odd, for any 1 < k < n, the consecutive zeros of g(x) can be taken as the previous case. When q is odd, n is even,

and k is odd, the zeros of xn− 1 can be formulated as α−n/2+1, . . . , α−1, α0, α1, . . . , αn/2−1, αn/2. Furthermore,

xn − 1 = (x− 1)(x− αn/2)f1(x)f2(x) . . . f(n/2−1)(x).

The consecutive zeros of g(x) can also be seen in Table I to obtain [n, k] cyclic MDS codes. These structures of

zeros of cyclic MDS Codes are crucial for the constructions of optimal q-ary cyclic LRCs in the following sections.

C. Optimal cyclic r-local LRCs with length q − 1 and its factors

Tamo, Barg, Goparaju and Calderbank [11] set up an elegant characterization framework and gave detailed

constructions for cyclic r-local LRCs, some of which, e.g., Lemma 3.3, Proposition 3.4, and Theorem 3.1 in [11],

are recalled here and will be employed in the later sections.
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Lemma 2.2: Let s be the order of q modulo n and Fqs be the splitting field of xn−1. Let α ∈ Fqs be a primitive

n-th root of unity. Let r be a positive integer such that (r+1) | n and l, 0 ≤ l ≤ r be an integer. Consider a ν×n

matrix H with the rows

hm = (1, αm(r+1)+l, α2(m(r+1)+l), . . . , α(n−1)(m(r+1)+l)),

where m = 0, 1, . . . , ν − 1, and ν = n/(r + 1). Then all the cyclic shifts of the n-dimensional vector of weight

r + 1

v = (1 0 . . . 0︸ ︷︷ ︸
ν−1

αlν 0 . . . 0︸ ︷︷ ︸
ν−1

α2lν 0 . . . 0︸ ︷︷ ︸
ν−1

. . . αrlν 0 . . . 0︸ ︷︷ ︸
ν−1

)

are contained in the row space of H over Fqs .

Lemma 2.3: Let C be a cyclic code of length n over Fq with the complete defining set Z, and let r be a positive

integer such that (r + 1) | n. If Z contains some coset of the group of ν-th roots of unity, where ν = n/(r + 1).

Then C has locality at most r.

Lemma 2.4: Let α ∈ Fq be a primitive n-th root of unity, where n | (q − 1). Assume that r | k and µ = k/r.

Let l, 0 ≤ l ≤ r be an integer and b ≥ 1 be an integer such that (b, n) = 1. Consider the following sets of elements

of Fq:

L = {αi, imod(r + 1) = l}, and

D = {αj+sb, s = 0, . . . , n− µ(r + 1)},

where αj ∈ L. The cyclic code with the defining set of zeros L∪D is an optimal (n, k, r) q-ary cyclic LRC code.

In order to construct cyclic r-local LRCs, [11] divided the complete defining set into L ∪ D, where L is the

locality zero set to ensure locality and D is the consecutive zero set to ensure large minimum distance. We call

this the L ∪D construction in the rest of the paper.

III. OPTIMAL CYCLIC (r, δ)-LRCS WITH LENGTH q − 1 AND ITS FACTORS

In this section, we will generalize the construction of optimal cyclic r-local LRCs in [11] to the case of (r, δ)-

LRCs (δ ≥ 2), which might be the first class of optimal cyclic (r, δ)-LRCs to the best of our knowledge. Throughout

Table I

Cyclic MDS Codes over Fq with length n | q + 1

Conditions Complete defining set

q even, k even;
{αi | −n−1−k

2
≤ i ≤ n−1−k

2
}

or q odd, k even, n odd

q even, k odd;
{αi | k+1

2
≤ i ≤ 2n−1−k

2
}

or q odd, k odd, n odd

q odd, k odd, n even

{αi | −n−1−k
2

≤ i ≤ n−1−k
2
}

{αi | k+1
2
≤ i ≤ 2n−1−k

2
}
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this section, assume that δ ≥ 2, n | (q − 1), r + δ − 1 | n. Let α ∈ Fq be a primitive n-th root of unity and let

ν′ = n/(r + δ − 1), µ = k/r if r | k.

Similar to Lemma 2.2, the following lemma is obvious.

Lemma 3.1: Let 0 ≤ i1 < i2 < · · · < iδ−1 ≤ r + δ − 2 be an arithmetic progression with δ − 1 items and

common difference b, where (b, n) = 1. Consider a (δ − 1)ν′ × n matrix H with the rows

h(j)m = (1, αm(r+δ−1)+ij , α2(m(r+δ−1)+ij), . . . , α(n−1)(m(r+δ−1)+ij)),

where j = 1, 2, . . . , δ − 1, m = 0, 1, . . . , ν′ − 1, and ν′ = n/(r + δ − 1). Then all the cyclic shifts of the row

vectors of weight r + δ − 1 in the following (δ − 1)× n-matrix V :

1 0 . . . 0︸ ︷︷ ︸
ν′−1

αν
′i1 0 . . . 0︸ ︷︷ ︸

ν−1

(αν
′i1)2 . . . (αν

′i1)r+δ−2 0 . . . 0︸ ︷︷ ︸
ν′−1

1 0 . . . 0︸ ︷︷ ︸
ν′−1

αν
′i2 0 . . . 0︸ ︷︷ ︸

ν′−1

(αν
′i2)2 . . . (αν

′i2)r+δ−2 0 . . . 0︸ ︷︷ ︸
ν′−1

...
...

...
...

...
...

...

1 0 . . . 0︸ ︷︷ ︸
ν′−1

αν
′iδ−1 0 . . . 0︸ ︷︷ ︸

ν′−1

(αν
′iδ−1)2 . . . (αν

′iδ−1)r+δ−2 0 . . . 0︸ ︷︷ ︸
ν′−1


are contained in the row space of H over Fq .

Proof: Note that when n | q − 1, the order of q modulo n is 1, which implies that the the splitting field of

xn− 1 is Fq . Similar to Lemma 2.2, it is easy to obtain that for any fixed j ∈ {1, 2, . . . , δ− 1}, the n-dimensional

vector of weight r + δ − 1

vj = (1 0 . . . 0︸ ︷︷ ︸
ν′−1

αν
′ij 0 . . . 0︸ ︷︷ ︸

ν′−1

(αν
′ij )2 0 . . . 0︸ ︷︷ ︸

ν′−1

. . . (αν
′ij )r+δ−2 0 . . . 0︸ ︷︷ ︸

ν′−1

)

are contained in the row space of H over Fq . Then all the cyclic shifts of the row vectors of weight r + δ − 1 in

the (δ − 1)× n-matrix V are contained in the row space of H over Fq .

If we take the submatrix V ′ of V formed by the non-zero columns:
1 αν

′i1 (αν
′i1)2 . . . (αν

′i1)r+δ−2

1 αν
′i2 (αν

′i2)2 . . . (αν
′i2)r+δ−2

...
...

...
...

...

1 αν
′iδ−1 (αν

′iδ−1)2 . . . (αν
′iδ−1)r+δ−2


Then V ′ forms a parity-check matrix of a [r + δ − 1, r, δ] Reed-Solomon code. And the cyclic shifts of the row

vectors in V partition the support of the code into disjoint subsets of size r + δ − 1, which define the (r, δ)-local

recovering sets of the symbols and satisfy the structure theorem in [13], [14]. Therefore, we obtain the following

proposition similar to Lemma 2.3.

Proposition 3.2: Let C be a cyclic code of length n over Fq with the complete defining set Z, and let r, δ be

positive integers such that (r + δ − 1) | n. Let 0 ≤ i1 < i2 < · · · < iδ−1 ≤ r + δ − 2 be an arithmetic progression
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with δ− 1 items and common difference b, where (b, n) = 1. If Z contains some cosets of the group of ν′-th roots

of unity ∪iδ−1

m=i1
Lm, where Lm = {αi | i mod (r + δ − 1) = m}, Then C has (r, δ)-locality.

Proof: If Z contains some cosets of the group of ν′-th roots of unity ∪iδ−1

m=i1
Lm, the row vectors:

h
(j)
m′ = (1, αm

′(r+δ−1)+ij , α2(m′(r+δ−1)+ij), . . . , α(n−1)(m′(r+δ−1)+ij)),

where j = 1, 2, . . . , δ − 1, m′ = 0, 1, . . . , ν′ − 1, and ν′ = n/(r + δ − 1), are contained in the row space of the

parity check matrix H of C. Then by Lemma 3.1 and the previous description, C has (r, δ)-locality.

Construction 1: Let α ∈ Fq be a primitive n-th root of unity, where n | (q−1). Let 0 ≤ i1 < i2 < · · · < iδ−1 ≤

r+ δ− 2 be an arithmetic progression with δ− 1 items and common difference b, where (b, n) = 1. Suppose r | k

and let µ = k/r. Consider the following sets of elements of Fq:

Lm = {αi | i mod (r + δ − 1) = m},m = i1, i2, . . . , iδ−1 and

D = {αj+sb | s = 0, 1, . . . , n− µ(r + δ − 1) + δ − 2},

where αj ∈ Li1 . Then the cyclic code C with the complete defining set of zeros (∪iδ−1

m=i1
Lm)∪D is a q-ary optimal

cyclic (r, δ)-LRC with length n, dimension k, and minimum distance d = n− k + 1− (µ− 1)(δ − 1).

Proof: By Proposition 3.2, C has (r, δ)-locality. Next, we calculate the dimension of C. Since (b, n) = 1 implies

(b, r + δ − 1) = 1, for m = i1, i2, . . . , iδ−1,

|Lm ∩D| =

⌊
n− µ(r + δ − 1) + δ − 2

r + δ − 1

⌋
+ 1 = ν′ − µ+ 1.

Thus, after a few simple calculations, we have

|(∪iδ−1

m=i1
Lm) ∪D|

= | ∪iδ−1

m=i1
Lm|+ |D| − |(∪

iδ−1

m=i1
Lm) ∩D|

= (δ − 1)|Lm|+ |D| − (δ − 1)|Lm ∩D|

= n− k.

Hence, the generator polynomial has degree n−k, which implies that the dimension of C is k. Finally, the minimum

distance d of C is obtained by the generalized BCH bound in Lemma 2.1 for the set of consecutive zeros D and

the Singleton-like bound (2) for (r, δ)-LRCs.

Remark 1: It is not difficult to verify that the condition r | k can be removed from Construction 1 by letting D

contain n− k− (dk/re − 1)(δ− 1) zeros. We call the above construction (∪mLm)∪D construction in the rest of

the paper.

Fig. 1: Subsets of zeros for D and (r, δ)-locality for ∪iδ−1

m=i1
Lm (b = 1)
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Fig. 2: Subsets of zeros for distance D and r-local locality L (Shown in [11] for b = 1)

Remark 2: When δ = 2, Construction 1 reduces to Theorem 3.1 in [11]. It is easy to see that the point i1 will

coincide with the point iδ−1 in Fig. 1∼Fig. 2. So Construction 1 is indeed a generalized construction of that in

Theorem 3.1 in [11].

IV. OPTIMAL CYCLIC (r, δ)-LRCS WITH LENGTH q + 1 AND ITS FACTORS

In this section, we give constructions of optimal cyclic (r, δ)-LRCs with longer length n | q + 1 based on

Berlekamp-Justesen codes. For the ease of understanding, we firstly consider the case of δ = 2 or the optimal

q-ary cyclic r-local LRCs in IV-A. Note that when r | k, the proposed constructions can be regarded as that given

in [11] based on the q-ary subfield subcodes of Reed-Solomon codes with length n | q2 − 1 over Fq2 . However,

the complete defining sets in our constructions have to be chosen specially and artfully, which are nontrivial and

should be carefully discussed for even and odd q, respectively. Then, the constructions are generalized to the cases

of (r, δ)-LRCs, and we obtain optimal q-ary cyclic (r, δ)-LRCs (δ ≥ 2) in IV-B, where more detailed discussion are

needed for even and odd δ, respectively. It is noticed that the optimal cyclic LRCs based on Berlekamp-Justesen

codes could have longer length q + 1 for a given alphabet with size q.

A. Optimal Cyclic r-local LRCs with Length q + 1 and its Factors

Just like the cyclic MDS codes with length q + 1, this subsection has to be divided into two parts, even q and

odd q, because of the difference of structure of zeros.

1) Cyclic optimal LRCs with even q: In this subsection, assume that n | q + 1 = 2m + 1, r + 1 | n, and r | k.

Let ν = n/(r + 1) and µ = k/r. Therefore, n is always an odd integer, while r and k are always even.

Case 1: b is odd, e.g., b = 1

Theorem 4.1: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1. Let b be a positive odd integer

such that (b, n) = 1. If µ = k/r is even, consider the following sets of elements of Fq2 :

D = {α±(
n−b
2 ), α±(

n−b
2 −b), α±(

n−b
2 −2b), . . . , α±(

n−b
2 −

(n−k−µ−1)
2 b)},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

Proof: For brevity, we only give proofs in the case of b = 1, while the others are similar but need more detailed

discussions. Note that when b = 1,

D = {α±(
n−1
2 ), α±(

n−3
2 ), . . . , α±

1
2 (k+µ)}
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contains consecutive zeros since α−i = αn−i and k + µ is even. Clearly, |L| = n/(r + 1), |D| = n− k − µ+ 1.

So 1
2 (k + µ) = k

2r (r + 1) is a multiple of r + 1, which implies that

|L ∩D| = 2×
(⌊

n− 1

2(r + 1)

⌋
− k

2r
+ 1

)
=

n

r + 1
− k

r
+ 1.

Hence, |L ∪D| = |L|+ |D| − |L ∩D| = n− k, which implies that the dimension of C is k. Locality follows by

Lemma 2.3 for the set of zeros L, and the optimality follows by the BCH bound for the set of zeros D and the

bound (1). These complete the proof.

Remark 3:

1) In Theorem 4.1, the number of the consecutive zeros in D is always even, so we choose paired zeros for D

(see Figure 3) based on the structure of zeros of xn − 1. Moreover, the remaining zeros of g(x) are exactly

in L\D.

2) If r - k, k and dk/re are even, dk/re ≥ 4, we can choose the zeros as Theorem 4.1 and obtain optimal

(n, k, r) LRCs. Because we also have |D| = n− k− dk/re+ 1, |L| = n/(r+ 1), |L∩D| = ν − dk/re+ 1,

then |L−L∩D| = dk/re − 1 > 2, which implies that there exist r consecutive zeros with uniform distance

b in the complete defining set of C⊥. Due to Proposition 2.3 and BCH bound, we obtain d(C⊥) = r + 1,

which means that the locality parameter is exactly r. The optimality also follows by the BCH bound for the

set of zeros D and the bound (1).

Fig. 3: The consecutive zeros in D for odd b and even µ.

Theorem 4.2: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1. Let b be a positive odd integer

such that (b, n) = 1. If µ = k/r is odd, consider the following sets of elements of Fq2 :

D = {α0, α±b, α±2b, . . . , α±(
n−k−k/r

2 )b},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

Proof: For brevity, we only give proofs in the case of b = 1, while the others are similar but need more detailed

discussions. Note that when b = 1,

D = {α0, α±1, α±2, . . . , α±
n−k−k/r

2 }
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contains consecutive zeros. Clearly, |L| = n/(r + 1), |D| = n− k − k/r + 1. Moreover,

|L ∩D| = 2×
⌊
n− k − k/r
2(r + 1)

⌋
+ 1

=
n

r + 1
− k/r + 1.

Hence, |L∪D| = |L|+ |D|− |L∩D| = n−k, which implies that the dimension of C is k. Locality and optimality

follow by Lemma 2.3 and the BCH bound for the sets L ∪D.

Remark 4:

1) In Theorem 4.2, the number of the consecutive zeros in D is always odd, so we choose paired zeros plus α0

for D (see Figure 4) based on the structure of zeros of xn − 1. Moreover, the remaining zeros of g(x) are

exactly in L\D as well.

2) If r - k, k is even and dk/re is odd. We can choose the zeros as Theorem 4.2 and obtain optimal (n, k, r)

LRCs. Because we also have |L − L ∩ D| = dk/re − 1 ≥ 2, which implies that there exist r consecutive

zeros with uniform distance b in the complete defining set of C⊥, so d(C⊥) = r + 1, which means that the

locality parameter is exactly r. The optimality also follows by the BCH bound for the set of zeros D and the

bound (1).

Fig. 4: The consecutive zeros in D for odd b and odd µ.

Case 2: b is even, e.g., b = 2

Theorem 4.3: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1. Let b be a positive even integer

such that (b, n) = 1. If µ = k/r is even, consider the following sets of elements of Fq2 :

D = {α± b2 , α±( b2+b), α±( b2+2b), . . . , α±(
b
2+(

n−k−k/r−1
2 )b)},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

The proof is similar to Theorem 4.2 and note that the consecutive zeros in D is constructed as Figure 5.
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Fig. 5: The consecutive zeros in D for even b and even µ.

Remark 5: If r - k, k and dk/re are even, dk/re ≥ 4. We can choose the zeros as Theorem 4.3 and obtain optimal

(n, k, r) LRCs. Because we also have |L− L ∩D| = dk/re − 1 > 2, which implies that there exist r consecutive

zeros with uniform distance b in the complete defining set of C⊥, so d(C⊥) = r+1, which means that the locality

parameter is exactly r. The optimality also follows by the BCH bound for the set of zeros D and the bound (1).

Theorem 4.4: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1. Let b be a positive even integer

such that (b, n) = 1. If µ = k/r is odd, consider the following sets of elements of Fq2 :

D = {α0, α±b, α±2b, . . . , α±(
n−k−k/r

2 )b},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

The proof is similar to Theorem 4.2 and note that the consecutive zeros in D is constructed as Figure 6.

Fig. 6: The consecutive zeros in D for even b and odd µ.

Remark 6: If r - k, k is even and dk/re is odd. We can choose the zeros as Theorem 4.4 and obtain optimal

(n, k, r) LRCs. Because we also have |L− L ∩D| = dk/re − 1 ≥ 2, which implies that there exist r consecutive

zeros with uniform distance b in the complete defining set of C⊥, so d(C⊥) = r+1, which means that the locality

parameter is exactly r. The optimality also follows by the BCH bound for the set of zeros D and the bound (1).

Remark 7: In the above constructions, if we take L = {αi | i mod (r+1) = l, 0 ≤ i ≤ n} for some 0 < l ≤ r,

the L ∪D construction could not give any optimal cyclic LRCs. The reason is given as follows:

Firstly, αi ∈ L implies α−i 6∈ L. Assume the contrary that α−i ∈ L, then r+ 1 | i− l and r+ 1 | −i− l, which

implies r + 1 | 2l. Since r + 1 is odd, r + 1 | l, which leads to a contradiction;
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Hence, the structure of zeros of xn − 1 implies that the set

L′ = {α−i | αi ∈ L}

= {αi | i mod (r + 1) = r + 1− l, 0 ≤ i ≤ n}

is contained in the complete defining set L ∪D of C. Since r + 1 is odd, L ∩ L′ = ∅, or L′ ⊆ D. The zeros in

D are consecutive with uniform difference b, while zeros in L′ are consecutive with uniform difference r + 1, so

b | r + 1. Moreover, since the L ∪D construction requires (b, n) = 1, b = 1. At this time,

|D| ≥ (|L′| − 1)(r + 1) + 1

=

(
n

r + 1
− 1

)
(r + 1) + 1

= n− r

> n− k − µ+ 1,

thus the L ∪D construction could not give any optimal cyclic LRCs by the BCH bound.

2) Cyclic optimal LRCs with odd q: In this subsection, assume that n | q+1, q is odd. r+1 | n, and r | k. Also

let ν = n/(r+1) and µ = k/r. If n is an odd integer, we can obtain optimal cyclic r-local LRCs as Theorems 4.1-

4.4. Therefore, we firstly give the following Theorem 4.5-Theorem 4.7 of optimal r-local LRCs when n | q+ 1, n

is even. At last, Theorem 4.8 concludes the results in all cases.

Theorem 4.5: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1, n is even. Let b be a positive odd

integer such that (b, n) = 1. If µ = k/r and ν = n/(r + 1) are odd, consider the following sets of elements of

Fq2 :

D = {α0, α±b, α±2b, . . . , α±(
n−k−k/r

2 )b},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

The proof is similar to Theorem 4.2 and note that the consecutive zeros in D is constructed as Figure 7.

Fig. 7: The consecutive zeros in D for odd µ and odd ν.

Remark 8: If r - k, k, dk/re and ν are odd. We can choose the zeros as Theorem 4.5 and obtain optimal (n, k, r)

LRCs. Because we also have |L−L∩D| = dk/re− 1 ≥ 2, which implies that there exist r consecutive zeros with
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uniform distance b in the complete defining set of C⊥, so d(C⊥) = r+ 1, which means that the locality parameter

is exactly r. The optimality also follows by the BCH bound for the set of zeros D and the bound (1).

Theorem 4.6: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1, n is even. Let b be a positive odd

integer such that (b, n) = 1. If µ = k/r is even, ν = n/(r + 1) is odd, consider the following sets of elements of

Fq2 :

D = {αn
2 , α±(

n
2−b), α±(

n
2−2b), . . . , α±(

n
2−(

n−k−k/r
2 )b)},

L = {αi | i mod (r + 1) = 0},

then the cyclic code with the complete defining set of L ∪D is an optimal (n, k, r) q-ary cyclic r-local LRC.

Note that ν = n/(r + 1) is odd, so r + 1 - n/2, which implies αn/2 /∈ L. The proof is similar to Theorem 4.1,

the consecutive zeros in D is constructed as Figure 8.

Fig. 8: The consecutive zeros in D for even µ and odd ν.

Remark 9: If r - k, k and dk/re are even, ν is odd, dk/re ≥ 4. We can choose the zeros as Theorem 4.6 and

obtain optimal (n, k, r) LRCs. Because we also have |L−L∩D| = dk/re − 1 > 2, which implies that there exist

r consecutive zeros with uniform distance b in the complete defining set of C⊥, so d(C⊥) = r + 1, which means

that the locality parameter is exactly r. The optimality also follows by the BCH bound for the set of zeros D and

the bound (1).

Theorem 4.7: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1, n is even. Let b be a positive odd

integer such that (b, n) = 1. If µ = k/r and ν = n/(r + 1) are even, consider the following sets of elements of

Fq2 :

D = {α0, α±b, α±2b, . . . , α±(
n−k−k/r

2 )b},

L = {αi | i mod (r + 1) = 0},

or D = {αn
2 , α±(

n
2−b), α±(

n
2−2b), . . . , α±(

n
2−(

n−k−k/r
2 )b)},

L = {αi | i mod (r + 1) = 0},

then the cyclic codes with the complete defining sets of L ∪ D for both cases are optimal (n, k, r) q-ary cyclic

r-local LRCs.

Note that ν = n/(r + 1) is even, so r + 1 | n/2, which implies αn/2 ∈ L. The proof is similar to Theorem

4.1∼Theorem 4.2 and the consecutive zeros in D for both cases are constructed as Figure 9.
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Fig. 9: The consecutive zeros in D for even µ and even ν.

Remark 10: If r - k, k, dk/re and ν are even, dk/re ≥ 4. We can choose the zeros as Theorem 4.7 and obtain

optimal (n, k, r) LRCs. Because we also have |L − L ∩ D| = dk/re − 1 > 2, which implies that there exist r

consecutive zeros with uniform distance b in the complete defining set of C⊥, so d(C⊥) = r+1, which means that

the locality parameter is exactly r. The optimality also follows by the BCH bound for the set of zeros D and the

bound (1).

Based on the above constructions, it is not difficult to obtain the following generalization.

Theorem 4.8: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1 and q is odd. Let b be a positive

integer such that (b, n) = 1.

1) If n is odd, we can obtain optimal cyclic r-local LRCs as Theorems 4.1- 4.4 ;

2) If n is even, we can obtain optimal cyclic r-local LRCs as Theorems 4.5- 4.7.

B. Optimal cyclic (r, δ)-LRCs with length q + 1 and its factors

Along with the ideas of optimal r-local LRCs with length n | q+1 in Section IV-A, we can naturally obtain the

corresponding generalized constructions of optimal cyclic q-ary (r, δ)-LRCs with length n | q+1 in this subsection.

We assume that r+ δ − 1 | n, r | k and let ν′ = n/(r+ δ − 1), µ = k/r. As for r - k, we can also obtain optimal

cyclic (r, δ)-LRCs as Subsection IV-A, which need more detailed discussions as Remark 3 ∼ Remark 10.

1) Optimal cyclic (r, δ)-LRCs with even δ: We firstly consider the constructions of optimal cyclic (r, δ)-LRCs

with even δ, which are generalized constructions corresponding to those in Subsection IV-A. Based on the (∪mLm)∪

D construction and even δ, we have to choose pairs of (r, δ)-locality sets L±m plus L0.

Similar to Lemma 3.1, if α ∈ Fq2 is a primitive n-th root of unity, we have the following lemma:

Lemma 4.9: Let i0 = 0 < i1 < · · · < i(δ−2)/2 ≤ r + δ − 2 be an arithmetic progression with δ/2 items and

common difference b such that (b, n) = 1. And consider a (δ − 1)ν′ × n matrix H with the rows

h(j)m = (1, αm(r+δ−1)−i|j| , α2(m(r+δ−1)−i|j|), . . . , α(n−1)(m(r+δ−1)−i|j|)), j < 0,

h(j)m = (1, αm(r+δ−1)+ij , α2(m(r+δ−1)+ij), . . . , α(n−1)(m(r+δ−1)+ij)), j ≥ 0,

where j = 0,±1, . . . ,±((δ − 2)/2 − 1),±(δ − 2)/2, m = 0, 1, . . . , ν′ − 1, and ν′ = n/(r + δ − 1). Then all the

cyclic shifts of the row vectors vj of weight r + δ − 1 in the (δ − 1) × n-matrix V =
(
vj)(δ−1)×n are contained
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in the row space of H over Fq2 , where

vj =

(
1 0 . . . 0︸ ︷︷ ︸
ν′−1

α−i|j|ν
′

0 . . . 0︸ ︷︷ ︸
ν′−1

α−2i|j|ν
′

. . . α−(r+δ−2)i|j|ν
′

0 . . . 0︸ ︷︷ ︸
ν′−1

)
, j < 0,

vj =

(
1 0 . . . 0︸ ︷︷ ︸
ν′−1

αijν
′

0 . . . 0︸ ︷︷ ︸
ν′−1

α2ijν
′

. . . α(r+δ−2)ijν′ 0 . . . 0︸ ︷︷ ︸
ν′−1

)
, j ≥ 0,

j = 0,±1, . . . ,±((δ − 2)/2− 1),±(δ − 2)/2, m = 0, 1, . . . , ν′ − 1, and ν′ = n/(r + δ − 1).

Proof: The proof of this lemma is similar to Lemma 3.1, the only difference is that when n | q+ 1, the order

of q modulo n is 2, which implies that the splitting field of xn − 1 is Fq2 . Similar to Lemma 2.2, we can obtain

that for any fixed j ∈ {0,±1, . . . ,±((δ − 2)/2 − 1),±(δ − 2)/2}, all the cyclic shifts of the n-dimensional row

vectors vj of weight r + δ − 1 are contained in the row space of H over Fq2 .

We denote [αi] as the column vector in F2
q corresponding to the element αi in Fq2 , then the matrix V corresponds

to an 2(δ − 1)× n matrix over Fq . The non-zero columns correspond to an 2(δ − 1)× (r+ δ − 1) matrix V ′ over

Table II

Optimal Cyclic r-local LRCs over Fq with length n | q + 1

Conditions Consecutive zeros set D

q even, µ even;

{αi| k+µ
2
≤ i ≤ 2n−k−µ

2
}or q odd, µ even,

n odd. (b = 1)

q even, µ odd;

{αi| − n−k−µ
2

≤ i ≤ n−k−µ
2
}or q odd, µ odd,

n odd. (b = 1)

q even, µ even;

{α2i+1| − n−k−µ+1
2

≤ i ≤ n−k−µ−1
2

}or q odd, µ even,

n odd. (b = 2)

q even, µ odd;

{α2i| − n−k−µ
2

≤ i ≤ n−k−µ
2
}or q odd, µ odd,

n odd. (b = 2)

q odd, µ and ν odd,
{αi| − n−k−µ

2
≤ i ≤ n−k−µ

2
}

n even. (b = 1)

q odd, µ even,
{αi| k+µ

2
≤ i ≤ 2n−k−µ

2
}

ν odd, n even. (b = 1)

{αi| − n−k−µ
2

≤ i ≤ n−k−µ
2
}

q odd, µ and ν even,

{αi| k+µ
2
≤ i ≤ 2n−k−µ

2
}

n even. (b = 1)
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Fq: 

[1] [α−i(δ−2)/2ν
′
] [(α−i(δ−2)/2ν

′
)2] . . . [(α−i(δ−2)/2ν

′
)r+δ−2]

...
...

...
...

...

[1] [1] [1] . . . [1]
...

...
...

...
...

[1] [αi(δ−2)/2ν
′
] [(αi(δ−2)/2ν

′
)2] . . . [(αi(δ−2)/2ν

′
)r+δ−2]


Since any δ−1 columns of V ′ are linearly independent over Fq2 , any δ−1 columns of V ′ are linearly independent

over Fq . And all the cyclic shifts of the row vectors of weight r + δ − 1 in V are contained in the row space of

H over Fq2 , then the cyclic shifts of the row vectors in V partition the support of the code into disjoint subsets

of size r + δ − 1 which define the (r, δ)-local recovering sets of the symbols. Therefore we obtain the following

proposition.

Proposition 4.10: Let Fqs be the splitting field of xn − 1, where n | q + 1, let C be a cyclic code of length

n over Fq with the complete defining set Z, and let r, δ be positive integers such that (r + δ − 1) | n. Let

i0 = 0 < i1 < · · · < i(δ−2)/2 ≤ r + δ − 2 be an arithmetic progression with δ/2 items and common difference b

such that (b, n) = 1. If Z contains some cosets of the group of ν′-th roots of unity ∪mLm, where

Lm = {αi | i mod (r + δ − 1) = m}, m = i0,±i1,±i2, . . . ,±i(δ−2)/2,

then C has (r, δ)-locality.

In order to simplify the discussion, we choose b = 1 if b is odd such that (b, n) = 1, and b = 2 if b is even such

that (b, n) = 1 in the following constructions, respectively.

Construction 2: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1 and q is even. If µ = k/r is

even, consider the following sets of elements of Fq2 :

D = {α±(
n−1
2 ), α±(

n−1
2 −1), α±(

n−1
2 −2), . . . , α±(

n−1
2 −

n−k−(µ−1)(δ−1)−2
2 )},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

Then the cyclic code C with the complete defining set of zeros (∪mLm)∪D is an optimal q-ary cyclic (r, δ)-LRC.

Proof: From the construction above, we have: |D| = n − k − (µ − 1)(δ − 1), |Lm| = n/(r + δ − 1), m =

0,±1,±2, . . . ,±(δ−2)/2. Since k/r is even, n−12 −
n−k−(µ−1)(δ−1)−2

2 = k+(µ−1)(δ−1)+1
2 = k

2r (r+ δ−1)− δ−2
2 ,

which implies that

n− 1

2
− n− k − (µ− 1)(δ − 1)− 2

2
mod (r + δ − 1) = −(δ − 2)/2,

−
(
n− 1

2
− n− k − (µ− 1)(δ − 1)− 2

2

)
mod (r + δ − 1) = (δ − 2)/2.
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Then for any Lm, m = 0,±1,±2, . . . ,±(δ − 2)/2,

|Lm ∩D| =

(⌊
n− k − (µ− 1)(δ − 1)

r + δ − 1

⌋
+ 1

)
=

(⌊
n− µ(r + δ − 1) + δ − 2

r + δ − 1

⌋
+ 1

)
= ν′ − µ+ 1.

Hence, |(∪mL) ∪D| = (δ − 1)|Lm|+ |D| − (δ − 1)|Lm ∩D| = n− k, which implies that the dimension of C is

k. (r, δ)-Locality follows by Proposition 4.10 for the sets of zeros ∪Lm, and the optimality follows by the BCH

bound for the set of zeros D and the generalized Singleton-like bound (2). These complete the proof.

Example 1 below can help understand the construction above. In the rest of paper, the bold numbers in Lm

means that they lies in D.

Example 1: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 2, δ = 4, k = 12, b = 1. We have

D = {αi | i = ±14,±15,±16, . . . ,±32},

L0 = {αi | i mod 5 = 0}

= {αi | i = 0,±5,±10,±15,±20,±25,±30},

L1 = {αi | i mod 5 = 1}

= {αi | i = 1, 6, 11,16,21,26,31,−29,−24,−19,−14,−9,−4},

L−1 = {αi | i mod 5 = −1}

= {αi | i = 4, 9,14,19,24,29,−31,−26,−21,−16,−11,−6,−1}.

Then the cyclic code C with the complete defining set of zeros (L−1 ∪ L0 ∪ L1) ∪D is an optimal 64-ary cyclic

(2, 4)-LRC.

Construction 3: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q+1 and q is even. If µ = k/r is odd,

consider the following sets of elements of Fq2 :

D = {α0, α±1, α±2, . . . , α±(
n−k−(µ−1)(δ−1)−1

2 )},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

Then the cyclic code C with the complete defining set of zeros (∪mLm)∪D is an optimal q-ary cyclic (r, δ)-LRC.

Proof: Clearly, we have |D| = n−k− (µ−1)(δ−1), |Lm| = n/(r+ δ−1), m = 0,±1,±2, . . . ,±(δ−2)/2.

Since µ = k/r is odd, n−k−(µ−1)(δ−1)−12 = ν′−µ
2 (r + δ − 1) + δ−2

2 , which implies:

n− k − (µ− 1)(δ − 1)− 1

2
mod (r + δ − 1) = (δ − 2)/2;

−n− k − (µ− 1)(δ − 1)− 1

2
mod (r + δ − 1) = −(δ − 2)/2.
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Then for any Lm, m = 0,±1,±2, . . . ,±(δ − 2)/2,

|Lm ∩D| =

(⌊
n− k − (µ− 1)(δ − 1)

r + δ − 1

⌋
+ 1

)
= ν′ − µ+ 1.

Hence, |(∪mL) ∪D| = n − k, which implies that the dimension of C is k. (r, δ)-Locality follows by Proposition

4.10 for the sets of zeros ∪Lm, and the optimality follows by the BCH bound for the set of zeros D and the

generalized Singleton-like bound (2). These complete the proof.

Example 2: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 2, δ = 4, k = 14, b = 1. We have

D = {αi | i = 0,±1,±2,±3 . . . ,±16},

L0 = {αi | i mod 5 = 0}

= {αi | i = 0,±5,±10,±15,±20,±25,±30},

L1 = {αi | i mod 5 = 1}

= {αi | i = 1,6,11,16, 21, 26, 31,−29,−24,−19,−14,−9,−4},

L−1 = {αi | i mod 5 = −1}

= {αi | i = 4,9,14, 19, 24, 29,−31,−26,−21,−16,−11,−6,−1}.

Then the cyclic code C with the complete defining set of zeros (L−1 ∪ L0 ∪ L1) ∪D is an optimal 64-ary cyclic

(2, 4)-LRC.

Remark 11:

1) As mentioned previously, in Construction 2 and Construction 3, we can choose the (r, δ)-locality sets as some

cosets of the group of ν′-th roots of unity, where m = i0,±i1,±i2, . . . ,±i(δ−2)/2 and i0 = 0 < i1 < · · · <

i(δ−2)/2 ≤ r+ δ − 2 with uniform odd difference b such that (b, n) = 1, choose the consecutive zeros for D

with the same uniform difference b in the similar way as Theorem 4.1 ∼4.2 in Section IV-A,, then we can

obtain the more general constructions.

2) When δ = 2, the general construction stated above reduces to Theorem 4.1 and Theorem 4.2 in Section IV-A.

Construction 4: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1 and q is even. If µ = k/r is

even, consider the following sets of elements of Fq2 :

D = {α±1, α±3, α±5, . . . , α±(1+
n−k−(µ−1)(δ−1)−2

2 ×2)},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±2,±4, . . . ,±(δ − 2).

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

Note that 1 + n−k−(µ−1)(δ−1)−2
2 × 2 = n− k − (µ− 1)(δ − 1)− 1 = n− µ(r + δ − 1) + δ − 2, which implies

1 +
n− k − (µ− 1)(δ − 1)− 2

2
× 2 mod (r + δ − 1) = δ − 2;
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−
(
1 +

n− k − (µ− 1)(δ − 1)− 2

2
× 2

)
mod (r + δ − 1) = −(δ − 2).

The rest of the proof is similar to Construction 2.

Example 3: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 2, δ = 4, k = 16, b = 2. We have

D = {αi | i = ±1,±3,±5 . . . ,±27},

L0 = {αi | i mod 5 = 0}

= {αi | i = 0,±5,±10,±15,±20,±25,±30},

L2 = {αi | i mod 5 = 2}

= {αi | i = 2,7, 12,17, 22,27, 32,−28,−23,−18,−13,−8,−3},

L−2 = {αi | i mod 5 = −2}

= {αi | i = 3, 8,13, 18,23, 28,−32,−27,−22,−17,−12,−7,−2}.

Then the cyclic code C with the defining set of zeros (L2 ∪L0 ∪L−2)∪D is an optimal 64-ary cyclic (2, 4)-LRC.

Construction 5: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q+1 and q is even. If µ = k/r is odd,

consider the following sets of elements of Fq2 :

D = {α0, α±2, α±4, . . . , α±(
n−k−(µ−1)(δ−1)−1

2 )×2},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±2,±4, . . . ,±(δ − 2).

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof of this construction is similar to Construction 4.

Example 4: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 2, δ = 4, k = 18, b = 2. We have

D = {αi | i = 0,±2,±4,±6 . . . ,±22},

L0 = {αi | i mod 5 = 0}

= {αi | i = 0,±5,±10,±15,±20,±25,±30},

L2 = {αi | i mod 5 = 2}

= {αi | i = 2, 7,12, 17,22, 27, 32,−28,−23,−18,−13,−8,−3},

L−2 = {αi | i mod 5 = −2}

= {αi | i = 3,8, 13,18, 23, 28,−32,−27,−22,−17,−12,−7,−2}.

Then the cyclic code C with the defining set of zeros (L2 ∪L0 ∪L−2)∪D is an optimal 64-ary cyclic (2, 4)-LRC.

Remark 12:

1) As mentioned previously, in Construction 4 and Construction 5, we can choose the (r, δ)-locality sets as some

cosets of the group of ν′-th roots of unity, where m = i0,±i1,±i2, . . . ,±i(δ−2)/2 and i0 = 0 < i1 < · · · <

i(δ−2)/2 ≤ r + δ − 2 with uniform even difference b such that (b, n) = 1, choose the consecutive zeros for
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D with the same uniform difference b in the similar way as Theorem 4.3 ∼4.4 in Section IV-A, then we can

obtain the more general constructions.

2) When δ = 2, the general constructions stated above reduce to Theorem 4.3 and Theorem 4.4 in Section IV-A.

Construction 6: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1, q is odd and n is even. If

µ = k/r and ν′ are odd, consider the following sets of elements of Fq2 :

D = {α0, α±1, α±2, . . . , α±(
n−k−(µ−1)(δ−1)−1

2 )},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof of this construction is similar to Construction 3.

Example 5: Let n = q + 1 = 72 + 1 = 50 = 10× 5, r = 5, δ = 6, k = 15, b = 1. We have

D = {αi | i = 0,±1,±2,±3 . . . ,±12},

L0 = {αi | i mod 10 = 0}

= {αi | i = 0,±10,±20},

L1 = {αi | i mod 10 = 1}

= {αi | i = 1,11, 21,−19− 9},

L−1 = {αi | i mod 10 = −1}

= {αi | i = 9, 19,−21,−11,−1},

L2 = {αi | i mod 10 = 2}

= {αi | i = 2,12, 22,−18− 8},

L−2 = {αi | i mod 10 = −2}

= {αi | i = 8, 18,−22,−12,−2}.

Then the cyclic code C with the defining set of zeros (L−2 ∪L−1 ∪L0 ∪L1 ∪L2)∪D is an optimal 49-ary cyclic

(5, 6)-LRC.

Construction 7: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1, q is odd and n is even. If

µ = k/r is even, ν′ is odd, consider the following sets of elements of Fq2 :

D = {αn
2 , α±(

n
2−1), α±(

n
2−2), . . . , α±(

n
2−(

n−k−(µ−1)(δ−1)−1
2 ))},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof of this construction is similar to Construction 2.
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Example 6: Let n = q + 1 = 72 + 1 = 50 = 10× 5, r = 7, δ = 4, k = 28, b = 1. We have

D = {αi | i = ±19,±20,±21 . . . ,±24, 25},

L0 = {αi | i mod 10 = 0}

= {αi | i = 0,±10,±20},

L1 = {αi | i mod 10 = 1}

= {αi | i = 1, 11,21,−19,−9},

L−1 = {αi | i mod 10 = −1}

= {αi | i = 9,19,−21,−11,−1}.

Then the cyclic code C with the defining set of zeros (L1 ∪L0 ∪L−1)∪D is an optimal 49-ary cyclic (7, 4)-LRC.

Construction 8: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1 , q is odd and n is even. If k,

µ = k/r and ν′ are even, consider the following sets of elements of Fq2 :

D = {α0, α±1, α±2, . . . , α±(
n−k−(µ−1)(δ−1)−1

2 )},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

or D = {αn
2 , α±(

n
2−1), α±(

n
2−2), . . . , α±(

n
2−(

n−k−(µ−1)(δ−1)−1
2 ))},

Lm = {αi | i mod (r + δ − 1) = m},m = 0,±1,±2, . . . ,±(δ − 2)/2.

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof is similar to Construction 2 and Construction 3.

Example 7: Let n = q + 1 = 33 + 1 = 28 = 7× 4, r = 4, δ = 4, k = 8, b = 1. We have

D = {αi | i = 0,±1,±2,±3 . . . ,±8},

L0 = {αi | i mod 7 = 0}

= {αi | i = 0,±7, 14},

L1 = {αi | i mod 7 = 1}

= {αi | i = 1,8,−13,−6},

L−1 = {αi | i mod 7 = −1}

= {αi | i = 6, 13,−8,−1}.

Then the cyclic code C with the defining set of zeros (L1 ∪L0 ∪L−1)∪D is an optimal 27-ary cyclic (4, 4)-LRC.
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Example 8: Let n = q + 1 = 33 + 1 = 28 = 7× 4, r = 4, δ = 4, k = 8, b = 1. We have

D = {αi | i = ±6,±7,±8 . . . ,±13, 14},

L0 = {αi | i mod 7 = 0}

= {αi | i = 0,±7,14},

L1 = {αi | i mod 7 = 1}

= {αi | i = 1,8,−13,−6},

L−1 = {αi | i mod 7 = −1}

= {αi | i = 6,13,−8,−1}.

Then the cyclic code C with the defining set of zeros (L1 ∪L0 ∪L−1)∪D is an optimal 27-ary cyclic (4, 4)-LRC.

Remark 13:

1) As mentioned previously, in Construction 6 ∼ Construction 8, we can choose the (r, δ)-locality sets as some

cosets of the group of ν′-th roots of unity, where m = i0,±i1,±i2, . . . ,±i(δ−2)/2 and i0 = 0 < i1 < · · · <

i(δ−2)/2 ≤ r+ δ− 2 with common odd difference b such that (b, n) = 1, choose the consecutive zeros for D

with the uniform difference b in the similar way as Theorem 4.5 ∼4.7 in Section IV-A, then we can obtain

the more general constructions.

2) When δ = 2, the general constructions stated above reduce to Theorem 4.5 ∼ 4.7 in Section IV-A.

Based on the above constructions, it is not difficult to obtain the following generalization.

Theorem 4.11: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q+1 and q is odd. Let b be an positive

integer such that (b, n) = 1, and i0 = 0 < i1 < · · · < i(δ−2)/2 ≤ r + δ − 2 with uniform difference b.

1) If n is odd, we can obtain optimal cyclic (r, δ)-LRCs as Construction 2∼ Construction 5 ;

2) If n is even, we can obtain optimal cyclic (r, δ)-LRCs as Construction 6∼ Construction 8.

2) Optimal cyclic (r, δ)-LRCs with odd δ: Based on the (∪mLm)∪D construction and odd δ, we have to choose

pairs of (r, δ)-locality sets L±m except L0, which means b is even. For simplicity, we choose b = 2 such that

(b, n) = 1 in the following constructions.

Construction 9: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q+1 and q is even. If µ = k/r is odd,

consider the following sets of elements of Fq2 :

D = {α±1, α±3, α±5, . . . , α±(1+
n−k−(µ−1)(δ−1)−2

2 ×2)},

Lm = {αi | i mod (r + δ − 1) = m},m = ±1,±3,±5, . . . ,±(δ − 2).

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof of this construction is similar to Construction 4.
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Example 9: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 3, δ = 3, k = 21, b = 2. We have

D = {αi | i = ±1,±3,±5 . . . ,±31},

L1 = {αi | i mod 5 = 1}

= {αi | i = 1, 6,11, 16,21, 26,31,−29,−24,−19,−14,−9,−4},

L−1 = {αi | i mod 5 = 1}

= {αi | i = 4,9, 14,19, 24,29,−31,−26,−21,−16,−11,−6,−1}.

Then the cyclic code C with the defining set of zeros (L1 ∪ L−1) ∪D is an optimal 64-ary cyclic (3, 3)-LRC.

Construction 10: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q + 1 and q is even. If µ = k/r is

even, consider the following sets of elements of Fq2 :

D = {α0, α±2, α±4, . . . , α±(
n−k−(µ−1)(δ−1)−1

2 )×2},

Lm = {αi | i mod (r + δ − 1) = m},m = ±1,±3,±5, . . . ,±(δ − 2).

Then the cyclic code C with the defining set of zeros (∪mLm) ∪D is an optimal q-ary cyclic (r, δ)-LRC.

The proof of this construction is similar to Construction 5.

Remark 14: As mentioned previously, in Construction 9 ∼ Construction 10, we can choose the (r, δ)-locality

sets as some cosets of the group of ν′-th roots of unity, where m = ±i1,±i2, . . . ,±i(δ−1)/2 and 0 < i1 = b/2 <

i2 < · · · < i(δ−1)/2 ≤ r + δ − 2 with uniform even difference b such that (b, n) = 1, choose the consecutive zeros

for D with the same common difference b in the similar way, then we can obtain the more general constructions.

Example 10: Let n = q + 1 = 26 + 1 = 65 = 5× 13, r = 3, δ = 3, k = 24, b = 2. We have

D = {αi | i = 0,±2,±4,±6 . . . ,±26},

L1 = {αi | i mod 5 = 1}

= {αi | i = 1,6, 11,16, 21,26, 31,−29,−24,−19,−14,−9,−4},

L−1 = {αi | i mod 5 = 1}

= {αi | i = 4, 9,14, 19,24, 29,−31,−26,−21,−16,−11,−6,−1}.

Then the cyclic code C with the defining set of zeros (L1 ∪ L−1) ∪D is an optimal 64-ary cyclic (3, 3)-LRC.

Based on the above two constructions, it is not difficult to obtain the following generalization.

Theorem 4.12: Let α ∈ Fq2 be a primitive n-th root of unity, where n | q+1 and q is odd. Let b be an positive

even integer such that (b, n) = 1, and 0 < i1 = b/2 < i2 < · · · < i(δ−1)/2 ≤ r + δ − 2 with uniform difference b.

If n is odd, we can obtain optimal cyclic (r, δ)-LRCs as Construction 9∼ Construction 10.

V. CONCLUSION

In this paper, we have studied the constructions of optimal cyclic (r, δ)-LRCs which meet the generalized

Singleton-like bound (2). Inspired by works of Tamo, Barg, Goparaju and Calderbank [11], we firstly generalize
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their cyclic Reed-Solomon-like r-local LRCs to the cases of (r, δ)-LRCs (δ ≥ 2), and obtain a class of optimal

q-ary cyclic (r, δ)-LRCs (δ ≥ 2) with lengths n | q−1. Then, based on the Berlekamp-Justesen codes, we construct

a new class of optimal q-ary cyclic r-local LRCs with lengths n | q + 1 and a new class of optimal q-ary cyclic

(r, δ)-LRCs (δ ≥ 2) with lengths n | q + 1. The proposed optimal cyclic LRCs with lengths n | q + 1 exist only

for certain parameters (see Table II and Table III), it is interesting to study whether the constructions for other

parameters exist or not. Related to the famous MDS conjecture [30], one could also consider the following problem:

for given q, k, r and δ, find the largest value of n for which there exist q-ary optimal cyclic (r, δ)-LRCs with length

n. The results of this paper give a step forward. Future works might also include finding more optimal cyclic LRCs

with respect to other bounds, e.g., ones given in [19], [21], [23].

Table III

Optimal Cyclic (r, δ) LRCs over Fq with length n | q + 1

δ Conditions Consecutive zeros set D (r, δ)-locality sets Lm

q even, µ even;

{αi| k+(µ−1)(δ−1)+1
2

≤ i ≤ 2n−k−(µ−1)(δ−1)−1
2

}
m = 0,±1,±2,

or q odd, µ even,

n odd. (b = 1) . . . ,±(δ − 2)/2

q even, µ odd;

{αi| − n−k−(µ−1)(δ−1)−1
2

≤ i ≤ n−k−(µ−1)(δ−1)−1
2

}
m = 0,±1,±2,

or q odd, µ odd,

n odd. (b = 1) . . . ,±(δ − 2)/2

q even, µ even;

{α2i+1| − n−k−(µ−1)(δ−1)
2

≤ i ≤ n−k−(µ−1)(δ−1)−2
2

} m = 0,±2,±4,or q odd, µ even,

n odd. (b = 2) . . . ,±(δ − 2)

even

q even, µ odd;

{α2i| − n−k−(µ−1)(δ−1)−1
2

≤ i ≤ n−k−(µ−1)(δ−1)−1
2

} m = 0,±2,±4,or q odd, µ odd,

n odd. (b = 2) . . . ,±(δ − 2)

q odd, µ and ν′ odd,
{αi| − n−k−(µ−1)(δ−1)−1

2
≤ i ≤ n−k−(µ−1)(δ−1)−1

2
} m = 0,±1,±2,

n even. (b = 1) . . . ,±(δ − 2)/2

q odd, µ even,
{αi| k+(µ−1)(δ−1)+1

2
≤ i ≤ 2n−k−(µ−1)(δ−1)−1

2
} m = 0,±1,±2,

ν′ odd, n even. (b = 1) . . . ,±(δ − 2)/2

{αi| − n−k−(µ−1)(δ−1)−1
2

≤ i ≤ n−k−(µ−1)(δ−1)−1
2

} m = 0,±1,±2,
q odd, µ and ν′ even,

{αi| k+(µ−1)(δ−1)+1
2

≤ i ≤ 2n−k−(µ−1)(δ−1)−1
2

} . . . ,±(δ − 2)/2
n even. (b = 1)

q even, µ odd;

{α2i+1| − n−k−(µ−1)(δ−1)
2

≤ i ≤ n−k−(µ−1)(δ−1)−2
2

}
m = ±1,±3,±5,

or q odd, µ odd,

n odd. (b = 2) . . . ,±(δ − 2)

odd q even, µ even;

{α2i| − n−k−(µ−1)(δ−1)−1
2

≤ i ≤ n−k−(µ−1)(δ−1)−1
2

} m = ±1,±3,±5,or q odd, µ even,

n odd. (b = 2) . . . ,±(δ − 2)
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