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Vector Network Coding Based on Subspace Codes

Outperforms Scalar Linear Network Coding

Tuvi Etzion, Fellow, IEEE, Antonia Wachter-Zeh, Member, IEEE

Abstract—This paper considers vector network coding solu-
tions based on rank-metric codes and subspace codes. The main
result of this paper is that vector solutions can significantly reduce
the required alphabet size compared to the optimal scalar linear
solution for the same multicast network. The multicast networks
considered in this paper have one source with h messages, and the
vector solution is over a field of size q with vectors of length t.
For a given network, let the smallest field size for which the
network has a scalar linear solution be qs, then the gap in the
alphabet size between the vector solution and the scalar linear
solution is defined to be qs−qt. In this contribution, the achieved

gap is q(h−2)t2/h+o(t) for any q ≥ 2 and any even h ≥ 4. If
h ≥ 5 is odd, then the achieved gap of the alphabet size is

q(h−3)t2/(h−1)+o(t). Previously, only a gap of size size one had
been shown for networks with a very large number of messages.
These results imply the same gap of the alphabet size between the
optimal scalar linear and some scalar nonlinear network coding
solution for multicast networks. For three messages, we also show

an advantage of vector network coding, while for two messages
the problem remains open. Several networks are considered, all
of them are generalizations and modifications of the well-known
combination networks. The vector network codes that are used
as solutions for those networks are based on subspace codes,
particularly subspace codes obtained from rank-metric codes.
Some of these codes form a new family of subspace codes, which
poses a new research problem.

Index Terms—alphabet size, combination networks, multicast
networks, rank-metric codes, scalar network coding, subspace
codes, vector network coding.

I. INTRODUCTION

Network coding has been attracting increasing attention over

the last fifteen years. The trigger for this interest was Ahlswede

et al.’s seminal paper [1], which revealed that network coding

increases the throughput compared to simple routing. This gain

is achieved since in network coding, the nodes are allowed to

forward a function of their received packets, while in routing
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packets can only be forwarded. The network coding problem

can be formulated as follows: given a network with a set of

sources (where each one has a set of messages), for each

edge find a function of the packets received at the starting

node of the edge, such that each receiver can recover all

its requested information from its received packets. Such an

assignment of a function to each edge is called a solution for

the network. Therefore, the received packets on an edge can

be expressed as functions of the messages of the sources. If

these functions are linear, we obtain a linear network coding

solution, else we speak about a nonlinear solution. In linear

network coding, each linear function on an edge consists of

coding coefficients for each incoming packet. If the coding

coefficients and the packets are scalars, it is called a scalar

network coding solution. A network which has a solution is

called a solvable network. Throughout this paper, we use the

short-hand terms scalar linear solution and scalar nonlinear

solution. In [27], Kötter and Médard provided an algebraic

formulation for the linear network coding problem and its

scalar solvability.

Vector network coding as part of fractional network coding

was mentioned in [2]. A solution of the network is called

an (s, t) fractional vector network coding solution, if the

edges transmit vectors of length t, but the message vectors

are of length s ≤ t. The case s = t = 1 corresponds to a

scalar solution. Ebrahimi and Fragouli [11] have extended the

algebraic approach from [27] to vector network coding. Here,

all packets are vectors of length t and the coding coefficients

are matrices. A set of t × t coding matrices for which all

receivers can recover their requested information, is called a

vector network coding solution (henceforth, it will be called

vector solution). Notice that vector operations imply linearity

over vectors; therefore, a vector solution is always a (vector)

linear solution. In terms of the achievable rate, vector network

coding outperforms scalar linear network coding [10], [35].

In [35], an example of a network which is not scalar linear

solvable but is solvable by vector routing was shown. A

generalization was given in [5]: Das and Rai proved that there

exists a network with a vector linear solution of dimension m

but with no vector linear solution over any finite field when

the dimension is less than m. Furthermore, in [8] it was

shown that not every solvable network has a vector solution.

In particular, it is shown that there exists a network which

has a nonlinear solution yet has no vector solutions over any

finite field and any vector dimension. The hardness of finding

a capacity achieving vector solution for a general instance of

the network coding problem is proven in [30]. Recently, in [4],

Connelly and Zeger have shown that in some cases, there exist

networks with scalar linear solutions over some commutative

http://arxiv.org/abs/1512.06352v5
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ring but not over the field of the same size. In [3], it was proven

that there exist networks with scalar linear solutions over some

non-commutative ring, but not over any commutative ring, and

such networks have vector linear solutions over a field but no

scalar linear solutions over any field.

The alphabet size of the network coding solution is an

important parameter that directly influences the complexity of

the calculations at the network nodes and edges. In practical

applications, it is usually desired to work over small binary

finite fields in order to represent bits and bytes. The minimum

required alphabet size has been a subject for comprehensive

research throughout the last fifteen years of research on

network coding, cf. Langberg’s and Sprintson’s tutorial [29].

Throughout this paper, we consider only (single source)

multicast networks. A recent survey on the fundamental

properties of network coding for multicast networks can be

found in [20]. A multicast network has one source with h

messages and all receivers want to receive all the h messages

simultaneously. Notice that such a network is equivalent to

a network with h sources, where each source transmits one

message. Li, Yeung, Cai proved that any multicast network

is solvable over every sufficiently large field [32]. Jaggi et

al. [25] have shown a deterministic algorithm for finding a

scalar linear solution for multicast networks whose field size is

the least prime power that is at least the number of receivers N .

The algorithm from [28] reduces the complexity to find such a

solution for the network. Lehmann and Lehmann [31] proved

that there are networks where the linear and nonlinear scalar

solutions both require a field of size in the order of
√
N . In

general, finding the minimum required field size of a (linear or

nonlinear) scalar network code for a certain multicast network

is NP-complete [31].

For a given network, a vector solution can be transformed

into a nonlinear scalar solution. Dougherty et al. have inves-

tigated in [9] several differences between scalar linear and

scalar nonlinear solutions. For example, they showed that for

any integer h ≥ 3, there exists a multicast network with h

messages that has a binary nonlinear solution, but no binary

linear solution. Further, they also showed that a network that

has a scalar solution over some alphabet might not have a

scalar solution over a larger alphabet (which might not be a

finite field). In [43], two multicast networks were given: one

of which is solvable over the finite field F7 but not over F8,

and one of which is solvable over F16 but not over F17. They

provided the so-called Swirl network which is linearly solvable

over F5 but not over any F2m , where 2m ≤ h+2 and 2m − 1
is a Mersenne prime.

In a scalar linear solution, each coding coefficient can be

chosen from qs values (if the solution is over a field of

size qs). In vector network coding over a field of size q and

dimension t, each coefficient is a t×t matrix and can be chosen

from qt
2

possibilities. Therefore, vector network coding offers

more freedom in choosing the coding coefficients than does

scalar linear coding for equivalent alphabet sizes, and a smaller

alphabet size might be achievable [11].

This paper considers a widely studied family of networks,

the combination networks, and several generalizations and

modifications of them. We analyze the scalar linear and vector

solutions of these networks. The proposed vector solutions

are based on rank-metric codes and subspace codes. The main

result of our paper is that for several of the analyzed networks,

our vector solutions significantly reduce the required alphabet

size. In one subfamily of these networks, the scalar linear

solution requires a field size qs = q(h−2)t2/h+o(t), for even

h ≥ 4, where h denotes the number of messages, while we

provide a vector solution of field size q and dimension t. Such

a vector solution has the same alphabet size as a scalar solution

of field size qt, and we denote qv , qt. Therefore, the achieved

gap between the alphabet size of the optimal scalar linear

solution and our vector solution is q(h−2)t2/h+o(t) for any even

h ≥ 4. Notice that throughout this paper whenever we refer to

such a gap, we mean the difference between the smallest field

(alphabet) size for which a scalar linear solution exists and

the smallest alphabet size for which we can construct a vector

solution, i.e., the gap is qs − qv . For odd h ≥ 5, the achieved

gap is q(h−3)t2/(h−1)+o(t). To our knowledge, so far Sun et

al. [41], [42] has been the only work which presents such a

gap but only of size one. We improve significantly upon [41].

Further, the network of [41] has a large number of messages,

whereas our results are based on simple networks and hold

for any number of messages h ≥ 4. For three messages and

certain parameters, we provide a network in which the vector

solution outperforms the optimal scalar linear solution but with

a smaller gap. For two messages, the problem is open, and

we conjecture that there is no advantage in the alphabet size

when vector network coding is used. Finally, in the framework

of [11], the coding matrices for the vector solutions have to be

commutative, while in our solutions they are not necessarily

commutative.

The rest of this paper is structured as follows. Section II

provides notations and definitions of finite fields, network

coding, and discusses rank-metric codes and subspaces codes.

Section III considers combination networks and derives their

optimal scalar linear solutions and vector solutions based

on rank-metric codes. Although our vector solutions do not

provide an improvement in terms of the alphabet size for

the unmodified combination networks, it helps to understand

the principle of our vector solutions. Section IV gives an

overview of the generalized combination networks for which a

reduction in the alphabet size will be shown. In Section V, we

present scalar linear and vector solutions for some generalized

combination networks with additional direct links from the

source to each receiver. Further, the nodes in these networks

are connected via parallel links. The vector solutions for these

networks are based on rank-metric codes, and the required

alphabet size is significantly reduced. In particular, the largest

achieved gap between scalar and vector network coding is

q(h−2)t2/h+o(t) for any even integer h ≥ 4. In Section VI,

we show that the constructions, which are based on rank-

metric codes, can be seen as constructions based on sub-

space codes. Moreover, using subspace codes, some results

can be improved. Section VII analyzes and compares more

generalized combination networks and the achieved gap in

the alphabet size of the optimal scalar linear solutions and

our vector solutions. The vector solutions for these networks

are based on subspaces codes. In particular, a gap between
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scalar and vector network coding of size q(h−3)t2/(h−1)+o(t)

is obtained for any odd integer h ≥ 5 messages. A network

where the vector solution also improves the alphabet size

compared to the optimal scalar solution for h = 3 messages is

shown in Section VIII. This network, as well as other similar

networks, poses a new interesting problem related to subspace

codes. Finally, concluding remarks are given in Section IX,

and several open problems for future research are outlined.

II. PRELIMINARIES

A. Finite Fields

Let q be a power of a prime, Fq denote the finite field of

order q, and Fqm its extension field of order qm. We use Fm×n
q

for the set of all m × n matrices over Fq. Let Is denote

the s × s identity matrix and 0s the s × s all-zero matrix.

The triple [n, k, d]q denotes a linear code over Fq of length n,

dimension k, and minimum Hamming distance d. Let Fq[x]
denote the ring of polynomials with coefficients in Fq.

B. Network Coding

A network will be modeled as a finite directed acyclic multi-

graph, with a set of source nodes and a set R = {R1, . . . , RN}
of N receivers. The sources have sets of disjoint messages,

which are symbols or vectors over a given finite field. To unify

the description, we refer to packets for both cases, symbols and

vectors. Each receiver demands (requests) a subset of the h

messages. Each edge in the network has unit capacity, and it

carries a packet which is either a symbol from Fqs (in scalar

network coding) or a vector of length t over Fq (in vector

network coding). Note that the assumption of unit capacity

does not restrict the considered networks, since edges of larger

capacity can be represented by multiple parallel edges of unit

capacity. The incoming and outgoing edges of a node V are

denoted by In(V ) and Out(V ), respectively.

A network code is a set of functions of the packets on the

edges of the network. For a source S, the edges in Out(S)
carry functions of the messages of S. For any vertex V ,

which is not a source or a receiver, the edges in Out(V )
carry functions of the packets on the edges of In(V ). The

network code is called linear if all the functions are linear,

and nonlinear otherwise. A network code is a solution for the

network if each receiver can reconstruct its requested messages

from the packets on its incoming edges. Such a network is

called solvable. The network code is called a scalar network

code if the packets are scalars from Fqs and thus, each edge

carries a scalar from Fqs . The network code is called a vector

network code if the packets are vectors and each edge carries

a vector of length t with entries from a field Fq .

A (single source) multicast network is a network with

exactly one source, where all receivers demand all the h

messages simultaneously. This is possible if there exist h

edge disjoint paths from the source to each receiver. This is

equivalent to saying that the min-cut between the source and

each receiver is at least h, where the min-cut is the minimum

number of edges that have to be deleted to disconnect all

sources from the receiver. The network coding max-flow/min-

cut theorem for multicast networks states that the maximum

number of messages transmitted from the source to each

receiver is equal to the smallest min-cut between the source

and any receiver [1]. In the sequel, we will only write network

instead of multicast network since this paper considers only

multicast networks.

To formalize this description, let x1, . . . , xh denote the h

source messages for scalar linear network coding. Each edge E

in Out(V ), for any given vertex V , builds a linear combination

of the symbols obtained from In(V ). The coefficient vector

of such a linear combination is called the local coding vector.

Clearly, from all the functions on the paths leading to V ,

the packet of E can be written as a linear combination of

the h messages. The coefficients of this linear combination are

called the global coding vector. Each receiver finally obtains

several linear combinations of the h message symbols (its

global coding vectors). Thus, any receiver Rj , j ∈ {1, . . . , N},

has to solve the following linear system of equations:






y1
...

yk






= Aj ·







x1

...

xh






,

where k = |In(Rj)|, and Aj is a k × h transfer matrix

which contains the global coding vectors on the edges of

In(Rj), and the symbols on In(Rj) are {y1, . . . , yk}. In

scalar linear network coding, we therefore want to find edge

coefficients such that the matrix Aj has full rank for every

j = 1, . . . , N . These coefficients should have field size qs as

small as possible.

In vector network coding, the edges transmit vectors, and

therefore, the coding coefficients at each node are matrices. A

vector solution is said to have dimension t over a field of size q

if all these vectors are over a field of size q and have length t,

where qv = qt. Let x1, . . . ,xh denote h source messages

which are now vectors of length t. Then, any receiver Rj has

to solve the following linear system of equations:






y1

...

yk






= Aj ·







x1

...

xh






,

where k = |In(Rj)|, and Aj is a (kt)× (ht) transfer matrix

which contains the global coding vectors (vectors whose

entries are matrices) on the edges of In(Rj), and the vectors

on In(Rj) are {y1, . . . ,yk}. In vector network coding, we

therefore want to find edge coefficients (which are matrices)

such that the matrix Aj has full rank for each j = 1, . . . , N
and such that qv = qt is minimized.

When we want to compare scalar linear and vector network

coding, the solutions are equivalent with respect to the alpha-

bet size when qs = qv.

C. Rank-Metric Codes

Codewords of rank-metric codes will be used in some of our

constructions as coding coefficients for vector solutions. Let

rk(A) be the rank of a matrix A ∈ Fm×n
q . The rank distance

between A,B ∈ Fm×n
q is defined by dR(A,B) , rk(A−B).

A linear [m×n, k, δ]Rq rank-metric code C is a k-dimensional
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subspace of Fm×n
q . It consists of qk matrices of size m × n

over Fq with minimum rank distance:

δ , min
A∈C,A6=0

{

rk(A)
}

.

The Singleton-like upper bound for rank-metric codes [6],

[21], [38] implies that for any [m×n, k, δ]Rq code, we have that

k ≤ max{m,n}(min{n,m}− δ+1). Codes which attain this

bound with equality are known for all feasible parameters [6],

[21], [38]. They are called maximum rank distance (MRD)

codes and denoted by MRD[m× n, δ]q.

Let C be the companion matrix of a primitive poly-

nomial of degree t over Fq. The set of matrices Dt =

{0t, It,C,C2, . . . ,Cqt−2} forms an MRD[t × t, t]q code

of qt pairwise commutative matrices (see [33], [38]).

Theorem 1 Let Dt , {0t, It,C,C2, . . . ,Cqt−2}, where C

is a companion matrix:

C =















0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

0 0 0 . . . 0 1
−p0 −p1 −p2 . . . −pt−2 −pt−1,















,

and p(x) = p0+p1x+· · ·+pt−2x
t−2+pt−1x

t−1+xt ∈ Fq[x]
is a primitive polynomial. Then, Dt is an MRD[t×t, t]q code.

The set of matrices Dt and the finite field Fqt are isomor-

phic. In particular, if α is a root of the primitive polynomial

p(x), then αi · αj can be implemented by multiplying the

corresponding two matrices Ci · Cj = Ci+j , where C is

the companion matrix based on p(x). Similarly, αi + αj

corresponds to Ci + Cj . Notice that C0 = Cqt−1 = It.

This property will be needed later in our constructions. These

matrices are very useful when we design a vector network

code for the combination networks (see Section III).

Moreover, to prove that any network (multicast or non-

multicast) has a vector solution of dimension t over Fq if there

exists a scalar linear solution over Fqt , we can simply replace

any coefficient αs by Cs. Due to the isomorphism, addition

and multiplication can be done in matrix representation as

well. Further, the matrices of the code Dt are useful in encod-

ing and decoding used in the network. Instead of computing

in the field Fqt , we can use the related matrices of the code to

obtain the vector solution and translate it to the scalar solution

only at the receivers.

D. Subspace Codes

In our constructions of vector network codes, the global

coding vector consists of h matrices from Ft×t
q . These h

matrices can be appended together to form a t× (ht) matrix

which is a basis for a subspace of Fht
q whose dimension is at

most t. In the sequel of the paper, we will see that if we use

a set of subspaces spanned by such matrices with additional

properties, then they can be used as our coding coefficients.

Let 〈A〉 denote the space spanned by the rows of a

matrix A. Similarly, for k vectors a1, . . . , ak, let 〈a1, . . . , ak〉
denote the space spanned by these vectors. The Grassmannian

of dimension k is denoted by Gq(n, k) and is the set of

all subspaces of F
n
q of dimension k ≤ n. The cardinality

of Gq(n, k) is the well-known q-binomial (also known as

Gaussian coefficient):

∣

∣Gq(n, k)
∣

∣ =

[

n

k

]

q

,

k−1
∏

i=0

qn − qi

qk − qi
,

where qk(n−k) ≤
[

n
k

]

q
< 4qk(n−k). The set of all subspaces

of Fn
q is called the projective space of order n and is denoted

by Pq(n), i.e., Pq(n) =
⋃n

k=0 Gq(n, k). For two subspaces

U ,V ∈ Pq(n), let U + V denote the smallest subspace

containing the union of U ∈ Pq(n) and V ∈ Pq(n). The

subspace distance between U ∈ Pq(n) and V ∈ Pq(n) is

defined by ds(U ,V) , 2 dim(U + V) − dim(U) − dim(V).
A subspace code is a set of subspaces; if the subspaces in

the subspace code have the same dimension, then the code

is called a constant dimension code or a Grassmannian code.

These codes were considered for error-correction in random

linear network coding [26]. Bounds on the sizes of such codes

and properties which are relevant for our discussion can be

found in [12], [14], [15], [17]. Let Aq(n, k, d) denote the

maximum cardinality of a constant dimension code in Gq(n, k)
with minimum subspace distance d. The following bounds can

be found in [15], [26].

Theorem 2 For δ > 1,

q(n−k)(k−δ+1) ≤ Aq(n, k, 2δ) ≤ 2q(n−k)(k−δ+1),

and for δ = 1

q(n−k)k ≤ Aq(n, k, 2) =

[

n

k

]

q

≤ 4q(n−k)k.

III. THE COMBINATION NETWORKS

The Nh,r,s combination network (where s ≥ h) is shown

in Fig. 1 (see also [37]). The network has three layers: the

first layer consists of a source with h messages. The source

transmits r packets to the r nodes of the middle layer. Any s

nodes in the middle layer are connected to a receiver, and

each one of the
(

r
s

)

receivers demands all the h messages.

For vector coding, the messages x1, . . . ,xh are vectors of

length t, and for scalar coding, the messages are scalars,

denoted by x1, . . . , xh. In a combination network, the local

and the global coding vectors are the same, and therefore, we

will not distinguish between the two. Next, we consider the

case where s = h.

A. Scalar Solution

The Nh,r,h combination network has a scalar linear solution

of field size qs if and only if an [r, h, d = r − h+ 1]qs MDS

code exists [37]. From the known theory on MDS codes [34,

pp. 317–331] it is known that such a code exists for every

prime power qs such that qs ≥ r− 1. The only exceptions are

when h ∈ {3, qs − 1} and qs is a power of two, where such a

code exists for every prime power qs such that qs ≥ r − 2 [34,

p. 328]. The symbols transmitted to and from each node in

the middle layer form together a codeword of the MDS code
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x1, . . . ,xh

. . . r nodes

s edges

(

r
s

)

receivers

. . .

Fig. 1. The Nh,r,s combination network: it has an edge from

the source to each of the r nodes in the middle layer. Each of

the
(

r
s

)

receivers is connected to a unique set of s middle-layer

nodes and demands all of the messages x1, . . . ,xh.

(encoded from the h message symbols), and each receiver

obtains h symbols. Each receiver can correct r − h erasures

and therefore can reconstruct the h message symbols.

Corollary 1 If h = 3 and r − 2 is a power of two, let q∗ =
r−2, else let q∗ = r−1. For the Nh,r,h combination network,

a scalar linear solution of field size qs exists if and only if

qs ≥ q∗.

B. Vector Solution

In the sequel, we present a vector solution based on MRD

codes for the Nh,r,h combination network. The case h = 2
was solved similarly in [41]. Our construction uses the isomor-

phism between the field Fqt and the powers of the companion

matrix, i.e., the set Dt (Theorem 1). This isomorphism leads

to the following theorem.

Theorem 3 Let α ∈ Fqt be a root of the primitive polynomial

p(x) of Fqt . Let M ∈ F
ℓ×ℓ
qt be an arbitrary matrix. Define the

block matrix M′ ∈ F
(ℓt)×(ℓt)
q by replacing each entry of M as

follows: if Mij = αk, k ∈ {0, . . . , qt − 2}, replace it by Ck

for all i, j = 1, . . . , ℓ, where C denotes the companion matrix

based on p(x). If Mij = 0, then replace it by 0t.

Any set of λ linearly independent columns of M is linearly

independent over Fqt if and only if the columns of the related

λ blocks of columns in M′ are linearly independent over Fq.

Proof: Denote by Mλ a full-rank ℓ× ℓ submatrix of M.

Define a corresponding (ℓt) × (ℓt) matrix M′
λ over Fq by

replacing αk by Ck and 0 by 0t. Clearly, the determinant of

Mλ is a function of its entries Mλ,ij , i, j = 1, . . . , ℓ. The

determinant of M′
λ has the same form as det(Mλ), with the

only difference that each Mλ,ij = αk is replaced by Ck (and

if Mλ,ij = 0, it is replaced by 0t). Thus, det(M′
λ) is non-zero

if and only if det(Mλ) is non-zero and the difference and the

product of any two distinct matrices Ci and Cj (where at least

one of them is non-zero) has full rank. The second property is

true since the powers of the companion matrix form a full-rank

MRD code, see Theorem 1, and hence, the statement follows.

The following corollary considers block Vandermonde ma-

trices which will be used for our vector solution. Recall that

It = Cqt−1 ∈ Dt.

Corollary 2 Let Dt be the MRD[t × t, t]q code defined by

the companion matrix C (Theorem 1). Let Ci, i = 1, . . . , h,

be distinct codewords of Dt. Define the following (ht)× (ht)
block matrix:

M =











It C1 C2
1 . . . Ch−1

1

It C2 C2
2 . . . Ch−1

2
...

...
...

. . .
...

It Ch C2
h . . . Ch−1

h











.

Then, any (ht) × (ℓt) submatrix consisting of hℓ blocks of

consecutive columns has full rank ℓt, for any ℓ = 1, . . . , h.

Note that the blocks of rows do not have to consecutive, but a

block has to be included with all its t rows in the submatrix.

Based on this corollary, we can now provide a vector

network code.

Construction 1 Let Dt = {C1,C2, . . . ,Cqt} be the

MRD[t × t, t]q code defined by the companion matrix C

(Theorem 1) and let r ≤ qt + 1. Consider the Nh,r,h com-

bination network with message vectors x1, . . . ,xh. One node

from the middle layer receives and transmits yr = xh and the

other r − 1 nodes of the middle layer receive and transmit

yi =
(

It Ci C
2
i . . . Ch−1

i

)

·
(

x1 x2 . . . xh

)T ∈ Ft
q, for

i = 1, . . . , r − 1.

The matrices It,Ci,C
2
i , . . . ,C

h−1
i , i = 1, . . . , r − 1, are the

coding coefficients of the incoming and outgoing edges of

node i in the middle layer.

Theorem 4 Construction 1 provides a vector linear solution

of field size q and dimension t to the Nh,qt+1,h combination

network, i.e., x1, . . . ,xh can be reconstructed at all receivers.

Proof: Each receiver obtains h vectors and has to solve

one of the following two systems of linear equations:











yi1
...

yih−1

yih











=











It Ci1 C2
i1 . . . Ch−1

i1

It Ci2 C2
i2

. . . Ch−1
i2

...
...

...
. . .

...

It Cih C2
ih

. . . Ch−1
ih











.











x1

x2

...

xh











or










yi1
...

yih−1

y1











=











It Ci1 C2
i1

. . . Ch−1
i1

...
...

...
. . .

...

It Cih−1
C2

ih−1
. . . Ch−1

ih−1

0t 0t 0t . . . It











.











x1

x2

...

xh











,

for some distinct i1, . . . , ih ∈ {2, . . . , r}. Due to Corollary 2,

in both cases, the corresponding matrix has full rank and there

is a unique solution for (x1 x2 . . . xh).
The decoding at each receiver consists of solving a linear

system of equations of size (ht)×(ht). The following theorem

analyzes the decoding complexity of this vector solution.

Thereby, we use the MRD code from Theorem 1 which is

formed by the companion matrix and its powers. Thus, the

inverse of these matrices can be calculated with less than

quadratic complexity.
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Theorem 5 For the Nh,qt+1,h combination network, a vector

solution of field size q and dimension t exists. The decoding

complexity is in O(ht log2 h log2 t) over Fq for each receiver.

Proof: From Theorem 4 it is clear that such a solution

exists. For the decoding complexity, it remains to prove that

inverting the matrix M from Corollary 2 can be done with

O(ht log2 h log2 t) operations over Fq. Since the submatrices

are commutative, the inverse of this block Vandermonde

matrix can be calculated in the same way as the inverse

of a usual Vandermonde matrix [44]. The only difference is

that multiplication and addition of elements from Fq are now

replaced by multiplication and addition of the commutative

code matrices. Due to the isomorphism between Fqt and Dt,

this multiplication and addition is equivalent to fast polyno-

mial multiplication and fast polynomial addition modulo the

primitive polynomial p(x), and thus, the matrix additions and

multiplications are in the order of O(t log2 t) over Fq [23].

Thus, the complexity of inverting M costs t log2 t times the

complexity of inverting an h× h Vandermonde matrix, which

is O(h log2 h) [23].

Further, for the N3,qt+2,3-combination network with three

messages and when qt is a power of two, we can use the

matrices from Construction 1 and additionally transmit x2 =
(0t It 0t) · (x1 x2 x3)

T to obtain a vector solution.

C. Analysis

Due to the isomorphism of Fqt and the code Dt, both

solutions are equivalent. Hence, in practice, implementing the

scalar solution can actually be done by implementing the vec-

tor solution. We can therefore construct a vector linear solution

of field size q and dimension t for the Nh,qt+1,h combination

network, where equivalently a scalar solution from an MDS

code exists for qs ≥ qt. The decoding complexity when

implementing the vector solution is in O(ht log2 h log2 t)
operations over Fq for each receiver.

IV. A FAMILY OF GENERALIZED COMBINATION

NETWORKS

In this section, we discuss the generalizations and modifi-

cations of the combination networks which are considered in

this paper. We therefore define a generalization of the Nh,r,s

combination network, called the ǫ-direct links ℓ-parallel links

Nh,r,s network, in short the (ǫ, ℓ)-Nh,r,s network. All our

considered networks (including the unmodified combination

networks) are special cases of the (ǫ, ℓ)-Nh,r,s network.

We start by describing the structure of the generalized

networks and then we will consider the main subfamilies

of this family of networks. An example of an (ǫ, ℓ)-Nh,r,s

network is shown in Fig. 2 and consists of three layers. In the

first layer, there is a source with h messages. In the middle

layer, there are r nodes. The source has ℓ parallel links to

each node in the middle layer. From any α = s−ǫ
ℓ nodes in

the middle layer, there are ℓ parallel links to one receiver in

the third layer. Additionally, from the source there are ǫ direct

parallel links to each one of the
(

r
α

)

receivers in the third layer.

Therefore, each receiver has s = αℓ + ǫ incoming links. We

will assume some relations between the parameters h, α, ǫ,

and ℓ such that the resulting network is interesting and does

not have a trivial or no solution (see Theorem 8).

Remark 1 Our definition of the generalized combination net-

works depends on five parameters, ǫ, ℓ, h, r, and s, where ǫ

and ℓ are parameters which do not appear in the combination

networks. The value of h is the number of messages, r is the

number of nodes in the middle layer, and the parameter s is

the in-degree of each receiver. The parameter α denotes the

number of edges leaving each middle node. Hence, one might

equivalently define the generalized combination networks by

using α instead of s.

x1, . . . ,xh

ℓǫ

. . . r middle layer nodes

s = 2ℓ+ ǫ
incoming edges

(

r
α

)

receivers

Fig. 2. The (ǫ, ℓ)-Nh,r,s network for α = s−ǫ
ℓ = 2, where

each of the
(

r
α

)

receivers is connected to a unique set of α

middle layer nodes and demands all the messages x1, . . . ,xh.

Notice first that the local and global coding vectors for

the (ǫ, ℓ)-Nh,r,s network must be the same (since only at

the source the encoding can make a difference). Hence, we

will not distinguish between them in the sequel. Second, it

should be remarked that if s > h, then the min-cut of the

(ǫ, ℓ)-Nh,r,s network is larger than the number of messages h.

An equivalent network in which the min-cut is h, which is

solved with an alphabet of the same size, can be constructed

as follows: replace the i-th receiver Ri by a node Ti from

which there are h links to h vertices Pij , 1 ≤ j ≤ h. From

Pij , 1 ≤ j ≤ h, there is a link to a new receiver R′
i. Similarly,

we can avoid parallel links in the network. Assume there are

ℓ parallel links from vertex U to vertex V . We can remove

these links and add ℓ vertices W1,W2, . . . ,Wℓ, such that there

exists a link from U to Wi, 1 ≤ i ≤ ℓ, and there exists a

link from each vertex Wi, 1 ≤ i ≤ ℓ, to V . Again, the new

network is solvable over the same alphabet as the old network.

In the (ǫ, ℓ)-Nh,r,s network, this transformation can be done

by simply replacing each node in the middle layer by ℓ nodes.

The following subsections list several instances of the (ǫ, ℓ)-
Nh,r,s network. In the next section, we will analyze the scalar

linear solution and the vector solution for some of these

special (ǫ, ℓ)-Nh,r,s networks and compare them in terms of

the alphabet size qs and qv .

A. The Combination Networks

The Nh,r,s combination network is clearly a special case

of the (ǫ, ℓ)-Nh,r,s network, where ǫ = 0 and ℓ = 1. This

network with h = s was already considered in Section III.

We are not aware of any set of parameters for which a vector
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solution outperforms the optimal scalar linear solution in the

unmodified combination network with respect to the alphabet

size.

On the other hand, we can prove that there are combination

networks for which vector solution cannot outperform scalar

linear solution with respect to the alphabet size. One inter-

esting such an example is the N2,r,2 combination network.

As was pointed out before, such a network has a solution of

field size qs if and only if an [r, 2, d = r − 1]qs MDS code

exists [37]. Such a code is also equivalent to a set of r − 2
pairwise orthogonal Latin squares of order qs. The largest r

so that such a code and a set can exist is r = qs+1. For every

prime power qs such a linear code and a set do exist. Hence,

there is no difference between the alphabet size of the scalar

linear solution and the scalar nonlinear solution. Since any

vector solution can be translated to a scalar nonlinear solution

over the same alphabet size, it follows that the vector solution

cannot outperform the scalar linear solution with respect to

the alphabet size. Unfortunately, we have no result of this

kind for the Nh,r,h combination network when h ≥ 3. We

elaborate more on this in Section IX.

B. The Direct Links Combination Network

Another interesting family of networks that will be con-

sidered is the combination network with ǫ ≥ 1 additional

direct links, i.e., the (ǫ, 1)-Nh,r,s network. This network with

h = s = 3 and ǫ = 1 is discussed in Section VIII. It is

the only network with three messages for which we obtained

an advantage of a vector solution compared to the optimal

scalar linear solution with respect to the alphabet size. Both the

optimal scalar linear solution and the given vector solution for

this subfamily of networks motivate some interesting questions

on a classic coding problem and on a new type of subspace

code problem, which will be discussed in the sequel. For

h = s = 3 and ǫ = 1 this network is illustrated in Fig. 3.

x1,x2,x3

. . . r nodes. . .

s = 4 incoming
edges
(

r
3

)

receivers

Fig. 3. The (1, 1)-N3,r,4 network with
(

r
3

)

receivers. For the

same alphabet size qs = qv = 4, in the optimal scalar linear

solution the number of middle layer nodes is r ≤ 42, while in

the optimal vector solution the number of middle layer nodes

is r ≥ 51 (see Section VIII), i.e., a vector solution outperforms

the optimal scalar linear solution.

C. The One-Direct Link ℓ-Parallel Links N2ℓ,r,2ℓ+1 Network

The (1, ℓ)-N2ℓ,r,2ℓ+1 network is shown in Fig. 4. It has

three layers: a source in the first layer with h = 2ℓ messages

and r nodes in the middle layer, where there are ℓ links

from the source to each node in the middle layer. There are
(

r
2

)

receivers, which form the third layer, where each set of

two nodes from the middle layer is connected to a different

receiver. If a node V from the middle layer is connected to

a receiver R, then there are ℓ links from V to R. There is

also one direct link from the source to each receiver. The

total number of edges entering a receiver is 2ℓ + 1. This

is the subfamily with the smallest number of direct links

from the source to the receivers for which our vector solution

outperforms the optimal scalar linear solution.

x1, . . . ,xh

ℓ

. . . r nodes

s = 2ℓ+ 1
incoming edges
(

r
2

)

receivers

Fig. 4. The (1, ℓ)-N2ℓ,r,2ℓ+1 network with
(

r
2

)

receivers. For

the alphabet sizes, we obtain qv = qt and qs > qt
2/2

(see Section V-D), where r = qℓt(t+1), i.e., when r = qℓt(t+1),

this network has a vector solution with qv = qt and scalar

solutions only if qs > qt
2/2.

D. The (ℓ − 1)-Extra Links ℓ-Parallel Links N2ℓ,r,3ℓ−1 Net-

work

The second subfamily in which vector solutions outperform

scalar solutions is the (ℓ − 1, ℓ)-N2ℓ,r,3ℓ−1 network, which

is shown in Fig. 5. This is a nontrivial subfamily in which

the number of direct links from the source to the receivers

is the largest one. It has three layers, with a source carrying

h = 2ℓ messages in the first layer. In the second layer, there

are r nodes and in the third layer, there are
(

r
2

)

receivers. This

network yields the largest gap in the alphabet size between

our vector solution and the optimal scalar solution for an even

number h ≥ 4 of messages. The intersection with the previous

subfamily, the (1, ℓ)-Nh,r,s network, is when ℓ = 2 and the

related network is the (1, 2)-N4,r,5 network shown in Fig. 6.

V. VECTOR SOLUTIONS USING RANK-METRIC CODES

WHICH OUTPERFORM SCALAR SOLUTIONS

A. Overview

In this section, we will consider vector solutions based on

rank-metric codes for some of the generalized combination

networks. We will start with a basic example of the (1, 2)-
N4,r,5 network. The idea of the optimal scalar linear solution

for this network will demonstrate the general idea of all our

results with h ≥ 4 messages. The gap between scalar and

vector network coding is qt
2/2+o(t). The more general network

that we consider later is the (ℓ− 1, ℓ)-N2ℓ,r,3ℓ−1 network for

which the gap between scalar and vector network coding is

q(ℓ−1)t2/ℓ+o(t) for any ℓ ≥ 2.
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x1, . . . ,xh

ℓℓ− 1

. . . r nodes

s = 3ℓ− 1
incoming edges
(

r
2

)

receivers

Fig. 5. The (ℓ − 1, ℓ)-N2ℓ,r,3ℓ−1 network with
(

r
2

)

receivers.

For the alphabet sizes, we obtain qv = qt and qs > qt
2(ℓ−1)/ℓ

(see Section V-E), where r = qℓ(ℓ−1)t2+ℓt, i.e., when r =
qℓ(ℓ−1)t2+ℓt, this network has a vector solution with qv = qt

and scalar solutions only if qs > qt
2(ℓ−1)/ℓ.

B. Scalar Linear Solution for the (1, 2)-N4,r,5 Network

For ease of understanding, the (1, 2)-N4,r,5 network is

shown in Fig. 6.

x1,x2,x3,x4

. . . r nodes

s = 5
incoming edges
(

r
2

)

receivers

Fig. 6. The (1, 2)-N4,r,5 network with
(

r
2

)

receivers. For the

alphabet sizes, we obtain qv = qt and qs > qt
2/2 (see

Section V-B), where r = q2t(t+1), i.e., when r = q2t(t+1),

this network has a vector solution with qv = qt and scalar

solutions only if qs > qt
2/2.

Lemma 1 There is a scalar linear solution of field size qs for

the (1, 2)-N4,r,5 network if and only if r ≤ (q2s+1)(q2s+qs+1).

Proof: Let B be a 4× (2r) matrix, divided into r blocks

of two columns, with the property that any two blocks together

have rank at least three. Each one of the r nodes in the middle

layer of the network transmits two symbols (from one block)

of (x1, x2, x3, x4) ·B (these symbols were transmitted to the

node from the source). Each direct link transmits a symbol

pi =
∑4

j=1 pijxj , for i = 1, . . . ,
(

r
2

)

, which is chosen such

that the related 4×4-submatrix of B with the additional vector

column (pi1, pi2, pi3, pi4)
T has full rank. Clearly, there is a

scalar solution over Fqs if and only if such a matrix over Fqs

exists.

These blocks are defined to be any 4× 2 matrix representa-

tions of all two-dimensional subspaces of F4
qs . Any two blocks

together form a 4× 4 matrix of rank at least three (since any

two such subspaces are distinct).

From every node in the middle layer, there are two links to

the appropriate receivers. Therefore, we associate each middle

node with one block. The number of blocks is at most the

number of distinct two-dimensional subspaces of F
4
qs , i.e.,

r ≤
[

4
2

]

qs
and therefore, a scalar solution exists if:

r ≤
[

4

2

]

qs

= (q2s + 1)(q2s + qs + 1).

To prove the “only if”, we need to show that there is

no scheme that provides more blocks. Assume, one block

is a rank-one matrix. Then, all other blocks must have rank

two and the space that they span has to be disjoint to the

rank-one block. Therefore, with this scheme there are at

most 1 +
[

3
2

]

qs
<

[

4
2

]

qs
blocks. Thus, for the largest r all

blocks should have rank two, and taking all two-dimensional

subspaces provides the maximum number of blocks.

C. Vector Solution for the (1, 2)-N4,r,5-Network

Construction 2 Let C = {C1,C2, . . . ,Cq2t2+2t} be an

MRD[2t × 2t, t]q code and let r ≤ q2t
2+2t. Consider the

(1, 2)-N4,r,5 network with message vectors x1,x2,x3,x4 ∈
Ft
q. The i-th middle node receives and transmits:

(

yi1

yi2

)

=
(

I2t Ci

)

·









x1

x2

x3

x4









∈ F
2t
q , i = 1, . . . , r.

The direct link from the source which ends in the same receiver

as the links from two distinct nodes i, j ∈ {1, 2, . . . , r},

of the middle layer transmits the vector zij = Pij ·
(

x1,x2,x3,x4

)T ∈ Ft
q, where the t×(4t) matrix Pij is chosen

such that

rk





I2t Ci

I2t Cj

Pij



 = 4t. (1)

Since

rk

(

I2t Ci

I2t Cj

)

= rk

(

I2t Ci

02t Cj −Ci

)

≥ 3t,

it follows that the t rows of Pij can be chosen such that the

overall rank of the matrix from (1) is 4t.

Theorem 6 Construction 2 provides a vector solution of field

size q and dimension t to the (1, 2)-N4,r,5 network for any

r ≤ q2t(t+1).

Proof: Each receiver Rij obtains the vectors

yi1 ,yi2 ,yj1 ,yj2 and the vector zij from the direct link.

From these five vectors, the receiver wants to reconstruct the

message vectors x1, . . . ,x4 by solving the following linear

system of equations:












yi1

yi2

yj1

yj2

zij













=





I2t Ci

I2t Cj

Pij



 ·









x1

x2

x3

x4









The choice of Pij from Construction 2 guarantees that

this linear system of equations has a unique solution for

(x1,x2,x3,x4).
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D. Comparison of the Solutions for the (1, 2)-N4,r,5 Network

For the (1, 2)-N4,r,5 network, we obtain a significant im-

provement in the alphabet size for the vector solution com-

pared to the optimal scalar linear solution. The alphabet

size of the vector solution is qv = qt, while the field

size qs of the optimal scalar linear solution has to satisfy

r ≤ (q2s + 1)(q2s + qs + 1). Since r can be chosen to be

q2t
2+2t, the size of the gap is qt

2/2+o(t).

The same gap in the alphabet size can be obtained for the

(1, ℓ)-N2ℓ,r,2ℓ+1 network, for any ℓ ≥ 2, by using the same

approach with an MRD[ℓt× ℓt, (ℓ− 1)t]q code.

E. Solutions for the (ℓ− 1, ℓ)-N2ℓ,r,3ℓ−1 Network

To improve the gap on the alphabet size, i.e., to show

that the advantage of our vector solution compared to the

optimal scalar linear solution is even more significant, we

consider in this subsection the (ℓ − 1, ℓ)-N2ℓ,r,3ℓ−1 network

from Subsection IV-D.

Let us first consider the optimal scalar linear solution for

this network.

Lemma 2 There is a scalar linear solution of field size qs
for the (ℓ− 1, ℓ)-N2ℓ,r,3ℓ−1 network with 2ℓ messages, where

ℓ ≥ 2, if and only if r ≤
[

2ℓ
ℓ

]

qs
.

Proof: Let B be a (2ℓ) × (ℓr) matrix, divided into r

disjoint blocks of ℓ columns, with the property that any two

blocks together have rank at least ℓ+1. Each of the r nodes in

the middle layer of the network transmits ℓ symbols (from one

block) of (x1, . . . , x2ℓ) ·B (these symbols were transmitted to

the node from the source). Each direct link transmits a symbol

pi =
∑2ℓ

j=1 pijxj , for i = 1, . . . ,
(

r
2

)

, which is chosen such

that the related (2ℓ)× (2ℓ) submatrix of B with the additional

vector column (pi1, pi2, pi3, pi4)
T has full rank. Clearly, there

is a scalar solution over Fqs if and only if such a matrix over

Fqs exists.

Thus, each of these r blocks forms an ℓ-dimensional sub-

space of F2ℓ
qs such that any two such ℓ-dimensional subspaces

intersect in a subspace of dimension at most (ℓ − 1). Hence,

the subspace distance between two such subspaces is at least

two, and all ℓ-dimensional subspaces of Gqs(2ℓ, ℓ) can be used.

The size of Gqs(2ℓ, ℓ) is
[

2ℓ
ℓ

]

qs
which completes the proof.

Let us now consider the vector solution.

Construction 3 Let C = {C1,C2, . . . ,Cqℓ(ℓ−1)t2+ℓt} be an

MRD[ℓt × ℓt, t]q code and let r be any integer such that

r ≤ qℓ(ℓ−1)t2+ℓt. Consider the (ℓ − 1, ℓ)-N2ℓ,r,3ℓ−1 network

with message vectors x1, . . . ,x2ℓ ∈ Ft
q, where ℓ ≥ 2. The i-th

middle node receives and transmits:

(

yi1

yi2

)

=
(

Iℓt Ci

)

·







x1

...

x2ℓ






∈ F

ℓt
q , i = 1, . . . , r.

The ℓ − 1 direct links from the source, which end at the

same receiver as the links from two distinct nodes i, j ∈
{1, 2, . . . , r} of the middle layer, transmit the vectors zijs =

Pijs ·
(

x1, . . . ,x2ℓ

)T ∈ Ft
q, for s = 1, . . . , ℓ − 1, where the

t× (2ℓt) matrices Pijs are chosen such that

rk















Iℓt Ci

Iℓt Cj

Pij1

...

Pij(ℓ−1)















= 2ℓt. (2)

By the rank distance of C we have that rk
(

Iℓt Ci

Iℓt Cj

)

≥ ℓt+t =

(ℓ+1)t, and hence the (ℓ− 1)t rows of the matrices Pijs can

be chosen such that the overall rank of the matrix from (2)

is 2ℓt.
The following result is an immediate consequence of this

construction.

Corollary 3 Construction 3 provides a vector solution of field

size q and dimension t to the (ℓ−1, ℓ)-N2ℓ,r,3ℓ−1 network for

any r ≤ qℓ(ℓ−1)t2+ℓt with 2ℓ messages for each ℓ ≥ 2.

For r = qℓ(ℓ−1)t2+ℓt, we have that the field size qs for

any scalar linear solution has to satisfy r = qℓ(ℓ−1)t2+ℓt ≤
[

2ℓ
ℓ

]

qs
< 4qℓ

2

s (see Section II-D) and therefore the size of the

gap between the scalar and vector network coding solutions

is q(ℓ−1)t2/ℓ+o(t), for any ℓ ≥ 2. Further, the size of the gap

tends to qt
2+o(t) for large ℓ.

VI. VECTOR SOLUTIONS USING SUBSPACE CODES

In this section, we will improve our vector solutions by

using subspace codes. In the sequel it will be explained how

larger gaps, as a function of t, between the alphabet size

of the vector solution and the scalar linear solution can be

obtained by using large subspace codes. However, the leading

term in the exponent of the alphabet size in the gap will not

change, i.e., asymptotically, there is no improvement compared

to the subspace codes based on rank-metric codes. Moreover,

the description with rank-metric codes is simpler and easier

to analyze. However, by using larger subspace codes, we

may be able to find vector solutions which outperform the

optimal scalar solution (with respect to the alphabet size) in

cases where this cannot be done using rank-metric codes.

Finally, as we will see in Section VIII, there are important

networks on which such improvements occur. Note that we

have already used subspace codes for the scalar solutions of

the generalized combination networks (see, e.g., Lemma 1 and

Lemma 2). Also, our vector network coding constructions from

the previous sections are based on rank-metric codes, but these

codes can be seen as so-called lifted rank-metric codes, which

are special subspace codes [40].

In this section and the following ones, we explain the

simple formulation of these constructions, demonstrate how

our rank-metric code based constructions can be improved by

using larger subspace codes, and present a general question

on subspace codes. Finally, we show a multicast network with

three messages in which a vector solution outperforms the

optimal scalar linear network solution, where the key is to use

special classes of subspace codes.
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The formulation of the solutions with subspace codes is as

follows. Each message in the vector solution is a vector of

length t. The global coding vectors for a given edge consists

of h coding coefficients A1,A2, . . . ,Ah, which are t × t

matrices over Fq . The packet associated with this edge is

(A1 A2 · · · Ah) · (x1,x2, . . . ,xh)
T . Instead of choosing

these h coding coefficients based on lifted rank-metric codes,

as in our previous constructions, we can use a t× (ht) matrix

over Fq which is a basis for a t′-dimensional subspace of Fht
q ,

for some t′ ≤ t. A receiver R can recover the h messages

if the t × (ht) matrices on In(R) span the (ht)-dimensional

space Fht
q . Each of these t × (ht) matrices is divided into h

matrices from F
t×t
q which are the global coding vectors on the

edges. As before, we have to distinguish between the local

coding vectors and the global coding vectors. We omit the

discussion on the local coding vectors since in our networks,

the local and global coding vectors are equal.

We will now consider some of the networks used in our

discussion and analyze them with respect to a solution with

subspace codes. We thereby consider only Grassmannian

codes, i.e., all subspaces have the same dimension. Note that in

some cases, better codes might be obtained by using subspaces

of different dimensions. However, we will not consider them

in this paper, as the general idea can be understood from the

Grassmannian codes, and the order of magnitude does not

change (which is the same as the one by the constructions

based on rank-metric codes). We should note that if we append

the h coding coefficients which are t×t matrices in the general

framework of vector network coding, we will obtain t× (ht)
matrices which are a basis of a subspace, and we will obtain

a construction based on subspace codes. However, to figure

out which t× t matrices to take for this purpose is an almost

impossible mission without going through the related subspace

codes.

Now, we consider the (ǫ, ℓ)-N2ℓ,r,s network. In such a

network, the sets of ℓ parallel edges carry subspaces from

Gq(2ℓt, ℓt), while the ǫ parallel direct links from the unique

source to the receivers carry subspaces from Gq(2ℓt, ǫt). The

(ℓt)-dimensional subspaces on the edges from the source to the

middle layer form a code C in Gq(2ℓt, ℓt) such that any two

codewords (subspaces) of C span a subspace of F2ℓt
q whose

dimension is at least (2ℓ − ǫ)t, i.e., the minimum subspace

distance of C is at least (2ℓ− 2ǫ)t.

We now consider the solution for the (ℓ − 1, ℓ)-N2ℓ,r,3ℓ−1

network. The scalar solution and the vector solution are very

similar for this network. Recall that the optimal scalar solution

(given in Lemma 2) is obtained when we consider that a

node in the middle layer is transmitting ℓ blocks, each one

with 2ℓ symbols from the alphabet qs. In the optimal scalar

linear solution, each of these ℓ blocks forms an ℓ-dimensional

subspace of F2ℓ
qs such that any two such ℓ-dimensional sub-

spaces intersect in an at most (ℓ − 1)-dimensional subspace.

Hence, the subspace distance between two such subspaces is

at least two, i.e., the largest such set of subspaces consists

of all the ℓ-dimensional subspaces of Gqs(2ℓ, ℓ). The size

of Gqs(2ℓ, ℓ) is
[

2ℓ
ℓ

]

qs
< 4qℓ

2

s (see Section II-D). For the

vector solution, we use a subspace code C in Gq(2ℓt, ℓt) with

subspace distance at least 2t. The maximum size of such a

code is larger than qℓ(ℓ−1)t2+ℓt (see Theorem 2). Thus, we

have that qs = q(ℓ−1)t2/ℓ+o(t), while qv = qt.

Constructions of large codes for this purpose can be found

for example in [14]. However, as said the improvement is not

large since asymptotically the subspace code obtained from an

MRD code which was used for example in Construction 2 is

optimal and can be improved by at most a factor of two (see

Theorem 2).

VII. ANALYZING GENERALIZED COMBINATION

NETWORKS WITH VECTOR SOLUTIONS

In this section, we will compare the optimal scalar linear

solution to our vector solution with respect to the alphabet size

for some subfamilies of the generalized combination networks.

Consider first the unmodified Nh,r,s combination network.

It was proven in [37] that the network has a scalar solution

(not necessarily linear) if and only if a code over Fqs with qhs
codewords and minimum Hamming distance r− s+1 exists.

A scalar linear solution exists for related linear codes. For a

vector solution based on subspace codes, we need a code C

which is a subset of Gq(ht, t) such that any s codewords of C

span Fht
q . Such a vector solution can be constructed from the

scalar linear solution by using the companion matrix and its

powers; and it is equivalent to the scalar solution. In order to

outperform the scalar linear solution, we would need a larger

such code. However, no set of parameters for which such a

code exists is known.

The next considered subfamily of generalized combination

networks is the (ǫ, 1)-Nh,r,s network (Section IV-B). Three

messages and s = h will be considered in the next section,

where we will discuss also the other networks in this subfamily

and also related networks.

From the given framework of the vector network solution

using subspace codes, it is easy to verify that if we want to

use error-correcting constant dimension codes for our vector

solution of the (ǫ, ℓ)-Nh,r,s network, with ℓ ≥ 1, then it is

required that s−ǫ
ℓ equals two. Hence, the number of receivers

is
(

r
2

)

, as each receiver gets its information from two distinct

nodes from the middle layer; otherwise the requirement is that

at least three codewords will participate when we examine the

dimension spanned by the appropriate number of subspaces.

The two examples of networks for which our vector solution

outperforms the optimal scalar linear solution (see Section V)

have this property, and s−ǫ
ℓ = 2. Clearly, we must also have

that ǫ+ ℓ < h, since otherwise the information on the ǫ direct

links can always complete the information on the ℓ parallel

links to the ambient h-space. Another requirement is that

h− 2ℓ ≤ ǫ, since otherwise the cut at the receivers will be

2ℓ+ ǫ < h, and hence the receiver will not be able to recover

h messages, as h is larger than the min-cut. Therefore, we have

that h − 2ℓ ≤ ǫ < h − ℓ, or equivalently ǫ < h − ℓ ≤ ǫ + ℓ.

Since the ǫ direct links can always be chosen in a way that

they complete the information with the other 2ℓ links to the

ambient h-space, it follows that the value of r depends only

on the choice of the information on the 2ℓ links entering any

given receiver. Each receiver should obtain a (2ℓ−ǫ)-subspace
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of Fh
qs . Hence, for the scalar linear solution we require to

have a code C in the Grassmannian Gqs(h, ℓ) such that its

minimum subspace distance d = 2δ satisfies h − ǫ = ℓ + δ,

i.e., δ = h− ℓ− ǫ. For the optimal scalar linear solution, we

distinguish between two cases: h − ℓ ≤ ℓ and h − ℓ ≥ ℓ. If

h− ℓ ≥ ℓ, then our code C has at least size q
(h−ℓ)(2ℓ−h+ǫ+1)
s

by Theorem 2. If h− ℓ ≤ ℓ, then our code C has at least size

q
ℓ(ǫ+1)
s by Theorem 2.

For our vector solution, our best code C is in the Grass-

mannian Gq(ht, ℓt), and with the same reasons, its minimum

subspace distance is 2(h−ℓ−ǫ)t. We distinguish again between

the same two cases: h − ℓ ≤ ℓ and h − ℓ ≥ ℓ. If h − ℓ ≥ ℓ,

then our code C has size at least q(h−ℓ)t(2ℓt−ht+ǫt+1) by

Theorem 2. If h − ℓ ≤ ℓ, then our code C has size at least

qℓt(ǫt+1) by Theorem 2. The following theorem summarizes

the minimal order of qs.

Theorem 7 For the (ǫ, ℓ)-Nh,r,2ℓ+ǫ network, there exists a

vector solution of dimension t over a field of size q, i.e., qv =
qt, and the scalar linear solution has field size at least qs (for

the following given r),

1) if h− ℓ ≤ ℓ and ǫ = 0, then r = qℓt and qs = qt.

2) if h − ℓ ≤ ℓ and ǫ 6= 0, then r = q(ℓt)(ǫt+1) and qs =
qǫt

2/(ǫ+1)+o(t).

3) if h − ℓ ≥ ℓ and 2ℓ − h+ ǫ = 0, then r = q(h−ℓ)t and

qs = qt.

4) if h − ℓ ≥ ℓ and 2ℓ − h + ǫ 6= 0,

then r = q(h−ℓ)t(2ℓt−ht+ǫt+1) and qs =
q(2ℓ−h+ǫ)t2/(2ℓ−h+ǫ+1)+o(t).

To obtain the largest possible gap between qv and qs using

our methods, we have to optimize the order in the cases given

in Theorem 7, which do not depend only on t, i.e., case 2 and

case 4.

2) If h − ℓ ≤ ℓ and ǫ 6= 0, then we have to maximize

qǫt
2/(ǫ+1), i.e., for a given h, we must have the largest

possible ǫ. Since ℓ + ǫ < h, it follows that we should

have ǫ = h− ℓ− 1, and ℓ should be small as possible.

a) If h is even, then the smallest ℓ is obtained when

h = 2ℓ (since h ≤ 2ℓ), i.e., ℓ = h
2 . Hence, ǫ

gets the maximum value when ǫ = ℓ− 1 = h
2 − 1.

Therefore, the largest gap occurs when qs =
q(h−2)t2/h+o(t), and the network that achieves the

largest gap is the (ℓ− 1, ℓ)-N2ℓ,r,3ℓ−1 network.

b) If h is odd, then the smallest ℓ is obtained when

h = 2ℓ − 1 (since h ≤ 2ℓ), i.e., ℓ = h+1
2 . Thus,

ǫ has to be maximized, and the largest gap oc-

curs when qs = q(h−3)t2/(h−1)+o(t). The network

that achieves this largest gap is the (ℓ − 2, ℓ)-
N2ℓ−1,r,3ℓ−2 network.

4) If h−ℓ ≥ ℓ and 2ℓ−h+ǫ 6= 0, then we have to maximize

q(2ℓ−h+ǫ)t2/(2ℓ−h+ǫ+1), i.e., for a given h, we must have

the largest possible value for 2ℓ−h+ǫ. Since ℓ+ǫ < h, it

follows that we should have ǫ = h−ℓ−1, and hence we

have to maximize 2ℓ−h+ǫ = 2ℓ−h+h−ℓ−1 = ℓ−1.

a) If h is even, then the largest ℓ is obtained

for h = 2ℓ (since h ≥ 2ℓ), i.e., ℓ = h
2 .

Therefore, 2ℓ − h + ǫ is maximized for

2ℓ− h+ ǫ = 2h
2 − h+ h− h

2 − 1 = h
2 − 1. Thus,

the largest gap occurs when qs = q(h−2)t2/h+o(t),

and the network that achieve the largest gap is

the (ℓ− 1, ℓ)-N2ℓ,r,3ℓ−1 network (the same one as

before, since the intersection of the two cases is

when h− ℓ = ℓ).

b) If h is odd, then the largest gap is obtained for

h = 2ℓ + 1 (since h ≥ 2ℓ), i.e., ℓ = h−1
2 . Hence,

2ℓ− h+ ǫ is maximized for 2ℓ− h+ ǫ = 2h−1
2 −

h + h − h−1
2 − 1 = h−1

2 − 1. It implies that the

largest gap occurs when qs = q(h−3)t2/(h−1)+o(t),

and the network that achieves the largest gap is the

(ℓ− 1, ℓ)-N2ℓ+1,r,3ℓ−1 network.

VIII. SCALAR AND VECTOR SOLUTIONS FOR GENERAL

NETWORKS

In the previous sections, we have discussed specific sub-

families of the generalized combination networks. The main

goal was to find networks that, to our knowledge, achieve the

largest gap in the alphabet size between a vector solution and

the optimal scalar linear solution. In this section, we discuss

the requirements needed for a scalar linear solution and the re-

quirements needed for a vector solution for another subfamily

of the generalized combination networks. As before, we aim to

find the smallest alphabet size for which such a solution exists.

Indeed, we will start with the most general network, the (ǫ, ℓ)-
Nh,r,αℓ+ǫ network, to provide the requirements for its solution.

However, the code required for such a solution cannot be

constructed generally for a large set of parameters. Hence, also

in this section, we will continue in a few steps from simpler

subfamilies to more evolved ones. The reason is that a network

coding problem for simple subfamilies might be feasible to

solve, while it might be too difficult to provide the solution

for the the most general networks. One of the highlights of

this section is a network with three messages in which vector

network coding outperforms scalar network coding. This is

one of the parameters we could not obtain in our previous

constructions. For two messages, unfortunately, this problem

remains open. The vector solution for three messages raises

an interesting open question on subspace codes.

The most general network is the (ǫ, ℓ)-Nh,r,αℓ+ǫ network,

where ǫ ≥ 0 and ℓ ≥ 1. To avoid trivial solutions (i.e.,

routing), we must have that ℓ+ǫ < h, and to avoid unsolvable

networks by the min-cut/max-flow condition, we must have

that αℓ + ǫ ≥ h. This is summarized in the following theorem.

Theorem 8 The (ǫ, ℓ)-Nh,r,αℓ+ǫ network has a trivial solu-

tion if ℓ+ ǫ ≥ h, and it has no solution if αℓ + ǫ < h.

We start with the scalar linear solution for the general network.

Each set of parallel ℓ links carries ℓ vectors which span

a subspace of dimension at most ℓ from the h-space Fh
qs .

The subspaces on these ℓ parallel links define a subspace

code in Pqs(h) (the set of all subspaces from Fh
qs ) such that

any subset of α codewords spans a subspace of Fh
qs whose

dimension is at least h−ǫ. We continue with the vector solution

for the general network. Each set of parallel ℓ links carries a
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vector which spans a subspace of dimension at most ℓt from

the (ht)-dimensional subspace F
ht
q . The subspaces on these

ℓ parallel links define a subspace code in Pq(ht) such that

any subset of α codewords (subspaces) spans a subspace of

Fht
q whose dimension is at least ht − ǫt. The requirements

on codes or subspace codes for the scalar linear solution and

the subspace codes for the vector solution are too general. We

suggest to split the problem into a few questions related to the

different subfamilies of the generalized combination network.

A. Scalar solution for the (ǫ, 1)-Nh,r,α+ǫ network

We start with the (ǫ, 1)-Nh,r,α+ǫ network. This network is

very similar to the Nh,r,α combination network. The only

difference between these two classes of networks are the ǫ

direct links from the source to each receiver. For the optimal

scalar linear solution, we need an h× r matrix over Fq such

that any α columns span a subspace of Fh
qs whose dimension

is at least h − ǫ. This is usually not a simple problem. For

ǫ = 0 this is equivalent to the error-correcting code problem

as was defined in [37], i.e., constructing a code of length r

with qhs codewords with minimum Hamming distance r−α+1
for a field of smallest possible size qs. This can be generalized

for any ǫ such that 0 ≤ ǫ ≤ h − 2. A scalar solution (linear

or nonlinear) over Fqs for the (ǫ, 1)-Nh,r,α+ǫ network exists

if and only if there exists a code over Fqs of length r with qhs
codewords and minimum Hamming distance r − α − ǫ + 1.

Hence, the addition of the direct edges from the source to

the receivers enables us to use longer codes with smaller

alphabet size for the scalar solution, but the type of the

coding problem remains the same. Therefore, the question on a

suitable construction is a standard problem in error-correcting

codes.

B. Vector solution for the (ǫ, 1)-Nh,r,α+ǫ network

For the vector solution, we need something different, stated

in the following question.

Question 1 What is the largest set of r subspaces of dimen-

sion at most t of the space Fht
q such that any subset of α

subspaces spans a subspace of dimension at least (h− ǫ)t?

While the scalar linear solution poses a classic coding prob-

lem for this network, the vector solution poses a completely

new coding problem on subspace codes. In fact, while we

have lot of knowledge on the solution for the coding problem

posed by the scalar linear solution, we hardly know anything

about an answer to Question 1. As described in previous

sections, if α = 2, then Question 1 reduces to the problem

of designing error-correcting subspace codes. We discuss now

a more specific subfamily of these networks.

The (1, 1)-Nh,r,h+1 network, with h ≥ 3, is the simplest

known modification of the combination networks from all our

new networks which exhibit the advantage of vector network

coding on scalar network coding with respect to the alphabet

size. The (1, 1)-Nh,r,h+1 network consists of the unmodified

combination network Nh,r,h with an additional direct link

from the source to each receiver.

C. Scalar solution for the (1, 1)-N3,r,4 network

In this subsection, we discuss the case h = 3, i.e., the source

has three messages (see also Fig. 3). Given a receiver R, it

obtains its information from three nodes in the middle layer

and from the direct link from the source. For the scalar linear

solution, each such link has a coding vector of length three.

The receiver is able to recover the three messages, if its four

received vectors span a subspace of dimension three. This

implies that the three links from the middle layer carry three

vectors which span a subspace of F4
qs whose dimension is

at least two. To ensure that each receiver will receive three

vectors which span such a subspace, we have to guarantee that

on the links between the source and the nodes of the middle

layer, no three links will contain a vector which is contained in

the same one-dimensional subspace (two such links can have

such vectors). Thus, for a scalar linear solution, we must have

that r ≤ 2
[

3
1

]

qs
= 2

q3s−1
qs−1 = 2(q2s + qs + 1). Fortunately, a

related assignment of the coefficients for the coding vectors

of the edges induces a scalar solution with r = 2(q2s +qs+1).

D. Vector solution for the (1, 1)-N3,r,4 network

We continue with a vector solution for this network. Assume

now that the three messages are vectors of length t over Fq.

Now, the coefficients on each link are three t × t matrices

over Fq. Each such three coefficients on a link can be

represented as a t × (3t) matrix. The receivers can recover

the three messages if any three such matrices on the links

between the source and the nodes of the middle layer span a

subspace of F3t
q whose dimension is at least 2t. Our problem

is to find the largest possible r with this property, and it

can be formulated by the following coding problem in the

Grassmannian Gq(3t, t): Find the largest set of subspaces

from Gq(3t, t) such that any three subspaces of the set span a

subspace of dimension at least 2t. If the size of this set r is

greater than 2(q2s+qs+1), then our vector solution outperforms

the optimal scalar linear solution in the (1, 1)-N3,r,4 network.

We consider now a specific example which can be gener-

alized. Assume qs = 4 = 22, i.e., r ≤ 2 · (42 + 4 + 1) = 42,

and consider the vector solution, where the messages are

binary vectors of length t = 2. Hence, the edges will carry

two-dimensional subspaces of F6
2. Vector network coding will

outperform optimal scalar linear network coding if there exist

more than 42 two-dimensional subspaces of F6
2 such that any

three two-dimensional subspaces will span at least a four-

dimensional subspace of F6
2, so they will be completed by

the direct link from the source to the receiver.

Let β be a primitive element in F24 satisfying β4 =
β + 1. We form the following set of 51 two-dimensional

subspaces of F6
2: {〈01βi, 10βi+1〉 : 0 ≤ i ≤ 14},

{〈01βi, 10βi+2〉 : 0 ≤ i ≤ 14}, {〈{01βi, 10βi−1〉 : 0 ≤
i ≤ 14}, {〈00βi, 00βi+5〉 : 0 ≤ i ≤ 4}, and

{〈100000, 010000〉}. One can easily verify that any three

of these 51 two-dimensional subspaces span at least a four-

dimensional subspace and hence, our vector solution outper-

forms the optimal scalar linear solution in this case. Recently,

82 two-dimensional subspaces of F6
2, such that any three two-
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dimensional subspaces will span at least a four-dimensional

subspace of F6
2, were found [13].

IX. CONCLUSIONS AND PROBLEMS FOR FUTURE

RESEARCH

We have shown that our vector solutions outperform the

optimal scalar linear solution in the alphabet size for several

generalizations of the combination networks. The key is the

use of subspace codes, particularly subspace codes derived

from rank-metric codes. Our networks and codes imply a

gap of size q(h−2)t2/h+o(t) for even h ≥ 4, and a gap of

size q(h−3)t2/(h−1)+o(t) for any odd h ≥ 5, between the

alphabet size of our vector solution and the optimal scalar

linear solution for multicast networks, where h is the number

of messages and t is the length of the vectors. Clearly, a

vector solution can be translated to a scalar nonlinear solution.

Therefore, our results also imply a gap of size q(h−2)t2/h+o(t)

for any even h ≥ 4, and a gap of size q(h−3)t2/(h−1)+o(t)

for any odd h ≥ 5, between the field size in linear and

nonlinear scalar network coding for multicast networks. We

have also proved the existence of a multicast network with

three messages in which the vector solution outperforms the

scalar linear solution.

There are many interesting questions which remain open

after our discussion. Some of these open questions for future

research are briefly outlined and discussed as follows.

1) Can the Nh,r,h combination network have a vector solu-

tion based on an MRD[t×t, t]q code which outperforms

the optimal scalar linear solution? We conjecture that

the answer is NO. Clearly, if the MRD code consists

of a companion matrix and its powers, then this is not

possible since each power of the companion matrix can

be translated to the related element in the finite field and

the vector solution can be translated to a scalar linear

solution. Are all the MRD[t × t, t]q codes equivalent

in this sense? We conjecture that the answer is YES.

2) Can the Nh,r,h combination network have a vector

solution based on subspace codes which outperforms the

optimal scalar linear solution? If such a code C with r

codewords exists, then any h t-dimensional subspaces

of C have to span the ambient space Fht
q . We have shown

that the answer is negative for h = 2 and we conjecture

it is negative for all h.

3) Can any Nh,r,s combination network have a vector so-

lution which outperforms the optimal scalar linear solu-

tion? Since the scalar solution of the Nh,r,s combination

network uses an error-correcting code, this question is

of a great interest. The scalar solution for the Nh,r,h

combination network uses an MDS code. A vector

solution which outperforms the scalar solution implies

subspace codes which go beyond the MDS bound. For

some codes, we can prove that a vector solution cannot

outperform the optimal scalar linear solution.

4) Does any (0, ℓ)-Nh,r,s network, ℓ > 1, have a vector so-

lution which outperforms the scalar solution? If s = 2ℓ
this is related to some interesting questions on subspace

codes, where the most interesting case is related to

spreads and partial spreads in projective geometry.

5) Does there exist a multicast network with two messages

in which a vector solution outperforms the optimal scalar

linear solution?

6) For multicast networks with h = 3 messages which

have a vector solution of dimension t over Fq, what

is the largest alphabet size required for a solution with

scalar linear network coding? It was pointed out by

Ronny Roth [39] that by a probabilistic argument, there

exists a set with at least qt
2/3 t-dimensional subspace

of F3t
q for which any three subspaces span a subspace

of dimension at least 2t. This probabilistic argument can

be generalized for any h. Is this an optimal solution? It

is a future task to find a construction of such a code and

possibly a larger one.

7) For multicast networks which have a vector solution of

dimension t over Fq, is there an algorithm which trans-

forms the vector solution into a scalar linear solution?

What is the alphabet size required by this transforma-

tion? We believe that the minimum alphabet size for

scalar network coding is at most q(h−2)t2/h+o(t) for even

h ≥ 4 and at most q(h−3)t2/(h−1)+o(t) for odd h ≥ 5, but

an algorithm for any larger alphabet might be interesting

to begin with, e.g., an alphabet of size qt
2

seems to be

an excellent achievement.

8) Is there a network with h messages in which exactly h

edge disjoint paths are used (for network coding) from

the source to each receiver, and on which vector network

coding outperforms scalar linear network coding? Note

that our constructions use more than h paths. In other

words, can vector network coding outperform scalar

linear network coding in a network in which the deletion

of any edge will destroy the multicast property?

9) What is the largest possible gap between the field size

in scalar nonlinear network coding and scalar linear

network coding for multicast networks? This gap is at

least the size of the gap between the vector solution and

the optimal scalar linear solution. However, is it possible

to obtain a larger gap between nonlinear and linear scalar

network coding? Dougherty et al. [9] proved that for any

integer h ≥ 3, there exists a multicast network with h

messages that has a binary solution but does not have

a binary linear solution. This result implies that there is

no vector solution with vectors of length one over F2.

Can this result can be generalized to any non-binary

alphabet? Can it be also generalized to vectors of length

greater than one? What is the largest possible gap in the

alphabet size between nonlinear scalar network coding

and vector network coding?

10) For given h ≥ 3, α ≥ 3, and 1 ≤ ǫ ≤ h − 2, what

is the size of the largest code in Gq(ht, ℓt) such that

any α codewords span a subspace of dimension at least

(h − ǫ)t? This question has an immediate application

for h = 3, α = 3, and ǫ = 1 in constructing networks

with three messages for which vector network coding

outperforms scalar coding. Also, it is interesting to see

the related results in the performance of vector network

coding for h > 3. This is a generalization of the standard
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coding problem for subspace codes. For α = 2, such

a code is a subspace code with minimum subspace

distance 2(h− ℓ− ǫ). This problem was considered

recently in [19].
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