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Shannon meets von Neumann: A Minimax Theorem
for Channel Coding in the Presence of a Jammer

Sharu Theresa Jose Ankur A. Kulkarni

Abstract—We study the setting of channel coding over a family
of channels whose state is controlled by an adversarial jammer
by viewing it as a zero-sum game between a finite blocklength
encoder-decoder team, and the jammer. The encoder-decoder
team choose stochastic encoding and decoding strategies to
minimize the average probability of error in transmission, while
the jammer chooses a distribution on the state-space to maximize
this probability. The min-max value of this game is equivalent
to channel coding for a compound channel – we call this the
Shannon solution of the problem. The max-min value corresponds
to finding a mixed channel with the largest value of the minimum
achievable probability of error. When the min-max and max-min
values are equal, the problem is said to admit a saddle-point or
von Neumann solution. While a Shannon solution always exists, a
von Neumann solution need not, owing to inherent nonconvexity
in the communicating team’s problem. Despite this, we show that
the min-max and max-min values become equal asymptotically
in the large blocklength limit, for all but finitely many rates. We
explicitly characterize this limiting value as a function of the rate
and obtain tight finite blocklength bounds on the min-max and
max-min value. As a corollary we get an explicit expression for
the ε-capacity of a compound channel under stochastic codes –
the first such result, to the best of our knowledge. Our results
demonstrate a deeper relation between the compound channel
and mixed channel than was previously known. They also show
that the conventional information-theoretic viewpoint, articulated
via the Shannon solution, coincides asymptotically with the
game-theoretic one articulated via the von Neumann solution.
Key to our results is the derivation of new finite blocklength
upper bounds on the min-max value of the game via a novel
achievability scheme, and lower bounds on the max-min value
obtained via the linear programming relaxation based approach
we introduced in [2].

I. INTRODUCTION

Communication theory has traditionally studied the problem
of communication in the presence of a jammer, only from
the communicater’s perspective. The solutions sought have
concentrated on what the communication system can achieve
in the worst case over all possible scenarios; we call this the
Shannon solution. However, alongside one could also ask a
dual question, namely, what is the maximum damage that
the jammer could achieve in the presence of an intelligent
communication system? A natural vantage point for analyzing
the system from both points of view together is that of a game
between the communication system and the jammer. One could
then employ solution concepts from game theory to ‘solve’ the
game and analyze the system; we refer to the resulting solution
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as the von Neumann solution. The focus of this paper is a game
of the above kind in the finite blocklength regime and the
relation between the Shannon and von Neumann solutions of
communication problems in the presence of adversarial action.

We define the following zero-sum game between a fi-
nite blocklength communication system and a finite state
jammer. The communication system attempts to commu-
nicate a discrete uniform source across a discrete mem-
oryless channel by making n uses of the channel. The
channel law is determined by its state which is controlled
by the jammer. The communication system comprises of
a team of two decision makers – an encoder and a de-
coder – that together attempt to minimize the average prob-
ability of error incurred in the transmission of the source.

Fig. 1: A communication system with
a finite state jammer

The jammer chooses
a state randomly so
as to maximize the
error incurred in
transmission.

Following Fig 1,
let S denote a source
message of rate R
drawn uniformly at
random from S := {1, . . . , 2nR}. Suppose the jammer chooses
a channel state θ from a set Θ randomly according to a
distribution q. The encoder and decoder choose stochastic
strategies. A stochastic encoder maps the source S to an n-
length channel input X randomly according to a conditional
distribution QX|S . The channel, in state θ, outputs an n-length
string denoted Y , which is decoded by a stochastic decoder
that outputs Ŝ ∈ S according to a conditional distribution
QŜ|Y . We assume that the set of states, Θ, is finite, and that
the state once chosen remains fixed through the n uses of the
channel. The choice of the channel state by the jammer is
independent of the source message and the encoded message,
and the actual state realized is not known to either encoder or
decoder.

The min-max value or upper value of this game is denoted
ϑ(n;R) and is the optimal value of the following problem,

P(n;R) min
QX|S ,QŜ|Y

max
q

E[I{S 6= Ŝ}]

s.t QX|S ∈ P(X|S), QŜ|Y ∈ P(Ŝ|Y), q ∈ P(Θ).

where X ,Y are the sets of n-length channel inputs and
outputs, respectively and P(·) is the set of probability distribu-
tions on ‘·’. The expectation E above is under the distribution
induced by the code (QX|S , QŜ|Y ) and the distribution q.
Problem P(n;R) thus corresponds to the minimum probability
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of error achievable by the encoder-decoder team in the worst
case over all distributions q chosen by the jammer. The max-
min value or lower value of the game, denoted ϑ(n;R), is the
optimal value of the following problem,

P(n;R) max
q

min
QX|S ,QŜ|Y

E[I{S 6= Ŝ}]

s.t QX|S ∈ P(X|S), QŜ|Y ∈ P(Ŝ|Y), q ∈ P(Θ),

and corresponds to the maximum probability of error achiev-
able by the jammer in the worst case over all stochastic
codes employed by the encoder-decoder team. Note that the
following relation always holds:

ϑ̄(n;R) ≥ ϑ(n;R), ∀n ∈ N, R ∈ [0,∞). (1)

The above zero-sum game is said to admit a saddle point
value, or a von Neumann solution, if equality holds, i.e., if
ϑ̄(n;R) = ϑ(n;R).

Having defined the game, we ask our first question. Does
the game admit a saddle point? For each strategy of the
jammer, the team problem of the encoder and decoder has
nonclassical information structure [3]. As argued in [4], in the
space of stochastic codes, the communicating team’s problem
is nonconvex for each jammer strategy. This lack of convexity
implies that the existence of a saddle point is not guaranteed.
Moreover, using the codes that form a saddle point (assuming
one exists) may imply capacities, error exponents and such-
like that are distinct from those obtained from the Shannon
solution. This leads us to our second question: do the answers
obtained from the saddle point, i.e., the von Neumann solution,
coincide with those obtained from the Shannon solution?

We find that, despite the skepticism voiced above, answers
to both these questions are in the affirmative in the large
blocklength limit, for all but finite many values of the rate
R of the source. The main result in this paper shows that
the asymptotic value of the minimum probability of error
achievable by a code of rate R, in the worst case over
all jammer strategies, equals the asymptotic value of the
maximum probability of error that a jammer can induce, in
the worst case over all possible codes of rate of R, for all
rates R barring some finitely many specific values. In other
words,

lim
n→∞

ϑ(n;R) = lim
n→∞

ϑ(n;R), ∀R ∈ [0,∞)\D ,

where D is a finite set. Moreover, ϑ(R), which is defined as
the value of the above limits when they are equal is given by

ϑ(R) = max
q∈P(Θ)

min
Θ′⊆Θ

{
1−

∑
θ∈Θ′

q(θ)|R < C(Θ′)

}
,

where C(Θ′) is the capacity of the compound channel formed
by Θ′ ⊆ Θ, and D is precisely the set of points of dis-
continuity of the right-hand side above when viewed as a
function of R ∈ [0,∞). At a finite blocklength an approximate
minimax theorem holds, i.e., the difference ϑ(n;R)−ϑ(n;R)
becomes vanishingly small with n for all R ≥ 0 except in D .
Interestingly, the upper value, ϑ(n;R) also happens to equal
the probability of error guaranteed by the Shannon solution.
Consequently, we find that as the blocklength becomes large,

the Shannon solution comes in harmony with the von Neu-
mann solution. As a corollary of these results we also obtain
the ε-capacity of a compound channel under stochastic codes,
the first such result, to the best of our knowledge.

Despite the nonconvexity of the communicating team’s
problem argued in [4], our recent results [2], [5], [6] and
[7] have shown that all point-to-point problems and several
network problems (without a jammer) admit a near-convexity,
in the sense that they can be approximated asymptotically
by a linear program. This leads us to conjecture that an
‘approximate’ minimax theorem may be within reach, whose
approximation becomes increasingly accurate as n→∞. Our
results show that this intuition is correct for almost all rates.

Since the state once chosen is held fixed throughout the
n transmissions, problem P(n;R) corresponds to coding for
a finite blocklength compound channel [8] under stochastic
codes. Problem P(n;R) on the other hand amounts to foisting
a distribution on the state space so that the resulting finite
blocklength mixed channel [9] has the largest probability of
error. To the best of our knowledge, ours is the first result
showing that these are asymptotically the same. The compound
and mixed channels have been known to be intimately related
(see [8], [9]); in particular they have the same capacity. Our
results show that there is an even deeper relation between
them.

Interestingly, this minimax theorem breaks down if one
considers the maximum probability of error criterion; there
is always an interval of rates where there is a gap between the
upper and lower values. Furthermore, to the best of our un-
derstanding, local randomization produced by stochastic codes
seems essential and we have not been able to show similar
results with deterministic codes. Local randomization by the
encoder allows the code to randomly communicate with the
correct codebook with a positive probability, regardless of the
action of the jammer. Correctly choosing this randomization
achieves the optimal performance. It is unclear if the same can
be achieved with deterministic codes. Indeed, formulating the
problem in the space of stochastic codes was also key to our
near-convexity results for coding problems found in [2], [5],
[6] and [7].

There are two regimes where our result is rather easy to
claim. Define,

C = max
PX

min
θ∈Θ

IPX(X;Y|θ), C = min
θ∈Θ

max
PX

IPX(X;Y|θ), (2)

where IPX(X;Y|θ) is the mutual information between the
(single letter) channel input X and channel output Y when
the state is θ and the channel input distribution is PX. C is
the capacity of the compound channel (under deterministic
and stochastic codes). Clearly, by definition of capacity, for
R < C, the upper value and hence the lower value of the game
must go to zero as n→∞. C is the smallest of the capacities
of individual DMCs defined by the state of the channel. For
R > C, the jammer can choose the state with smallest capacity
(with probability one), whereby by the strong converse for
channel coding for this DMC, the lower, and hence upper
values must both approach unity. Thus the asymptotic minimax
theorem holds for R < C and R > C. The nontrivial case is
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Fig. 2: ϑ(R) for four-state jammer where C(Θ′)’s for Θ′ ⊂
Θ = {1, 2, 3, 4} are assumed to satisfy: C < C(a) <
C(b) < C(c) < C(d) < C(e) < C(f) < C(g) <
C(h) < C(i) < C(j) < C = C({1}) where a =
{1, 2, 3}, b = {1, 2, 4}, c = {1, 3, 4}, d = {1, 2}, e =
{1, 3}, f = {1, 4}, g = {2, 3, 4}, h = {2, 3}, i = {2, 4}, j =
{3, 4}. The hollow circle indicates an excluded end-point rate.

C < R < C where we also show the minimax theorem with
a new argument that exploits the stochastic encoding allowed.

The limiting saddle point value ϑ(R) happens to take a
peculiar form. It is a step function wherein the points where
jumps occur depend on the capacities of compound channels
that correspond to subsets of Θ. For example, in the case where
|Θ| = 2, we have

ϑ(R) =


0 if R < C,
1
2 if C < R < C,

1 if R > C.

For |Θ| = 3 (say Θ = {1, 2, 3}), assuming that the capacities
of compound channels corresponding to subsets Θ satisfy,

C < C({1, 2}) < C({1, 3}) < C({2, 3}) < C = C({1}),

we get

ϑ(R) =



0 if R < C,
1
3 if C < R < C({1, 2}),
1
2 if C({1, 2}) < R ≤ C({1, 3}),
1
2 if C({1, 3}) < R < C({2, 3}),
2
3 if C({2, 3}) < R < C,

1 if R > C.

The saddle point value for |Θ| = 4 is shown in Fig 2.

To show our results, we find two categories of bounds:
a lower bound on ϑ(n;R), which is equivalently a finite
blocklength converse for the mixed channel, and an upper
bound on ϑ(n;R), which is equivalently a finite blocklength
achievability result for the compound channel. The former
is obtained via the linear programming (LP) approach we
introduced in [2]. For the latter, in the regimes R < C and
R > C, we employ a deterministic achievability scheme. In
the intermediate region C < R < C, we employ a stochastic
construction that randomly chooses between codebooks for
compound channels formed by subsets of Θ. This achievability
scheme is novel in the sense that it was derived using the
converse as a reference, reinterpreting the latter via von
Neumann’s minimax theorem, then and attempting to match
it, rather than the common approach which attempts to find a
matching converse for an achievability scheme.

A. Related Work

The existence of a saddle point solution for a game com-
prising of a communication system and a jammer has been
studied multiple times in the LQG setting (e.g., [10], [11]).
For transmitting Gaussian sources over Gaussian channels
controlled by a power-constrained jammer with access to the
source, the existence of a mixed saddle point solution is shown
in [12]. An extension of the above work to general sources over
additive noise channel has been considered in [13]. Closely
related to our problem setup is the Arbitrarily Varying Channel
(AVC) model (see [14]), where a jammer changes the state
of the channel at each instant during the transmission of
the encoded message. AVC is used to model packet-dropout
adversarial channels in [15], where the control problem over an
adversarial channel is then posed as a zero-sum game between
the jammer and the controller. For gaussian AVC’s with power
constraints, the problem of evaluating the asymptotic random
coding capacity is shown to have an equivalent zero-sum game
formulation between the transmitter and the jammer in [16].
To the best of our knowledge ours is the only work that studies
the setting we consider, where the channel is the compound
channel.

B. Organization

Section II formulates the zero-sum game between the finite
blocklength communication system and the finite state jammer.
We also give a background on zero-sum games and compound
and mixed channels. In Section III, we present the LP-
relaxation based framework to obtain a lower bound on the
max-min value of the game. Section IV presents a new upper
bound on the min-max value of the game and analyses the
asymptotic tightness of this bound to the lower bound obtained
via LP for rates R < C and R < C. In Section V, we consider
the intermediate rate region C < R < C. We derive a novel
finite blocklength upper bound on the min-max value of the
game and show that this bound is asymptotically equal to the
LP-based lower bound for all but finitely many rates in this
range. Finally, we conclude with Section VI.
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C. Notation

Throughout this paper, upper case letters A,B represent
random variables taking values in spaces represented by cal-
ligraphic letters A,B respectively and lower case letters a, b
represent the specific values these random variables take. Let
I{•} represent the indicator function which is one when •
is true and is zero otherwise. P(•) denotes the set of all
probability distributions on ‘•’. Let Z := S × X × Y × Ŝ
and z := (s, x, y, ŝ) ∈ Z . Let QX|SQŜ|Y PY |X,θ(z, θ) ≡
QX|S(x|s)QŜ|Y (ŝ|y)PY |X,θ(y|x, θ). If P represents an op-
timization problem, OPT(P ) represents its optimal value. If
A represents a set, Ac represents its compliment. Let L(R)HS
represent Left (Right) Hand Side. Let x ∈ An be a n-length
string. Then,

P (a|x) =

∑n
i=1 I{xi = a}

n
, a ∈ A,

represents the type of x (see [17]). Note that P (a|x) ≥ 0 for
all a ∈ A and

∑
a∈A P (a|x) = 1, whereby P ∈ P(A). Let

T n represent the set of all types in An. From type counting
lemma [17], we then have,

|T n| ≤ (n+ 1)|A|. (3)

II. BACKGROUND AND PROBLEM FORMULATION

A. Zero-sum games

A zero-sum game comprises of two players P1, P2, with
strategies denoted z1 ∈ Z1 and z2 ∈ Z2, respectively, and a
function c : Z1 × Z2 → R of these strategies. P1 attempts
to choose z∗1 ∈ Z1 so as to minimize c and P2 attempts to
choose z∗2 ∈ Z2 so as to maximize this function, but the value
each gets depends not only what the player chooses but also
what the other player chooses. How would these players then
play? von Neumann surmised that P1, P2 would each choose
z∗1 , z

∗
2 , respectively, so as to minimize the worst case damage

that the other player could do. i.e.,

z∗1 ∈ arg min
z1∈Z1

c(z1), c(z1) := max
z2∈Z2

c(z1, z2), (4)

and

z∗2 ∈ arg max
z2∈Z2

c(z2), c(z2) := min
z1∈Z1

c(z1, z2). (5)

Clearly, these calculations may not match up. Specifically,
if P1 plays z∗1 it may not be optimal for P2 to play z∗2 ,
or if P2 plays z∗2 , P1 may not want to stick to playing z∗1 .
Remarkably, von Neumann showed that in certain classes of
games [18], these calculations do match up exactly and we get
c(z∗1) = c(z∗2). In this case, we get the central solution concept
in zero-sum games, proposed by von Neumann, namely, a
saddle point. (z∗1 , z

∗
2) are said to form a saddle point of the

game if

c(z∗1 , z2) ≤ c(z∗1 , z∗2) ≤ c(z1, z
∗
2) ∀z1 ∈ Z1, z2 ∈ Z2. (6)

The existence of a saddle point is equivalent to the following
interchangeability of the ‘min’ and ‘max’ operations on c, i.e.,

min
z1∈Z1

max
z2∈Z2

c(z1, z2) = max
z2∈Z2

min
z1∈Z1

c(z1, z2). (7)

In general, one always has that the left hand side of (7) (called
the upper value of the game, and equal to c(z∗1)) is greater
than or equal to the right hand side (called the lower value,
and equal to c(z∗2)). von Neumann’s minimax theorem [18]
showed that equality holds when Z1, Z2 are finite dimensional
probability simplices and c(z1, z2) ≡ z>1 Az2 for a matrix A.

B. Communication in the presence of a jammer as a game

We now present the problem of channel coding in presence
of a jammer as a zero-sum game. Let S represent the random
source message distributed uniformly on S = {1, . . . ,M}
with M = 2nR and R is the rate of transmission. Consider a
family of channels PY|X,θ ∈ P(B|A) with common finite input
and output alphabets A and B, respectively, parametrized by
a state θ taking values in a finite set Θ. Define X := An and
Y := Bn as the spaces of n-length strings of channel inputs
and outputs of any channel from this family. An encoder maps
S to an n-length (n <∞) string X ∈ X randomly according
to the distribution QX|S ∈ P(X|S). X is subsequently sent
through a channel in state θ ∈ Θ, represented by the stochastic
kernel PY |X,θ to get the channel output Y ∈ Y . For each
θ ∈ Θ, we assume that the channel is discrete and memoryless,
i.e.

PY |X,θ(y|x, θ) =

n∏
i=1

PY|X,θ(yi|xi, θ), ∀x ∈ X , y ∈ Y. (8)

Subsequently, a decoder maps the channel output Y randomly
accordingly to QŜ|Y ∈ P(S|Y) to get Ŝ ∈ S . Here, QX|S
represents a stochastic encoder, QŜ|Y represents a stochastic
decoder and together, they constitute a stochastic code in the
sense of Csiszar and Korner [17] or behavioral strategies in the
language of game theory [19]. Note that this is distinct from
a random code. A deterministic code is a pair of functions
f : S → X , g : Y → S and a random code is a randomly
chosen pair of functions f, g. A jammer controls the state of
the channel and chooses a state θ ∈ Θ randomly according
to some distribution q ∈ P(Θ) independent of S,X . State θ
once chosen is held fixed through n-uses of the channel and
the channel state chosen is not known to both the encoder and
decoder.

This setting can be formulated as a zero-sum game by
taking P1 as a team comprising of the stochastic encoder
and decoder (QX|S , QŜ|Y ) and its strategy space as Z1 =

P(X|S)×P(S|Y), the set of all stochastic codes. The jammer
is player P2 with its strategy space as P(Θ) and the cost
function c is the average probability of error over all messages,
E[I{S 6= Ŝ}] evaluated under the probability distribution
induced by the strategies of the encoder-decoder team and
the jammer. Since for each value of θ, the random variables
S,X, Y, Ŝ form a Markov chain in that order, we have

E[I{S 6= Ŝ}|S = s, θ]

=
∑
x,y,ŝ

QX|S(x|s)QŜ|Y (ŝ|y)PY |X,θ(y|x, θ)I{s 6= ŝ},

(9)



5

and hence

E[I{S 6= Ŝ}|S = s] =
∑
θ∈Θ

q(θ)E[I{S 6= Ŝ}|S = s, θ],

and E[I{S 6= Ŝ}] =
1

M

∑
s∈S

E[I{S 6= Ŝ}|S = s].

The central quest in this paper is to investigate whether a
minimax theorem can be claimed for this game. However, the
answer to this question is in the negative in general when n is
finite since while E[I{S 6= Ŝ}] is concave (in fact, linear) in
q, it is nonconvex in (QX|S , QŜ|Y ), the nonconvexity arising
due to the presence of bilinear products QX|S(x|s)QŜ|Y (ŝ|y)
(see e.g., [4]) in (9). Consequently, a saddle point value
may not exist for this game. In this context, we explore an
‘approximate’ minmax theorem for the zero-sum game, the
approximation becoming increasingly accurate as blocklength
n increases. Towards this, we derive new upper bounds on
ϑ(n;R) and lower bounds on ϑ(n;R) and show that a near-
saddle point holds for the zero-sum game, i.e., for each n ∈ N,
0 ≤ ϑ(n;R) − ϑ(n;R) ≤ εn, εn ∈ [0, 1], where for all but
finitely many values of the rate R, we have lim

n→∞
εn = 0.

Consequently, for such rates we get

lim
n→∞

ϑ(n;R) = lim
n→∞

ϑ(n;R) =: ϑ(R),

where ϑ(R) is now the limiting saddle-point value of the zero-
sum game.

C. Background on mixed and compound channels

Our problem is intimately related to compound and mixed
channels. We recall some background about them here and
relate them to our problem [14]. A compound channel is
defined by a family of channels {PY|X,θ}θ∈Θ whose state
θ is held fixed throughout the transmission. The average
probability of error incurred by a code QX|S , QŜ|Y over this
compound channel is defined as

εcom(QX|S , QŜ|Y ;n) := max
θ∈Θ

∑
s

1

M
E[I{S 6= Ŝ}|S = s, θ].

For any q ∈ P(Θ), a mixed channel of blocklength n is defined
as

P
(q)
Y |X(y|x) =

∑
θ∈Θ

q(θ)PY |X,θ(y|x, θ),

where PY |X,θ(y|x, θ) is as defined in (8). The average proba-
bility of error incurred by a code in a mixed channel is defined
in the usual sense as

εmix(q,QX|S , QŜ|Y ;n) := E[I{S 6= Ŝ}].

From the linearity of E[I{S 6= Ŝ}] in q, it is easy to see
that problem P(n;R) is equivalent to the finite blocklength
channel coding of the compound channel under the average
probability of error criterion (where the average is taken over
all messsages), employing stochastic codes. Moreover, for
each strategy q ∈ P(Θ) of the jammer, the inner minimization
in problem P(n;R) corresponds to the finite blocklength
channel coding of the mixed channel under the average prob-
ability of error criterion. It is then evident that the bound εn

mentioned at the end of the previous section can be established
using a combination of a finite blocklength achievability for
a compound channel and a finite blocklength converse for a
mixed channel. Our main contribution is in showing that these
asymptotically the same.

A rate R is said to be achievable for a compound channel (or
mixed channel) if there exists a sequence of stochastic codes
(QX|S , QŜ|Y ) with M = 2nR such that εcom(QX|S , QŜ|Y ;n)

(or εmix(q,QX|S , QŜ|Y ;n)) goes to 0 as n→∞. The supre-
mum over all such achievable rates then gives the capacity
of a compound channel (or mixed channel) under stochastic
codes. Interestingly, the capacity (under both deterministic and
stochastic codes) of a compound channel is (see [20])

C = max
PX

min
θ∈Θ

IPX(X;Y|θ),

and the capacity of the mixed channel is (see [14])

max
PX

min
θ:q(θ)>0

IPX(X;Y|θ),

where the maximization is over PX ∈ P(A) and
IPX(X;Y|θ) :=∑
a∈A,b∈B

PX(a)PY|X,θ(b|a, θ) log
PY|X,θ(b|a, θ)∑

a∈A PX(a)PY|X,θ(b|a, θ)
,

represents the mutual information between random variables
X ∈ A and Y ∈ B. Notice that the mixed channel capacity
depends only on the support of q, and when the support is Θ,
it equals C, the capacity of the compound channel. We assume
throughout this paper that C > 0.

Under the average probability of error criterion, a strong
converse does not hold for mixed and compound channels
(see [21], [9]). However, if the average probability of error
criterion is replaced with maximum probability of error (over
all messages), i.e., maxs∈S,θ∈Θ E[I{S 6= Ŝ}|S = s, θ],
a strong converse holds for the compound channel ([14])
but not the mixed channel (for the latter the criterion is
maxs∈S E[I{S 6= Ŝ}|S = s]). We will see that this subtle
difference plays an important role in our result.

III. FINITE BLOCKLENGTH LOWER BOUNDS

In this section, we obtain a lower bound on ϑ(n;R) via
a linear programming relaxation of the minimization part of
problem P(n;R). For each q ∈ P(Θ), E[I{S 6= Ŝ}] is
nonconvex in (QX|S , QŜ|Y ), the nonconvexity resulting from
the presence of bilinear products. Consequently, we relax this
nonconvexity by a linear programming (LP) relaxation which
results in a new min-max problem over relaxed codes.

Towards this, we resort to a lift-and-project-like idea as
illustrated in [2]. For sake of completeness, we quickly out-
line the technique here. In this approach, we introduce new
variables, W (s, x, y, ŝ) to replace the bilinear product terms
QX|S(x|s)QŜ|Y (ŝ|y) for each s ∈ S, x ∈ X , y ∈ Y, ŝ ∈ Ŝ ,
thereby lifting the nonconvex problem to a higher dimensional
space of variables, that now includes (QX|S , QŜ|Y ,W ). New
valid inequalities in terms of W are obtained in this space.
Towards this, for each s ∈ S, we multiply both sides of the
equation

∑
xQX|S(x|s) = 1 with QŜ|Y (ŝ|y) for all ŝ, y and
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for each y ∈ Y , multiply both sides of
∑
ŝQŜ|Y (ŝ|y) = 1 with

QX|S(x|s) for all x, s. Replace the bilinear products in the
resulting set of equations with the new variable W (s, x, y, ŝ)
and add these to the original constraints. Thus, a lower bound
on ϑ(n;R) is given by the optimal value of the following
problem,

LP(n;R) min
QX|S ,QŜ|Y ,W

max
q

err(q,W )

s.t
QX|S ∈ P(X|S), QŜ|Y ∈ P(Ŝ|Y), q ∈ P(Θ)∑
xW (z)−QŜ|Y (ŝ|y) = 0 ∀s, ŝ, y,∑
ŝW (z)−QX|S(x|s) = 0 ∀s, x, y,

where

err(q,W ) =
∑
z,θ

1

M
W (z)I{s 6= ŝ}q(θ)PY |X,θ(y|x, θ).

A collection (QX|S , QŜ|Y ,W ) satisfying the constraints above
is called a relaxed code. Clearly ϑ(n;R) ≥ OPT(LP(n;R)).
Note that err(q,W ) is convex in (QX|S , QŜ|Y ,W ) and linear
in q. Moreover, the set of relaxed codes is convex and compact,
and so is the set of P(Θ). Consequently, a minmax theorem
holds, and the order of the minimization and maximization
can be interchanged in LP(n;R). Thus,

OPT(LP(n;R)) = max
q

min
(QX|S ,QŜ|Y ,W )

err(q,W ), (10)

where the minimization is over relaxed codes and the max-
imization is over q ∈ P(Θ). Now, for each q ∈ P(Θ),
the inner minimization over relaxed codes in (10) is a lower
bound on the inner minimization minQX|S ,QŜ|Y E[I{S 6= Ŝ}]
in P(n;R); it is precisely what one would obtain if one
applied the above relaxation directly to this minimization.
Consequently, OPT(LP(n;R)) is a lower bound also on
ϑ(n;R), whereby,

ϑ(n;R) ≥ ϑ(n;R) ≥ OPT(LP(n;R)). (11)

This substantiates our motivation – if LP(n;R) is a tight
relaxation of P(n;R), then the upper and lower values of the
game ought to approach each other.

To obtain a lower bound from LP(n;R), we replace the
inner minimization over relaxed codes in (10) by its dual. The
dual of the inner minimization in (10) can be written as,

DP(q, n;R) max
γ

(q)
a ,γ

(q)
b ,λ

(q)
s ,λ

(q)
s

∑
s

γ(q)
a (s) +

∑
y

γ
(q)
b (y)

s.t
γ

(q)
a (s)−

∑
y λ

(q)
c (s, x, y) ≤ 0 ∀x, s (D1)

γ
(q)
b (y)−

∑
s λ

(q)
s (s, ŝ, y) ≤ 0 ∀ŝ, y (D2)

λ
(q)
s (s, ŝ, y) + λ

(q)
c (s, x, y) ≤ Λ(q)(z) ∀z (D3)

where

Λ(q)(z) =
1

M
I{s 6= ŝ}

∑
θ

PY |X,θ(y|x, θ)q(θ),

and λ(q)
s : S×Ŝ×Y → R, λ(q)

c : S×X×Y → R, γ(q)
a : S → R

and γ
(q)
b : Y → R are Lagrange multipliers (see [2] for

details). From duality of linear programming, it then fol-
lows that OPT(LP(n;R)) = maxq∈P(Θ) OPT(DP(q, n;R)).

Towards evaluating OPT(DP(q, n;R)), note that it is
optimal to take γ

(q)
a (s) = minx

∑
y λ

(q)
c (s, x, y) and

γ
(q)
b (y) = minŝ

∑
s λ

(q)
s (s, ŝ, y). Consequently, we get

OPT(DP(q, n;R)) =

max
λ

(q)
c ,λ

(q)
s

{∑
s

min
x

∑
y

λ(q)
c (s, x, y) +

∑
y

min
ŝ

∑
s

λ(q)
s (s, ŝ, y)

}
s.t λ(q)

s (s, ŝ, y) + λ(q)
c (s, x, y) ≤ Λ(q)(z) ∀z.

The following lemma then outlines our framework for deriving
lower bound on ϑ(n;R).

Lemma 3.1: Any choice of functions λ(q)
s : S×Ŝ×Y → R,

λ
(q)
c : X × S × Y → R satisfying constraint (D3) yields the

following lower bound on ϑ(n;R),

ϑ(n;R) ≥ max
q

OPT(DP(q, n;R))

≥ max
q

{∑
s

min
x

∑
y

λ(q)
c (s, x, y) +

∑
y

min
ŝ

∑
s

λ(q)
s (s, ŝ, y)

}
.

In fact, a particular choice of functions λ(q)
s , λ(q)

c satisfying
constraint (D3) of DP(q, n;R) for each q ∈ P(Θ) gives the
following lower bound on ϑ(n;R).

Theorem 3.2: The following lower bound on ϑ(n;R) holds,

ϑ(n;R) ≥ max
q

OPT(DP(q, n;R))

≥ max
q

sup
PȲ |θ,γ>0

{
min
x

∑
y

∑
θ

q(θ) min

{
PY |X,θ(y|x, θ),

PȲ |θ(y|θ)M exp(−γ)

}
− exp(−γ)

}
, (12)

where PȲ |θ is an arbitrary probability distribution in the space
of Y for θ ∈ Θ.
Proof : For each q ∈ P(Θ), consider the following choice of
functions λ(q)

s , λ
(q)
c ,

λ(q)
c (s, x, y) =

∑
θ

q(θ)

M
min

{
PY |X,θ(y|x, θ),M

PȲ |θ(y|θ)
exp(γ)

}
,

λ(q)
s (s, ŝ, y) = − 1

M

∑
θ

q(θ)PȲ |θ(y|θ)M exp(−γ)I{s = ŝ}.

The feasibility of these functions with respect to (D3) of
DP(q, n;R) can be verified as in the proof of Theorem 2.1
[7] and we skip the proof here. Taking supremum over
PȲ |θ(y|θ) and γ > 0 of the resulting dual cost and applying
Lemma 3.1 gives the required lower bound.

Lower bounding min

{
PY |X,θ(y|x, θ), PȲ |Θ(y|θ)M exp(−γ)

}
in (12) with PY |X,θ(y|x, θ)I

{
iX;Ȳ |θ(x;Y |θ) ≤ logM − γ

}
,

where

iX;Ȳ |θ(x; y|θ) = log
PY |X,θ(y|x, θ)
PȲ |θ(y|θ)

,

then yields the following bound,

max
q

sup
PȲ |θ,γ>0

min
x

{∑
θ

q(θ)

[
Pθ[iX;Ȳ |θ(x;Y |θ) ≤ logM − γ]

− exp(−γ)

}
. (13)
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(13) in turn results in the following lower bound on ϑ(n;R).
Corollary 3.3: The following lower bound on ϑ(n;R) holds,

ϑ(n;R) ≥ max
q

OPT(DP(q, n;R))

≥ max
q∈P(Θ)

∑
θ

q(θ)I
{
IP̄n(q)(X;Y|θ)≤ R− 2ξ − log |T n|

n

}
− A(ξ)

n
− exp(−nξ), (14)

where ξ > 0 is an arbitrary constant,

PȲ |θ(y|θ) ≡
1

|T n|
∑

Pn∈T n
(PnPY|X,θ)

×n(y), (15)

and P̄n(q) is the type of x ∈ An that minimizes∑
θ

q(θ)
∑
y

PY |X,θ(y|x, θ)I
{

log
PY |X,θ(y|x, θ)
PȲ |θ(y|θ)

≤ nR− nξ
}
.

(16)

Proof : The proof is included in Appendix A.
Having obtained lower bounds on the lower value of the game,
we now move on to analysing the asymptotic equality of
ϑ(n;R) and ϑ(n;R) in the limit as n→∞. Towards this, we
divide the rate region into two different cases – (a) R > C or
R < C, (b) C < R < C – and we obtain new upper bounds
on the ϑ(n;R) in these regions. Together with the LP-based
lower bound, we then show in Sections IV and V that the
min-max and max-min values of the game indeed approach
each other in the limit as n→∞ in these regions.

IV. ASYMPTOTIC EQUALITY OF ϑ(n;R) AND ϑ(n;R)
WHEN R < C AND R > C

In this section, we analyze the asymptotic equality of
ϑ(n;R) and ϑ(n;R) in the limit as n → ∞ when R < C
and R > C. Since a lower bound on ϑ(n;R) follows from
the LP relaxation-based bound in (14), we first derive a new
finite blocklength upper bound (or achievability bound) on the
min-max value ϑ(n;R).

Towards this, note that the objective value of P(n;R) cor-
responding to any choice of distributions QX|S , QŜ|Y yields
an upper bound on ϑ(n;R). In particular, we construct a
deterministic code (f, g) so as to obtain the following upper
bound on ϑ(n;R).

Theorem 4.1: Let PX ∈ P(X ) be any input distribution.
Then, for any stochastic code, the following upper bound
holds,

ϑ(n;R) ≤ max
θ∈Θ,s∈S

E[I{S 6= Ŝ}|S = s, θ]

≤ max
θ∈Θ

Pθ
[
log

PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

≤ α+ δ

]
+ exp(−δ) +

M |Θ|2

exp(α)
, (17)

where E[I{S 6= Ŝ}|S = s, θ] is the probability of er-
ror in transmitting message s under this code when the
channel state is θ, Pθ is the probability with respect to
PXPY |X,θ, α, δ > 0 are arbitrary constants and PY |θ(y|θ) =∑
x∈X PX(x)PY |X,θ(y|x, θ).

Proof : Proof is included in Appendix B.
In particular, fixing α = logM+ n∆

2 , δ = n∆
2 with ∆ > 0 an

arbitrary positive constant, (17) results in the following upper
bound,

ϑ(n;R) ≤ max
θ∈Θ

Pθ
[
log

PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

≤ logM + n∆

]
+ exp(−n∆/2)[|Θ|2 + 1]. (18)

Recall from Section II that evaluating ϑ(n;R) is equiv-
alent to the problem of minimizing the average probability
of error over all stochastic codes in a compound channel.
Earliest upper bound known for such compound channels
has been obtained by Blackwell et al. [8]. Our new bound
in (17) improves on the bound of Blackwell et al. by re-

placing
∑
θ Pθ

[
log

PY |X,θ(Y |X,θ)
PY |θ(Y |θ) ≤ α + δ

]
therein with

maxθ Pθ
[
log

PY |X,θ(Y |X,θ)
PY |θ(Y |θ) ≤ α+ δ

]
.

Employing this newly derived upper bound on ϑ(n;R)
together with the lower bound on ϑ(n;R) obtained in (14), the
following theorem then shows that the difference between the
upper and lower values of the game vanishes asymptotically
as n→∞ for R < C and R > C.

Theorem 4.2: Consider the zero-sum game with M = 2nR

and channel conditional distributions as given in (8). Then,

lim
n→∞

ϑ(n;R) = lim
n→∞

ϑ(n;R) = 0 ∀R < C,

lim
n→∞

ϑ(n;R) = lim
n→∞

ϑ(n;R) = 1 ∀R > C.

Proof : Proof is included in Appendix C.
Recall from the introduction that this result is along expected
lines. After all, C being the capacity of the compound channel,
we must have that for R < C, ϑ(n;R) and hence ϑ(n;R)
approach 0 for large n. Similarly C being the smallest among
the capacities of the individual DMCs corresponding to states
θ ∈ Θ, by the strong converse of channel coding for R > C,
ϑ(n;R) and hence ϑ(n;R) must approach unity. An additional
subtlety here is that we have finite blocklength estimates
on the “approximate” minimax value, which follow from
Theorem 4.1 and Corollary 3.3. Consequently, even though
for each finite n the game may not admit a saddle point
value, for large n and R < C and R > C, it admits near-
saddle point value (as is evident from (46) in the Appendix).
Moreover, for the class of channels where C = C = C,
Theorem 4.2 shows that a near-saddle point value exists for
all R except when R = C. Examples where C = C holds are
families of discrete memoryless channels where the capacity
achieving input distribution is independent of θ [14], that
includes the binary symmetric channels and binary erasure
channels amongst others.

V. ASYMPTOTIC EQUALITY OF ϑ(n;R) AND ϑ(n;R) FOR
C < R < C

We now come to the asymptotic equality of the min-max and
max-min values of the game when the rate of communication
R lies in the range C < R < C and exact characterization
of this limiting value. Towards this, we first establish a
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fundamental lower bound on the max-min value of the game
by employing the LP relaxation from Section III. From the
lower bound we then inspire a finite blocklength achievability
scheme whose performance asymptotically matches this lower
bound as n → ∞ for all but finitely many values of the rate
R.

A. An LP-Relaxation Based Fundamental Lower Bound on
Max-min problem

We employ the LP relaxation to derive a lower bound
on lim inf

n→∞
ϑ(n;R). Recall that for each q ∈ P(Θ), the LP

relaxation yields that ϑ(n;R) ≥ OPT(DP(q)) whereby the
following limiting bound holds:

lim inf
n→∞

ϑ(n;R) ≥ max
q∈P(Θ)

lim inf
n→∞

OPT(DP(q)).

Together with the converse obtained in (14), the LP relaxation
thus gives the following limiting bound on the max-min value
of the game.

Theorem 5.1: The LP-relaxation yields the following fun-
damental lower bound on the max-min value of the game,

lim inf
n→∞

ϑ(n;R) ≥ max
q∈P(Θ)

lim inf
n→∞

OPT(DP(q)) ≥ L(R),

(19)

where L(R) = max
q∈P(Θ)

min
Θ′⊆Θ

{
1−

∑
θ∈Θ′

q(θ) | R ≤ C(Θ′)

}
,

(20)

for R ∈ [0, C] and,

C(Θ′) = max
PX

min
θ∈Θ′

IPX(X;Y|θ),

is the capacity of the compound channel formed by Θ′ ⊆ Θ.
Proof : For any q ∈ P(Θ), we have from (14),

ϑ(n;R) ≥ OPT(DP(q))
(a)

≥
∑
θ∈Θ′n

q(θ)− A(ξ)

n
− exp(−nξ),

where in (a), ξ > 0 is an arbitrary constant, A(ξ) is

independent of n and Θ′n :=

{
θ ∈ Θ|R ≥ IP̄n(q)(X;Y|θ)+

2ξ + log |T n|
n

}
. Since

R < IP̄n(q)(X;Y|θ)+ 2ξ +
log |T n|

n
∀θ ∈ (Θ′n)c,

we must have

R < min
θ∈(Θ′n)c

IP̄n(q)(X;Y|θ)+ 2ξ +
log |T n|

n
.

It is clear that Θ′n satisfies that R < C((Θ′n)c)+2ξ+ log |T n|
n ,

whereby for any q ∈ P(Θ),

ϑ(n;R) ≥ min
Θ̂⊆Θ

{∑
θ∈Θ̂

q(θ)|R < C(Θ̂c) + 2ξ +
log |T n|

n

}

− A(ξ)

n
− exp(−nξ), (21)

Subsequently, taking limit n → ∞ on both sides of (21),
noticing that there are only finitely many Θ̂ ⊆ Θ, and then
maximizing over q ∈ P(Θ) yields that

lim inf
n→∞

ϑ(n;R) ≥ max
q∈P(Θ)

min
Θ̂⊆Θ

{∑
θ∈Θ̂

q(θ)|R < C(Θ̂c) + 2ξ

}
.

Our result then follows by taking ξ → 0.

1) The quantities L(R) and U(R): L(R) defined in (20)
plays a key role in our analysis. This section is devoted to
understanding its properties. By making a slight change in the
definition of L, we define the following quantity,

U(R) := max
q∈P(Θ)

min
Θ′⊆Θ

{
1−

∑
θ∈Θ′

q(θ) | R < C(Θ′)

}
, (22)

for R ∈ [0, C]. For convenience, we extend the definition of
L and U to R > C by defining,

L(R) = U(R) := 1 ∀ R > C.

Observe that we always have L(R) ≤ U(R). To see this, note
that for any rate R,

Υ(R) := {Θ′ ⊆ Θ|R ≤ C(Θ′)}
⊇ Υ(R) := {Θ′ ⊆ Θ|R < C(Θ′)} (23)

holds in general, whereby for any q ∈ P(Θ), minΘ′∈Υ(R)[1−∑
θ∈Θ′ q(θ)] ≤ minΘ′∈Υ(R)[1 −

∑
θ∈Θ′ q(θ)]. In particular,

for those rates R such that R = C(Θ̂) for some Θ̂ ⊆ Θ,
it is easy to see that Θ̂ ∈ Υ(R) and Θ̂ 6∈ Υ(R), whereby
Υ(R) ⊃ Υ(R), a strict inclusion. In some cases this implies
L(R) < U(R) as we see in the example below.

Employing Υ(R), U(R) can be equivalently written as,

U(R) = max
q∈P(Θ)

min
Θ′∈Υ(R)

{
1−

∑
θ∈Θ′

q(θ)

}
. (24)

Interestingly, the following lemma shows that U(R) defined
above is in fact equal to the following expression,

Ũ(R) = max
q∈P(Θ)

inf

{
ε ∈ [0, 1)|R < C(q)

ε

}
, (25)

where C
(q)
ε is the ε-capacity definition of a mixed channel

P
(q)
Y |X . Under the average probability of error criterion, the ε-

capacity of this channel has been obtained in [22, Thm 1 and
Lem 1(a)] for ε ∈ [0, 1) as

C(q)
ε = max

PX
sup

{
R |

∑
θ

q(θ)I{IPX(X;Y|θ) ≤ R} ≤ ε
}
,

(26)

where IPX(X;Y|θ) is the mutual information between X ∼
PX ∈ P(A) and Y ∼

∑
x∈A PY|X,θ(y|x)PX(x).

Lemma 5.2: Ũ(R) in (25) evaluates to U(R) for R ∈
[C,C), i.e.

Ũ(R) = max
q∈P(Θ)

inf

{
ε ∈ [0, 1)|R < C(q)

ε

}
= U(R).
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Proof : From the definition of ε-capacity in (26), it follows that
when R < C

(q)
ε for a given q ∈ P(Θ), there exists PX ∈ P(A)

such that
∑
θ q(θ)I{IPX(X;Y|θ) ≤ R} ≤ ε. Consequently,

Ũ(R) = max
q∈P(Θ)

inf

{
ε ∈ [0, 1) | ∃PX ∈ P(A) s.t∑

θ

q(θ)I{IPX(X;Y|θ) ≤ R} ≤ ε
}
.

It is easy to see that for a given q ∈ P(Θ), the inner
infimum of ε in the above expression for Ũ(R) is equivalent to
finding the minimum of sums

∑
θ∈Θ′ q(θ) over strict subsets

Θ′ ⊂ Θ corresponding to which there exists a PX ∈ P(A)
such that R ≥ IPX(X;Y|θ) for all θ ∈ Θ′ and R <
minθ∈Θ′c IPX(X;Y|θ). Since a minimum is taken over subsets
Θ′, the first condition is redundant. Consequently, Ũ(R) can
be equivalently written as the following optimization problem,

max
q∈P(Θ)

min
Θ′⊂Θ

{∑
θ∈Θ′

q(θ)

∣∣∣∣∃PX ∈ P(A) s.t R < min
θ∈Θ′c

IPX(X;Y|θ)
}
.

Now, R < minθ∈Θ′c IPX(X;Y|θ) for some PX holds if and
only if R < C(Θ′c), which gives the following equivalent
expression,

max
q∈P(Θ)

min
Θ′⊂Θ

{
1−

∑
θ∈Θ′

q(θ)

∣∣∣∣ R < C(Θ′)

}
.

It is then easy to see that the above expression is equivalent
to U(R) for R ≥ C, which excludes the feasibility of Θ′ = Θ
in (22).

The following proposition describes the form of L and U
precisely and gives the condition when L(R) = U(R).

Proposition 5.3:

1) L and U are non-decreasing step functions. U is right-
continuous and L is left-continuous.

2) L and U are discontinuous at the same points.
3) L(R) = U(R) holds for all rates R where these functions

are continuous. In particular, L(R) = U(R) for all rates
R such that R 6= C(Θ′) for any Θ′ ⊆ Θ.

Proof : 1) We first argue that U is a non-decreasing step
function. Note that for rates R1, R2 such that R1 ≤ R2,
Υ(R1) ⊇ Υ(R2) (where Υ(R) is as defined in (23)), which
in turn gives that U(R1) ≤ U(R2). Thus, U(R) is non-
decreasing. Moreover, if for a given R, Θ1,Θ2 ⊆ Θ are
such that C(Θ1) = maxΘ′⊆Θ:R≥C(Θ′) C(Θ′) and C(Θ2) =
minΘ′⊆Θ:R<C(Θ′) C(Θ′), then U(R) is constant in the in-
terval [C(Θ1), C(Θ2)). Together, we thus have that U(R)
is a non-decreasing step function which is continuous in
the range C(Θ1) < R < C(Θ2) and is right-continuous
everywhere. Similarly, it is easy to verify that L(R) is a
non-decreasing function. Further, if Θ3,Θ4 ⊆ Θ are such
that C(Θ3) = maxΘ′⊆Θ:R>C(Θ′) C(Θ′) and C(Θ4) =
minΘ′⊆Θ:R≤C(Θ′) C(Θ′), L(R) is constant in the interval
(C(Θ3), C(Θ4)]. Hence, L(R) is a non-decreasing step func-
tion which is continuous in the range C(Θ3) < R < C(Θ4)
and is left-continuous everywhere.

2 and 3) We first show that L(R) = U(R) for R where U
is continuous. Consider the rates R where U is continuous.
Two cases arise – (a) R 6= C(Θ′) for any Θ′ ⊆ Θ in
which case it is easy to verify that Υ(R) = Υ(R), whereby
L(R) = U(R), and (b) R = C(Θ′) for some Θ′ ⊆ Θ and
U(R) is continuous. In the second case, the continuity of
U(R) ensures that U(R) = U(R − δ) for some small δ > 0.
However, Υ(R − δ) = Υ(R) whereby U(R − δ) = L(R).
Thus U(R) = L(R) for rates R where U(R) is continuous. It
follows that L and U have the same points of discontinuity,
thereby proving the second claim. Moreover, U(R) and L(R)
in turn coincide for all rates R such that R 6= C(Θ′) for any
Θ′ ⊆ Θ.
To illustrate this relation between L(R) and U(R), we con-
sider the following example of a three state jammer.

Example: Consider a three state jammer with Θ = {1, 2, 3}.
Let C(Θ′) for Θ′ ⊆ Θ be such that,

C < C({1, 2}) < C({1, 3}) < C({2, 3}) < C = C({1}).

Evaluating U(R) for this three-state jammer then results in,

U(R) =



0 if R < C
1
3 if C ≤ R < C({1, 2})
1
2 if C({1, 2}) ≤ R < C({1, 3})
1
2 if C({1, 3}) ≤ R < C({2, 3})
2
3 if C({2, 3}) ≤ R < C

1 if R ≥ C

To see this, let us evaluate U(R) when C({1, 3}) ≤ R <
C({2, 3}). From the definition in (22), we get that, U(R) =

max
q∈P(Θ)

min

{
q(1), q(2) + q(3), q(1) + q(3), q(1) + q(2)

}
=

1

2
,

which follows by taking q(1) = 1
2 and q(2) = q(3) = 1

4 . We
now evaluate L(R) for the considered three-state jammer. This
results in

L(R) =



0 if R ≤ C
1
3 if C < R ≤ C({1, 2})
1
2 if C({1, 2}) < R ≤ C({1, 3})
1
2 if C({1, 3}) < R ≤ C({2, 3})
2
3 if C({2, 3}) < R ≤ C
1 if R > C

Note that U(R) 6= L(R) at points of discontinuity of
U(R) and a strict inequality holds. To see this, consider
the case when R = C({2, 3}). While U(R) = 2

3 , L(R)
yields 1

2 . However, at rates R where U(R) is continuous,
say R = C({2, 3}) − ∆, where ∆ > 0 is small enough,
U(R) = L(R) = 1

2 . Thus, L(R) and U(R) coincide for all
rates R where U(R) is continuous. Figure 3 shows the U(R)
and Figure 4 shows L(R) for the three-state jammer. �

B. Finite Blocklength Achievability Upper Bound on ϑ(n;R)

In this section, we present a finite blocklength achievability
scheme for a compound channel to obtain an upper bound on
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Fig. 3: U(R) for three-state jammer. A hollow circle indicates
an excluded end-point rate and a filled circle indicates that the
end-point rate is included.

Fig. 4: L(R) for three-state jammer. A hollow circle indicates
an excluded end-point rate and a filled circle indicates that the
end-point rate is included.

the min-max value ϑ(n;R) of the game when rate R lies in the
range C < R < C. While Theorem 5.1 showed a lower bound
of L(R) in this range, our scheme will achieve an upper bound
of U(R), implying, thanks to Proposition 5.3, that the upper
and lower bounds are equal, and equal to L(R), everywhere
except at finitely many points.

The proposed scheme has two key features which distin-
guishes itself from the achievability scheme in Theorem 4.1
employed for the cases when R < C and R > C. Firstly,
in contrast to the deterministic encoder employed in Theo-
rem 4.1, the encoder in our new scheme avails a local ran-
domization strategy, with its output depending on the outcome
of a random experiment. Precisely stating, for sending each
message s ∈ S , the encoder performs a random experiment
independent of s, the outcome of which is represented by the
random variable V taking values in a known finite space V
and distributed according to a known distribution PV ∈ P(V).
Corresponding to the input message s ∈ S and depending on
the outcome V of the random experiment, the encoder then

outputs x ∈ X as x = f(V, s) where f is a function that
maps V ×S to X . Note however that V is not available to the
decoder, whereby the randomization is local to the encoder.
Thus, the stochastic encoder in our achievability scheme is
taken to be,

QX|S(x|s) =
∑
v∈V

I{x = f(v, s)}PV (v). (27)

To develop an achievability scheme we employ a split-
achievability technique – the second key feature of the scheme.
In the scheme we consider, the space V is taken as Υ(R), i.e.,
the collection of subsets Θ′ ⊆ Θ that each define a compound
channel {PY |X,θ}θ∈Θ′ with C(Θ′) > R, and the random
experiment chooses a compound channel from the above
collection. The value of V specifies the codebook that is used
for encoding the messages; when V = v, the codebook for
compound channel {PY |X,θ}θ∈v is used to encode messages.
f is designed such that it encodes both, the value of V and
the message. V is encoded into a string of length n1; this
string is prefixed before each codeword from the codebook
for the compound channel formed by V to get the actual
channel input string. From the received output, the decoder
attempts to decode V , and then decodes the message based
on the codebook associated with V . We get an error if (a) the
channel state θ ∈ Θ does not lie in the choice of the compound
channel chosen by the random experiment, i.e., θ 6∈ V , or (b)
the channel state θ ∈ V , but the decoder fails to correctly
decode either the message sent or the choice of the compound
channel V .

To implement the split-achievability technique outlined
above, we split the channel input space as X = An1 ×An−n1

and the channel output space as Y = Bn1 × Bn−n1 where
n1 also agreed upon by the decoder. We use the following
notation. Let X̂ = An1 and X̃ = An−n1 . A generic channel
input X ∈ X is written as X = (X̂, X̃) where X̂ ∈ X̂ , X̃ ∈ X̃
and similarly x = (x̂, x̃) where x̂ ∈ X̂ , x̃ ∈ X̃ . Similarly, let
Ŷ = Bn1 represent the channel output space corresponding
to X̂ and Ỹ = Bn−n1 represent the channel output space
corresponding to X̃ . Let Y = (Ŷ , Ỹ ) with Ŷ ∈ Ŷ , Ỹ ∈ Ỹ
and y = (ŷ, ỹ) with ŷ ∈ Ŷ , ỹ ∈ Y . With this notation we have
that for each θ ∈ Θ,

PY |X,θ(y|x, θ) =

n∏
i=1

PY|X,θ(yi|xi, θ)

= PŶ |X̂,θ(ŷ|x̂, θ)PỸ |X̃,θ(ỹ|x̃, θ), (28)

where

PŶ |X̂,θ(ŷ|x̂, θ) =

n1∏
i=1

PY|X,θ(ŷi|x̂i, θ) (29)

and PỸ |X̃,θ(ỹ|x̃, θ) =

n∏
i=n1+1

PY|X,θ(yi|xi, θ)

=

n−n1∏
i=1

PY|X,θ(ỹi|x̃i, θ) (30)

The following theorem gives our finite blocklength achiev-
ability result.
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Theorem 5.4: For any rate R lying in C < R < C, let V =
Υ(R) and V ∈ V be a random variable distributed according
to

PV ∈ arg min
P̄V ∈P(V)

{
max
θ∈Θ

∑
v∈V

P̄V (v)I{θ 6∈ v}
}
. (31)

Then, for any α̃, δ̃, α̂, δ̂ > 0, and any n1 < n, the following
upper bound holds,

ϑ(n;R) ≤ U(R) + 2λ, (32)

where

λ = max

{
max
v∈V

err
(v)
S , errV

}
, with (33)

errV = max
θ∈Θ

P̂θ
[
log

PŶ |X̂,θ(Ŷ |X̂, θ)

PŶ |θ(Ŷ |θ)
≤ α̂+ δ̂

]
+ |V||Θ|2 exp(−α̂) + exp(−δ̂), (34)

err
(v)
S = max

θ∈v
P̃θ|V=v

[
log

PỸ |X̃,θ(Ỹv|X̃v, θ)

PỸv|θ(Ỹv|θ)
≤ α̃+ δ̃

]
+

|v|2M exp(−α̃) + exp(−δ̃) for each v ∈ V. (35)

Here for each v ∈ V , X̃v ∼ PX̃v where PX̃v is any
distribution in P(X̃ ), Ỹv denotes the output of X̃v un-
der the channel PỸ |X̃,θ defined in (30), and PỸv|θ(ỹ|θ) ≡∑
x̃∈X̃ PX̃v (x̃)PỸ |X̃,θ(ỹ|x̃, θ). Likewise, X̂ ∼ PX̂ ∈ P(X̂ )

and Ŷ is the output of X̂ under the channel PŶ |X̂,θ defined in
(29) and PŶ |θ(ŷ|θ) ≡

∑
x̂∈X̂ PX̂(x̂)PŶ |X̂,θ(ŷ|x̂, θ). Finally,

P̃θ|V=v denotes the probability with respect to PỸ |X̃,θPX̃v
and P̂θ is with respect to PŶ |X̂,θPX̂ .
Proof : To obtain the required bound, we consider the ran-
domized encoder QX|S as in (27) with f : V × S → X̂ × X̃
and PV as defined in (31), and a deterministic decoder,
g : Ŷ × Ỹ → {1, . . . ,M}. We adopt the following split-
achievability strategy. For coding the choice of V , we consider
a deterministic code of size |V| in the space of X̂ and Ŷ , i.e.
an encoder f̂ : V → X̂ and a decoder ĝ : Ŷ → V , such
that the maximum probability of erroneous transmission of
any v ∈ V over the compound channel {PY |X,θ}θ∈Θ is λ.
Since λ ≥ errV , Theorem 4.1 applied with M replaced by
|V| guarantees the existence of such a code. Subsequently,
for each choice of v ∈ V , we consider another deterministic
code of size M in the space of X̃ and Ỹ , i.e., an encoder
f̃v : S → X̃ , and a decoder g̃v : Ỹ → S , such that the
maximum average probability of erroneous transmission over
the compound channel {PY |X,θ}θ∈v is λ. Since λ ≥ err

(v)
S ,

Theorem 4.1 applied with Θ replaced by v, then guarantees
the existence of such a code. The encoder f and decoder g
are then assembled as follows,

f(v, s) = (f̂(v), f̃v(s)) ∀v ∈ V, s ∈ S,
g(ŷ, ỹ) = g̃ĝ(ŷ)(ỹ) ∀ŷ ∈ Ŷ, ỹ ∈ Ỹ.

In other words, the encoder f encodes the value of V using
f̂ and the value of S using f̃v when V = v. The decoder g
maps Ỹ to a message in S using a function g̃v where v is

obtained as ĝ(Ŷ ). Thus the decoder first decodes v from Ŷ
and then uses the resulting value of v to choose g̃v , which is
then used to decode the message from Ỹ .

We now show that this scheme achieves the bound in (32).
Recall that V = Υ(R), whereby V comprises of compound
channels formed from those subsets v of Θ such that R <
C(v). Thus when V = v, error in transmission of S occurs
when either the channel state θ /∈ v or when θ ∈ v but either v
is not correctly decoded or, v is correctly decoded, but S is not
correctly decoded. Concretely, let Pθ(S 6= Ŝ|V = v) represent
the average probability of error in transmitting S given that
V = v under the code (f, g) constructed above when the
channel state is θ. Clearly, Pθ(S 6= Ŝ|V = v) equals the sum

Pθ(S 6= Ŝ, θ /∈ v|V = v) + Pθ(S 6= Ŝ, θ ∈ v|V = v). (36)

We upper bound the first term in (36) by I{θ /∈ v}. For the
second term, note that

Pθ(S 6= Ŝ, θ ∈ v|V = v) = Pθ(S 6= Ŝ, θ ∈ v, ĝ(Ŷ ) = v|V = v)

+ Pθ(S 6= Ŝ, θ ∈ v, ĝ(Ŷ ) 6= v|V = v)

which are probabilities corresponding to the event that the
decoder correctly decodes V but makes an error in decoding
S, and the event that decoder incorrectly decodes V and S.
Consequently,∑
v

PV (v)Pθ(S 6= Ŝ, θ ∈ v|V = v) ≤

∑
v

PV (v)

[
Pθ(g̃v(Ỹ ) 6= S|V = v) + Pθ(ĝ(Ŷ ) 6= V |V = v)

]
≤ 2λ,

where the last inequality follows from the construction of our
codes. Consequently,

ϑ(n;R) ≤ max
θ∈Θ

{∑
v∈V

PV (v)

[
Pθ(S 6= Ŝ, θ ∈ v|V = v)+

Pθ(S 6= Ŝ, θ 6∈ v|V = v)

]}
≤ 2λ+ max

θ∈Θ

{∑
v∈V

PV (v)I{θ 6∈ v}
}
.

By the choice of PV in (31), the second term in the above
bound can be equivalently written as,

max
θ∈Θ

{∑
v∈V

PV (v)I{θ 6∈ v}
}

(37)

= min
P ′V ∈P(V)

max
θ∈Θ

{∑
v∈V

P ′V (v)I{θ 6∈ v}
}

(a)
= min

P ′V ∈P(V)
max
q∈P(Θ)

{∑
v∈V

∑
θ∈Θ

q(θ)P ′V (v)I{θ 6∈ v}
}

(b)
= max

q∈P(Θ)
min

P ′V ∈P(V)

{∑
v∈V

∑
θ∈Θ

q(θ)P ′V (v)I{θ 6∈ v}
}

(c)
= max

q∈P(Θ)
min

v∈Υ(R)

{∑
θ∈Θ

q(θ)I{θ 6∈ v}
}

= max
q∈P(Θ)

min
v∈Υ(R)

{
1−

∑
θ∈v

q(θ)

}
= U(R),
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where (a) holds due to the linearity of the expression in the
curly braces in q ∈ P(Θ), (b) follows from von Neumann’s
minimax theorem and (c) follows again from the linearity of
the expression in curly braces in P ′V . Comparing the resulting
expression with (24), then yields the required bound.

Observe that the bound in Theorem 5.4 is valid for any
n1 < n. We now show that U(R) is achievable asymptotically
for rates lying in the range C < R < C by letting n1 grow
to infinity such that n1 = o(n).

Theorem 5.5: Let C > 0. For C < R < C, the upper bound
on the min-max value of the game in (32) yields the following
limiting value as n→∞, i.e.,

lim sup
n→∞

ϑ(n;R) ≤ U(R). (38)

Proof : It suffices to argue that for V = Υ(R), we can choose
PX̂ , PX̃v , α̂, α̃, δ̂, δ̃ and n1 such that for each v ∈ V , err

(v)
S →

0 and errV → 0 as n→∞. Towards this, as n increases, we
let n1 grow to infinity at a rate of o(n).

errV is an upper bound guaranteed by Theorem 4.1 for send-
ing |V| messages over the compound channel {PY |X,θ}θ∈Θ

using a code of blocklength n1. Since n1 →∞ as n→∞, and
|V| ≤ 2|Θ|, a constant, the rate of this code is asymptotically
zero. Since C > 0, arguing as in the proof of Theorem 4.2,
we can choose PX̂ , α̂, δ̂ such that errV

n→ 0.

For each v ∈ V , err
(v)
S is an upper bound guaranteed by

Theorem 4.1 for sending M messages over the compound
channel {PY |X,θ}θ∈v using a code of blocklength n − n1.
Since n1 = o(n), the rate of such a code is asymptotically
R. Now since V = Υ(R), we have from (23) that R < C(v)
for each v ∈ V. Consequently, arguing again as in the proof
of Theorem 4.2, we can choose X̃v, α̃, δ̃ such that err

(v)
S

n→ 0
for each v ∈ V.

That gives the upper bound we were looking for.
Remark V.1. We find it rather pleasing to note how, via von
Neumann’s minimax theorem, the achievable error term for the
compound channel in (37), i.e., maxθ∈Θ

{∑
v∈V PV (v)I{θ 6∈

v}
}

becomes exactly the required quantity U(R), which we
arrived at from the converse for the mixed channel – a dif-
ferent channel altogether. As outlined in the introduction, our
intuitions for this are grounded in the near-convexity of coding
problems we discovered in [2]. There may be other operational
interpretations of this phenomenon that are probably worthy
of further investigation. The above scheme, though natural in
hindsight, occurred to us only after first deriving the converse
expression and reinterpreting it in these ‘dual’ terms. It would
be illuminating to find an ab initio operational justification for
the optimality of this scheme. �

C. Asymptotic Tightness of the Min-max and Max-min Values

We now tie our story together by consolidating the conse-
quences of Theorem 5.5, Theorem 5.1 and Theorem 4.2. The
following result then holds.

Theorem 5.6: Let C > 0. For rates R ≥ 0 such that U(R)
is continuous at R, the min-max and max-min values of the
game approach ϑ(R) := U(R) = L(R) as n→∞, i.e.,

ϑ(R) := lim
n→∞

ϑ(n;R) = lim
n→∞

ϑ(n;R) = L(R) = U(R).

In particular, for rates R such that R 6= C(Θ′) for any Θ′ ⊆ Θ,
the above equation holds.
Proof : Notice that for R < C, L(R) = U(R) = 0. Moreover
for R > C, we defined L(R) = U(R) = 1. Thus, Theorem 4.2
confirms the above claim for R < C and R > C. By
combining (19) with (38), we get that for rates R such that
C < R < C, the following bound holds in the limit as
n→∞, i.e.,

U(R) ≥ lim sup
n→∞

ϑ(n;R) ≥ lim inf
n→∞

ϑ(n;R) ≥ L(R). (39)

In particular, for rates R such that U(R) is continuous at
R, L(R) = U(R) from Proposition 5.3, whereby the claim
holds.

Thus, except for those finitely many rates R where L
or U are discontinuous, the min-max and max-min values
of the game coincide in the limit as n → ∞, and they
coincide to ϑ(R) = U(R) = L(R), a value one can explicitly
compute. Theorem 5.6 also gives a closed-form expression
for the ε-capacity of a compound channel {PY |X,θ}θ∈Θ under
stochastic codes as shown in the following corollary.

Corollary 5.7: For any fixed ε ∈ [0, 1), the ε-capacity of the
compound channel {PY |X,θ}θ∈Θ under stochastic codes and
average error probability criterion, denoted Cε, is given as,

Cε := sup

{
R| lim

n→∞
ϑ(n;R) ≤ ε

}
= sup

{
R|L(R) ≤ ε

}
.

(40)

Proof : Denote κ(ε) := sup
{
R|L(R) ≤ ε

}
. Since L and U

are step functions that are equal everywhere except at points of
jump-discontinuity, it follows that κ(ε) = sup

{
R|U(R) ≤ ε

}
.

We first show that if R is ε-achievable for the compound
channel, i.e. lim

n→∞
ϑ(n;R) ≤ ε, then R ≤ κ(ε). Towards this,

note from (39) that R is ε-achievable implies that L(R) ≤ ε,
which in turn gives that R ≤ κ(ε). Conversely, if R < κ(ε),
then U(R) ≤ ε which shows that lim

n→∞
ϑ(n;R) ≤ ε.

To the best of our knowledge, ours is the first characteriza-
tion of the ε-capacity of a compound channel under stochastic
codes.

We conclude with some final remarks. For those rates R
at which U(R) is discontinuous, Theorem 5.6 gives that the
limiting value of the difference between min-max and max-
min values of the game amounts to at most U(R) − L(R).
The question then arises if we could modify our achievability
scheme so as to yield a limiting value of L(R) at the points
of discontinuity. Let R = C(Θ′), Θ′ ⊆ Θ be a point of
discontinuity of U(R). Towards modifying the achievability
scheme, one can instead take V = Υ(R). Our modified scheme
then gives a limiting value of L(R) at the point of discontinuity
R = C(Θ′) if zero probability of error is achievable at
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rate R = C(Θ′) for the compound channel {PY |X,θ}θ∈Θ′ .
Whether this is possible depends on the specific channel laws,
not on the capacity alone. This is topic of separate research,
which is beyond our present scope.

VI. CONCLUSION

We considered a game between a team comprising of a finite
blocklength encoder and decoder and a finite state jammer
where the former team attempts to minimize the probability
of error and the jammer attempts to maximize it. The nonclas-
sicality of the information structure renders the team’s decision
problem nonconvex whereby there may not exist a saddle point
value to this game. Despite this, we showed that for all but
finitely many rates, an asymptotic saddle-point value exists for
this game and derived an exact characterization of this value.
Our results demonstrate a deeper relation between compound
and mixed channels and provide an new characterization of
the ε-capacity of a compound channel under stochastic codes.
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APPENDIX A
PROOF OF COROLLARY 3.3

Crucial to proving Corollary 3.3 is the following lemma
from [22], which is useful in analyzing the asymptotic tight-
ness of the bound in (13).

Lemma A.1: For any fixed x ∈ An, let P denote its type.
Let δ > 0 be an arbitrary constant and define C(n)

θ|x (δ) :={
y ∈ Bn :

∣∣∣∣ 1

n
log

PY |X,θ(y|x, θ)
(PPY|X,θ)×n(y|θ)

− IP (X;Y|θ)
∣∣∣∣≤ δ},

for all θ ∈ Θ, where (PPY|X,θ)
×n(y) =∏n

i=1

∑
a∈A P (a)PY|X=a,θ(yi|a, θ) and IP (X;Y|Θ) is

the mutual information evaluated when X has the distribution
P . Then,

P[Y ∈ C(n)
θ|x (δ)] ≥ 1− A(δ)

n
,

where P is with respect to PY |X=x,θ, A(δ) is a constant
independent of n, P and θ.

We now prove Corollary 3.3.
Proof of Corollary 3.3: To obtain the bound in (14),

lower bound (13) by fixing some q ∈ P(Θ), γ = nξ, ξ > 0
and PȲ |θ as in (15). Note that the choice of γ and PȲ |θ are
independent of q. Let the minimum in the resulting expression
be attained by x0 ∈ X with type P̄n(q). Subsequently, apply
Lemma A.1 as illustrated in [5, Proof of Theorem 2.2] to get
the following lower bound on (13),∑

θ

q(θ)I
{
IP̄n(q)(X;Y|θ)≤ R− 2ξ − log |T n|

n

}
− A(ξ)

n
− exp(−nξ). (41)

Subsequently, take supremum over q ∈ P(Θ) to get the
required lower bound.

APPENDIX B
PROOF OF THEOREM 4.1

Proof of Theorem 4.1: To obtain an upper bound on
ϑ(n;R), we design a deterministic code (f, g) for the com-
pound channel {PY |X,θ}θ∈Θ. The code will be constructed so
that f(i) = ui, ui ∈ X , i ∈ S = {1, . . . ,M} and g : Y → S
partitions Y into M disjoint decoding sets {D1, . . . ,DM} to
yield a (n,M, λ) code such that

PY |X,θ(Y ∈ Di|X = ui, θ) ≥ 1− λ, ∀θ ∈ Θ, i ∈ [M ],

and

λ = max
θ

Pθ
[
log

PY |X,θ(Y |X, θ)
PY (Y )

≤ α
]

+
M |Θ|2

exp(α)
,

with PY (y) = 1
|Θ|
∑
θ PY |θ(y|θ) =∑

θ

∑
x PX(x)PY |X,θ(y|x, θ). We will then upper bound λ

to get the required result. Notice that this strategy ensures
a bound on the maximum probability over all messages, as
required by the theorem.

Towards this, corresponding to each x ∈ X , we associate

Bθ(x) =

{
y ∈ Y : log

PY |X,θ(y|x, θ)
PY (y)

≥ α
}
.

Then, for any x ∈ X and θ ∈ Θ, the following relation holds:

1 ≥ Pθ[Y ∈ Bθ(x)|X = x]

≥
∑
y

PY (y) exp(α)I
{
PY |X,θ(y|x, θ) ≥ PY (y) exp(α)

}
= exp(α)PY (Bθ(x)). (42)

We now construct our codebook and decoding sets along the
lines of a maximal code construction of Feinstein (see [23]).

1) Choose if possible u1 ∈ X such that

min
θ

Pθ[Bθ(u1)|X = u1] ≥ 1− λ.

Assign Dθ,1 = Bθ(u1) as the decoding set of u1 with
respect to the channel parameter θ. Subsequently, take
D1 =

⋃
θ Dθ,1 to be the decoding set corresponding to

u1.
2) Choose uk ∈ X\{u1, . . . , uk−1} such that

min
θ

Pθ[Bθ(uk)/

k−1⋃
j=1

Dj |X = uk] ≥ 1− λ.

Take Dk =
⋃
θ Dθ,k =

⋃
θ[Bθ(uk)/

⋃k−1
j=1 Dj ] to be

the decoding region corresponding to uk, where Dθ,k
represents the decoding region for uk with respect to the
channel parameter θ. It is easy to verify that the sets Di
are mutually disjoint.

Suppose this process stops after K steps, which results in
a codebook {u1, . . . , uK} with (D1, . . . ,DK) as the corre-
sponding decoding regions. We now show that K ≥ M . The
stopping condition implies that for all x, there exists θ = θ0

such that,

Pθ0 [Bθ0(x)/

K⋃
j=1

Dj |X = x] < 1− λ,
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which gives that

λ
(a)
< 1− Pθ0 [Bθ0(x)|x] + Pθ0 [

K⋃
j=1

Dj |X = x]

≤ 1− Pθ0 [Bθ0(x)|x] +

K∑
j=1

Pθ0 [Dj |X = x],

where the inequality in (a) follows since P (A\B) ≥ P (A)−
P (B). Now averaging with respect to x, we get that

λ < Pθ0 [Bθ0(X)c] +

K∑
j=1

PY |θ0 [Dj ]

(a)

≤ Pθ0 [Bθ0(X)c] +

K∑
j=1

|Θ|PY [Dj ]

(b)

≤ Pθ0
[
log

PY |X,θ0(Y |X, θ0)

PY (Y )
≤ α

]
+
|Θ|2K
exp(α)

where (a) follows since PY |θ(y|θ) ≤ |Θ|PY (y) for any θ ∈ Θ.

To get to (b), upper bound PY [Dj ] with PY
[⋃

θ[Bθ(uj)]

]
,

which is further bounded by
∑
θ∈Θ PY [Bθ(uj)]. The inequal-

ity in (b) then follows by employing (42). It can now be
verified easily that,

Pθ0
[
log

PY |X,θ0(Y |X, θ0)

PY (Y )
≤ α

]
+M |Θ|2 1

exp(α)

≤ λ ≤ Pθ0
[
log

PY |X,θ0(Y |X, θ0)

PY (Y )
≤ α

]
+K|Θ|2 1

exp(α)
,

which implies that K ≥M .

Analyzing the objective value of P(n;R) over this codebook
and decoding sets, we get that

max
q∈P(Θ)

∑
s,y

1

M

∑
θ

q(θ)PY |X,θ(y|f(s), θ)I{s 6= g(y)}

≤ max
θ,s∈S

Pθ(Y ∈ Dcs|X = us) ≤ λ.

Further, λ can be again upper bounded as follows.

λ ≤ max
θ∈Θ

{
Pθ
[
log

PY |X,θ(Y |X, θ)
PY (Y )

≤ α, log
PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

>

α+ δ

]
+ Pθ

[
log

PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

≤ α+ δ

]}
+
M |Θ|2

exp(α)
.

(43)

The first term in the RHS can be again upper bounded as,

Pθ
[

exp(α)PY (Y ) ≥ PY |X,θ(Y |X, θ) >exp(α+ δ)PY |θ(Y |θ)
]

=
∑
x,y

PY |X,θ(y|x, θ)PX(x)I
{

exp(α)PY (y) ≥ PY |X,θ(y|x, θ)

> exp(α+ δ)PY |θ(y|θ)
}

≤
∑
x,y

PY |X,θ(y|x, θ)PX(x)I
{

exp(α)

exp(α+ δ)
PY (y)>PY |θ(y|θ)

}
=
∑
y

PY |θ(y|θ)I
{

exp(−δ)PY (y)>PY |θ(y|θ)
}

< exp(−δ)
∑
y

PY (y) = exp(−δ),

which together with the remaining terms in the RHS of (43),
yields the required bound.

APPENDIX C
PROOF OF THEOREM 4.2

For proving Theorem 4.2, we first employ the following
lemma from [22] to derive an upper bound on (18), which is
particularly useful in analysing the asymptotic tightness of the
bound.

Lemma C.1: Let PX(x) =
∏n
i=1 PX(xi) for all x ∈ An,

where PX ∈ P(A). Then we have that,

P
{

1

n
log

PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

≤ R+ ρθ,n

}
≤ I{IPX (X;Y|θ) ≤ R+ ρθ,n + β)}+

F (β)

n
∀θ, (44)

where P is with respect to PY |X,θPX and F (β) is a constant
independent of n, θ, {ρθ,n} ≥ 0 is such that limn→∞ ρθ,n = 0
and β > 0 denotes an arbitrary constant. Taking lim sup on
both sides yield that

lim sup
n→∞

P
{

1

n
log

PY |X,θ(Y |X, θ)
PY |θ(Y |θ)

≤ R+ ρθ,n

}
≤ I{IPX (X;Y|θ) ≤ R+ β)} ∀θ. (45)

Proof of Theorem 4.2: To show the required result, we
first obtain an upper bound on the difference between the min-
max and max-min values of the game. Towards this, upper
bound (18) using Lemma C.1 with PX(x) =

∏n
i=1 PX(xi)

for all x ∈ An, where PX ∈ P(A), ∆, β > 0 are arbitrary
constants and {ρn,θ ≥ 0} is such that limn→∞ ρn,θ = 0.
Together with the lower bound in (14), we then get that

0 ≤ ϑ(n;R)− ϑ(n;R)

≤ max
θ∈Θ

[
I
{
IPX(X;Y|θ) ≤ R+ ∆ + ρn,θ + β

}]
+
F (β)

n

+ exp(−n∆/2)[|Θ|2 + 1]

−
(

max
q∈P(Θ)

∑
θ

q(θ)I
{
IP̄n(q)(X;Y|θ)≤ R− 2ξ − log |T n|

n

}
− A(ξ)

n
− exp(−nξ)

)
, (46)
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where ξ > 0 is an arbitrary constant and P̄n(q) is the type
of x ∈ An that minimizes (16) with PȲ |θ(y|θ) as in (15). We
show that the difference bound in (46) vanishes asymptotically
for the two cases when R < C and R > C.
Case 1: R > C.
In this case, consider R = C + ε, where ε > 0.
Let θ̄ ∈ arg minθ

[
maxPX IPX(X;Y|θ)

]
whereby R =

maxPX IPX(X;Y|θ̄) + ε. Consequently, upper bounding
maxθ

[
I
{
IPX(X;Y|θ) ≤ R + ∆ + ρn,θ + β

}]
with 1 and

choosing q(θ) = q̃(θ) = I{θ = θ̄}, ξ = 1
4ε, (46) can be

upper bounded as,

1 +
F (β)

n
+ exp(−n∆/2)[|Θ|2 + 1] +

A(ξ)

n
+ exp(−n ε

4
)

− I
{
IP̄n(q̃)(X;Y|θ̄)≤ max

PX
IPX(X;Y|θ̄) +

1

2
ε− log |T n|

n

}
Here the negative term (and thus the lower bound on
ϑ(n;R)) goes to 1 in the limit since IP̄n(q̃)(X;Y|θ̄) ≤
maxPX IPX(X;Y|θ̄) and log |T n|

n goes to zero in the limit
as seen from (3). Moreover, all other positive terms vanish
as n → ∞. Hence, the difference in (46) goes to zero
asymptotically.
Case 2: R < C.
In this case, we take R = C − ε, where 0 < ε < C. Let
P ∗X ∈ arg maxPX

[
minθ IPX(X;Y|θ)

]
and fix ∆ = β = ε

4 ,
ρn,θ = ε

n in (46). Further, the maximum over q(θ) term in
(46) can be upper bounded by 0 to yield the following upper
bound on (46) for any ξ > 0,

max
θ

[
I
{
IPX∗ (X;Y|θ) ≤ C − ε

2
+
ε

n

}]
+K(n)

(a)
= I

{
IPX∗ (X;Y|θ∗) ≤ min

θ
IPX∗ (X;Y|θ)− ε

2
+
ε

n

}
+K(n)

≤ I
{
ε

2
≤ ε

n

}
+K(n),

where K(n) =
F ( ε4 )

n +exp(−n ε8 )[|Θ|2+1]+A(ξ)
n +exp(−nξ),

θ∗ ∈ arg maxθ I
{
IPX∗ (X;Y|θ) ≤ C − ε

2 + ε
n

}
in (a). It is

clear that the above bound vanishes as n→∞.
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