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Abstract

We give a capacity formula for the classical communication over a noisy quantum channel, when local operations
and global permutations allowed in the encoding and bipartite states preshared between the sender and the receiver.
The two endpoints of this formula are the Holevo capacity (without entanglement assistance) and the entanglement-
assisted capacity (with unlimited entanglement assistance). What’s more, we show that the capacity satisfies the
strong converse property and thus the formula serves as a sharp dividing line between achievable and unachievable
rates of communication. We prove that the difference between the assisted capacity and the Holevo capacity is
upper bounded by the discord of formation of the preshared state. As examples, we derive analytically the classical
capacity of various quantum channels of interests. Our result witnesses the power of random permutation in classical
communication, whenever entanglement assistance is available.

I. INTRODUCTION

FUNDAMENTAL task in information theory is to characterize the capability of transmitting classical message

over a channel in the asymptotic limit. The Shannon’s noisy channel coding theorem [1]-[3] stated that the
capacity of a classical channel is representable as a single-letter quantity, capturing the amount of message that
can be transmitted. Quantum channels, however, do not have a single quantity characterizing their capacity for
classical information transmission. The Holevo-Schumacher-Westmoreland (HSW) theorem [4], [5] established that
the classical capacity of a quantum channel is given by the regularized Holevo information of the channel.

When entanglement comes to play, the classical communication over quantum channels becomes much more
profound. Unlike shared randomness cannot increase a classical channel’s capacity [1], shared entanglement will
generally increase the classical communication rate of a quantum channel. For example, the superdense coding [6]
reveals that two classical bits can be sent through a single use of a noiseless qubit channel, when assisted by a Bell
state. The Bennett-Shor-Smolin-Thapliyal (BSST) theorem [7], [8] established a single-letter formula quantifying
the capacity of a quantum channel for classical communication, under the assumption that unlimited entanglement
assistance is available.

On the other hand, less is known on the limited entanglement-assisted classical communication regime: if the
preshared entanglement between the sender and the receiver is limited, or even noisy, how can we make use of
this entanglement assistance and how much classical information can be transmitted? Shor [9] gave a trade-off
curve showing the classical capacity of a quantum channel as a function of the amount of available entanglement
preshared. The entanglement is measured in ebits. Furthermore, Zhu et al. [10] constructed a channel for which
the classical capacity is additive, but that with limited entanglement assistance can be superadditive. Zhuang et
al. [11] gave an additive capacity formula for the classical communication, with separable encoding by the sender
and limited resources supplied by the receiver’s preshared ancilla. Bauml et al. [12] showed that for any entangled
state, one can always construct a quantum memory channel whose the feedback-assisted classical capacity can be
increased by using the state as assistance.

In this work we push forward the study of limited entanglement-assisted classical communication by deriving
a capacity formula for entangled state assisted classical communication over a noisy quantum channel, when the
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encoding operations are restricted to local operations and global permutations and multiple copies of an entangled
state are preshared among the sender and the receiver in product form. The two endpoints of this formula are
the Holevo capacity - corresponding to the case without entanglement assistance - and the entanglement-assisted
capacity - corresponding to the case with unlimited entanglement assistance. Our result reveals that whenever
entanglement assistance is available, global permutation can enhance classical communication compared to the case
when only local encoding is allowed. What’s more, we show that the capacity satisfies the strong converse property
and thus the formula serves as a sharp dividing line between achievable and unachievable rates of communication.
We also quantitatively investigate the gap between the assisted capacity and the Holevo capacity, aiming to explore
the preshared state’s ability in enhancing classical communication. We prove that this gap is upper bounded by the
discord of formation of the preshared state.

Notation: For a finite-dimensional Hilbert space H, we denote by .Z () and &?(H) the linear and positive
semidefinite operators on . Quantum states are in the set Z(H) := {p € Z(H)|Trp = 1} and we also define
the set of subnormalized quantum states Z<(H) := {p € Z(H)|0 < Trp < 1}. For two operators A, B € Z(H),
we write A > B if and only if A — B € Z(H). The identity matrix is denoted as 1 and the maximally mixed
state is denoted as . Multipartite quantum systems are described by tensor product spaces. We use capital letters
to denote the different systems and subscripts to indicate on what subspace an operator acts. For example, if Lap
is an operator on Hap = Ha ® Hp, then Ly = Trg Lap is defined as its marginal on system A. Systems with
the same letter are assumed to be isomorphic: A" = A. We call a state a classical-quantum state if it is of the
form pxa = ), px(z)|x)z|x ® p%, where px a probability distribution, {|z)} an orthonormal basis of Hx,
and p% € Z(Ha). A linear map N : Z(Ha) — £(H ) maps operators in system A to operators in system B.
Na_,p is positive if Na,p5(pa) € P(Hp) whenever py € FP(Ha). Let idy denote the identity map acting on
system A. N4, p is completely positive if the map idr ®/N4_,p is positive for every reference system R. Na_,p
is trace-preserving if Tr[Na_p(pa)] = Trpa for all operator py € £ (H ). If Na_,p is completely positive and
trace-preserving, we say that it is a quantum channel or quantum operation. A positive operator-valued measure
(POVM) is a set {A,,} of operators satisfying Vm, A, > 0and ) A, = 1.

Outline: The remainder of the paper is structured as follows. In Section II, we introduce several different
information of a quantum channel quantifying its ability in establishing correlation assisted by the preshared
entanglement. Properties and relations among these quantities are investigated and a discord-type upper bound is
derived. In Section III, we formally define the set of available encoding operations and the classical communication
task. Section IV is devoted to prove our main result — a capacity formula for the classical capacity defined in the
last section. In Section V we consider various quantum channels of interests and show that their classical capacities
have analytically expression. We conclude in Section VI with some open problems.

II. INFORMATION OF A QUANTUM CHANNEL
Let p € Z<(H) and 0 € Z(H) such that the support of p is contained in the support of o. The quantum relative
entropy is defined as. The quantum relative entropy is defined as

D (pllo) := Tr[p(log p — log o)] (1

where logarithms are in base 2 throughout this paper. The quantum entropy of p is defined as H(p) := — Tr plog p.
Let pap € P<(Ha ® Hp). The quantum mutual information and conditional entropy of psp are defined,
respectively, as

I(A:B), =D (paBllpa® ps) )
H(A[B),:=—D(paBlla® pB). 3)

The quantum mutual information of p4p is defined as
I(A:B), =D (pagllpa ® pB) “4)

while the conditional entropy of p4p is defined as

H(A|B), = —D(pasl|1a @ pp). )



Let M4_.p be a quantum channel. The Holevo information of A is defined as
XWN) := maxI(X:B),, (6)
OXB
where the maximization is taken over all classical-quantum states of the form

oxp = y_px(@)laelx © Naos(ph). @

px is a priori probability distribution over alphabet X and {p?% } is a set of quantum states. The mutual information
of NV is defined as
I(N) := max I(NV]p), (8)
PA

where the maximization is taken over all quantum states in system A and I(N|p) is the mutual information of A/
w.r.t. (with respect to) the input state p4:

I(Nasglpa) :=1(A":B),, ©)

oaB =Nap(paa), and @4 4 is a purification of pg4.

The Holevo information and the mutual information represent two extremes of a quantum channel’s ability to
preserve correlations: the former characterizes the ability to preserve the correlation without entanglement assistance,
while the latter characterizes the ability to preserve the correlation with unlimited entanglement assistance. Motivated
by this observation, we are interested in the ability of a quantum channel to preserve correlation assisted by limited
entanglement. We define two information measures aiming to quantify this ability.

Definition 1 (Limited entanglement-assisted Holevo and mutual information of quantum channel) Lef pg, g,
be a preshared bipartite state among Alice and Bob and let No_.p be a quantum channel from Alice to Bob. The
PE.LE-assisted Holevo information of N is defined as

Xpp, e, N) = max I(X:BEp),, (10)
WXBER
while the pg, p,,-assisted mutual information of N is defined as
Loy (V) i= max 1(XEp:B), . (1
where both maximizations are taken over classical-quantum states of the form
wxBE, = Y px(@)|z)e|x @ Nasp o €F, 4 (PBaBs) (12)
x

px a priori probability distribution over alphabet X and {SfEA _, A} a set of encoding channels.

Remark 2 Note that x,(N') was previously defined and studied in [13]. However, 1, (N') is a new quantity to the
best of our knowledge. This new definition is similar in the form to x,(N') but using different partition with respect
to which the mutual information is evaluated.

We can use the quantum relative entropy “distance” between density operators to give the above defined four
information theoretic quantities a geometric and unified view. As we will see, these min-max formulas turn out to
be extremely helpful. The proof is given in Appendix A.

Proposition 3 It holds that

XW) = minmax D (N~ 5 (pa)llos). (13)
(V) = min max D WNasp(paa)llos @ par), (14)
XpN) = min Jnax D (Nasp o €py—a(pEaks)loBEs) (15)
I,(N) = min max D (NaspoEpy»alpp.es)|os ® pEs), (16)
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where p a4/ is a purification of pa and Eg,_, A ranges over all quantum channels from E4 to A.

The only difference between x,(N) and I,(N) lies in with which two parties we measure the correlation — for
the former we measure the correlation w.r.t. system cut X:BEp, while for the latter we measure the correlation
w.r.t. system cut X F'g:B. Interestingly enough, the new cut induces a larger correlation measure. To show this, we
need the following lemma, which is proved in Appendix B.

Lemma 4 For a state wxpg, defined in (11), we have I(XEp:B),, — I(X:BEg), = I(B:ER)..

By taking the maximum w.r.t. wxpg,, Lemma 4 yields the following relation.

Proposition 5 Ir holds that x ,(N') < 1,(N). The equality holds if and only if the systems Ep and B are independent
under the optimal distribution px.

The BSST theorem [7], [8] emphasized that I(N') characterizes the channel A’s ultimate ability to establish
correlation, when unlimited entanglement is available. We want to know if it is possible for I,(\') to reach I(N)
when p is sufficiently entangled. We obtain the following relation between I,(N) and I(N). Especially, we give a
necessary and sufficient condition under which these two quantities are equal. The proof is deferred to Appendix C.
Assume that %, , is a state achieving I(N) w.r.t. (14).

Proposition 6 I holds that 1,(N') < I(N). The equality holds if and only if p = ¢%, 4.

Inspecting Propositions 5 and 6, we obtain a necessary and sufficient condition under which y () is equal to
I« (N). The proof is given in Appendix D.

Proposition 7 The equality of X+ (N) < 1,+(N) = I(N) holds if and only if the reduced state Tra %, 4 is
completely mixed on its support.

Upper bounds

It is known that separable states are useless for classical communication [12], [14] while maximally entangled
states double the classical capacity of a noiseless channel using superdense coding [6]. These two extreme cases
imply that some states can improve a channel’s classical communication ability while others cannot. This mo-
tivates the question of to what extend a given bipartite quantum state pr,r, can enhance a channel’s classical
communication capability, that is, how large the gap between I,(N') and x(N) can be for an arbitrary N?

It turns out that such an enhancement (if possible) is upper bounded by the discord of formation of pg,g,, a
quantity obtained from the relative entropy of quantum discord [15], [16] using the convex-roof construction [17].
This technique was previously applied to define the entanglement of formation [18], [19] form the relative entropy
of entanglement [20].

Definition 8 ([15]) Let pap be a bipartite quantum state. The relative entropy of discord of pap is defined as

Drlpap):= min D pas||>_ pyo’ @ léyXeyls |, (17)
{I¢y Xy} ;
where the minimization is taken over all orthonormal bases {|py)dy|} of system B, p, := Tr (¢y| pan |¢dy), and
Pﬁ = <¢y| PAB |¢y> /py’
Note that when ¢ 4 is pure, Dr(p4p) evaluates to the entropy of the reduced state 4, i.e., Dr(pap) = H(A),.
Now we are ready to define a new discord measure — the discord of formation.

Definition 9 (Discord of formation) Let pap be a bipartite quantum state. The discord of formation of pap is
defined as

D = min 2)Dgr (p%5), 18
F(paB) pAB—Zsz(z)sz;pX() r(PAB) (18)



where the minimization is taken over all possible probability distributions px and choices of p%jp such that pap =

If the minimization is restricted to pure state decompositions pap = >, px(z)p%p in (18), we recover the
definition of the entanglement of formation Er [18]. As so, for arbitrary quantum states pap,
Dr(pap) < Er(pap)- (19)

In Appendix E we show the following.

Proposition 10 Ler pp, g, be a preshared bipartite state among Alice and Bob and let Ny_,p be a quantum
channel from Alice to Bob. It holds that

Xp(N) = XWN) ST, (N) = xN) < Dr(pp,gs)- (20)

Using the fact that the entanglement of formation is faithful [18], we easily recover the fact that separable states
are useless for classical communication from Proposition 10. We remark that the validity of the converse statement
— that every entangled state is helpful for classical communication — is still open [12].

Corollary 11 Let Na_, g be a quantum channel. It holds that
VpE,Bs € SEP(E4:ER), x,(N) =1,(N) = x(N), 21

where SEP(E4:EpR) is the set of separable states of the composite system E4FEp.

III. CLASSICAL COMMUNICATION USING SEMI-GLOBAL OPERATIONS

Throughout this section, we assume ppg,p, a bipartite state preshared between Alice and Bob and N4_,p a
quantum channel from Alice to Bob. We will describe the pp, g, -assisted classical communication over Ng_,p
such that only local operations and global permutations are allowed when encoding the message. To begin with,
we formally define the operations composed of local operations and global permutation. Such operations will be
termed as semi-global operations.
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Fig. 1. A semi-global operation Tg7 _, an. TEZ’* an is called semi-global if it can be decomposed as n local channels £ ][;]A _, 4 operating
on n different local systems and followed by a global permutation channel P}n _, zn.

Semi-global operation: Let n be a positive integer. Let S(n) be the set of permutations 7 : [n] — [n]. Let
7 € S(n) be a permutation and P7%.._, 4. be the permutation channel from A" to A" induced by 7. Such a channel
reorders the output systems according to 7. A semi-global operation from E’} to A" is n parallel local channels
from E4 to A, followed by a permutation channel on A™. Formally, a channel Tgr .4~ is semi-global if there
exists a set of local channels {& E}A _, A}, and a permutation channel P7%,_, ,. such that

n

Teg—an(+) == Phnan © ® 5%L%A(')‘ 22)

=1



Here the supscript [i] indicates that the channel operates on the i-th input system. See Fig. 1 for illustration. At
first glance, (22) seemingly does not cover all operations composed of local operations and global permutations. In
Appendix F we consolidate the compact definition of (22) does so. We denote by Jgn 4~ the set of semi-global
operations from E7 to A". When n =1, Jg,_, 4 reduces to the set of quantum channels from F4 to A.
p-assisted classical communication using semi-global operations: The task is to transmit classical message as
much as possible from Alice to Bob, using multiple copies of p through many independent uses of N/, under the
constraint that a copy of p is consumed per channel use and p cannot be distributed among more than one channel.
Consider now a channel coding of blocklength n. Alice selects some message m from the alphabet M,,, whose
size is M,,. Let M denote the random variable corresponding to Alice’s choice. She applies a semi-global operation
E"% _,a, to her share of the state p%f g, depending on message m. In this way, she encodes m into the preshared
quantum states. This is called semi-global coding since only semi-global operations are allowed on Alice’s side.
After encoding, Alice and Bob share the state

Ry = TExsan (P p,) = Phnoan 0 ® e (PEAES) (23)
where {E Faos ™ 4} and P™ are chosen such that _, 4» can be decomposed as (22). Note that 7™ is message m

dependent and so is Ellm and P™. After encodlng, Alice sends her encoded state to Bob, through 7 independent
uses of N4_.p, leading to the state

n
w%lﬂrEg = Ng@lB <UXL"E§) =N®"oP™mo ® glillm (p)- (24)
i=1
On receiving the state, Bob performs a measurement D := {Az } e, on Wi, g 1O infer the encoded message m.
Fig. 2 depicts this semi-global coding protocol for the p-assisted classical communication. The protocol (n, 7T, D)
is called a semi-global coding protocol of blocklength n for the state-channel pair (p, N).
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Fig. 2. Semiproduct channel coding framework of blocklength n. For each message m € M,,, Alice encodes m into her part of the state
p%: £y, by performing a semi-global encoding operation Té’ﬁ _,an- After receiving the state through n independent uses of Na_, 5, Bob

performs a decoding operation D, B to infer the encoded message m.

Let M be the random variable corresponding to the output of Bob’s decoding, representing Bob’s inferred
message. The decoding operation leads to the classical state

Vit = M > Pagm|m)mla @ [m)im| g, (25)

mm

where the conditional decoding probability obeys

Pajm = Tr [Amw?nEg} ) (26)



A decoding error occurs if the output m is not equal to the input m. The probability that Bob successfully decodes
m is given by
Pr{M:m‘M:m} = Pmjm- 27)

As a result, the probability of error for a particular message m is
pe(m) =1 = pppp = Tr {(]l - Am)wg?nEg] . (28)

We need to quantify the performance of the protocol (n,7,D). One commonly adopted way to_quantify the
performance of the protocol is to compute the average probability of error that the decoded message M is not equal
to the encoded message M: )

e(n, T,D) := i Z Pe(m). 29)
meM,,
In general, smaller error probability indicates better protocol. However, in order to make the error probability

small, one can only encode classical message with a smaller size. This motivates us to define another quantity that
quantitatively measure the size of the encoded message. We define the coding rate of the protocol as

r(n,T,D) := %log M,. (30)

It measures how many bits of classical message can be transmitted per state and channel use.

Let ¢ € [0,1) fixed. A coding protocol (n,7,D) is said to be an (n, R,e)-code for (p, N), if the protocol
satisfies the following two conditions:

o Coding rate condition: R = r(n,7T,D); and

o Performance condition: e(n,7,D) < ¢.
Intuitively, these two conditions state that the coding protocol (n,7,D) can transmit classical message at rate R
with probability of error at most €. Let R € R fixed. If for arbitrary 6 > 0, there always exists an (n, R — J,¢)-
code for (p, N) when n is sufficiently large, we say this rate R is e-achievable. The p-assisted e-classical capacity
of NV is defined to be the supremum of all achievable rates.

Definition 12 (p-assisted classical capacity with semi-global operations) Let e € [0, 1). The p-assisted e-classical
capacity of N, when semi-global operations is available, is defined as

Cy (N) :=sup{R : rate R is e-achievable for (p,N') using semi-global operations} . (31)

The supscript m in Cj refers to permutation and indicates that the capacity is defined by using only semi-global
operations, and the supscript € indicates that the decoding error probability is upper bounded by constant €. By
definition, it is easy to see Cj;° is monotonic in ¢ in the sense that

e<e = CFWN)SCTN). (32)

Holevo information using semi-global operations: Let n € N,. We define the n-th p-assisted Holevo infor-
mation of N\, using only semi-global operations, as

1
TN = max T(X:BER)

33
n WXB"'E% w? ( )
where
wxprmy = Y paltfalx NG o T v (057 5,) (34)

zeX

{pz} is a priori probability distribution over the message space &, and {7 € Jgr 4~} is a set of semi-global
operations. Correspondingly, the regularized p-assisted Holevo information of a quantum channel, using only semi-
global operations, is defined as

X, (N) = limsup x;" (V). (35)

n—oo

The regularized p-assisted Holevo information is a lower bound on Cj*°.



Proposition 13 Ler ¢ € [0,1). It holds that C5* (N) > X5 (N).

Proof: By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4], [5] (see also [21,
Chapter 4] for a thorough discussion), it holds that the regularized p-assisted Holevo information X7 (N) is an
achievable rate with asymptotically vanishing error probability, that is

CTO(N) > X5 (V). (36)

On the other hand, the monotonicity (32) guarantees the above inequality holds for arbitrary € [0,1). [ |

Classical communication using product operations: Assume now that in the above channel coding framework,
the permutation over systems A™ is not allowed. In this case we can also define a classical capacity using only
product operations.

Definition 14 (p-assisted classical capacity with product operations) The p-assisted c-classical capacity of N,
when only product operations is available, is defined as
C’?’E (N) :=sup{R : rate R is e-achievable for (p, N') using product operations} . (37)

The supscript ® in C? ° indicates that the capacity is defined using only product operations.

By the achievability part of the Holevo-Schumacher-Westmoreland theorem [4], [5], x, (N) is an achievable rate
for C"° (AV). On the other hand, since the set of quantum channels {€g, 4} is compact, it then follows that
Xp(N) is a strong converse bound for C’? “ (N) [21, Chapter 4]. To summarize, we obtain the following.

Proposition 15 Let < € [0,1). It holds that Cy>° (N) = x,(N).

IV. THE CAPACITY FORMULA

In this section we will show that when pure state g, is available, we can derive a “single-letter” formula
for the capacity C3° (M) — it is given exactly by I,(N\), the p-assisted mutual information of channel A/. This
result - together with Propositions 5 and 15 - reveals the power of global permutation in classical communication:
it can increase the communication rate compared to the case when only product operations is available.

We first consider the converse part. We show that I,(\) is a strong converse bound for arbitrary pg, g, -assisted
classical communication using semi-global operations.

Lemma 16 (Strong converse) The inequality Cy* (N') < 1,(N) holds for ¢ € [0,1).
Combining Proposition 15 and Lemma 16, we have for arbitrary ¢ € [0, 1) that
Xp(N) = G5 (N) < CFF (M) < T,(N). (38)

Due to Proposition 5, the equalities in both inequalities hold when there exists a distribution px on the set {£ Eas a4t
for which Eg and B independent and I(X Ep:B),, = I,(N'). Under this equality condition, local product operations
are as powerful as the semi-global operations in p-assisted classical communication.

Lemma 17 (Achievability) The inequality C3° (N') > 1,(N') holds for ¢ € [0,1) when ¢ is pure.
As a corollary of the above two Lemmas 16 and 17, we obtain the following capacity formula.
Theorem 18 The equation C3*° (N') = 1,(N) holds for € € [0,1) when ¢ is pure.
Combining Proposition 15 and Theorem 18, we have for arbitrary ¢ € [0,1) that
Xp(N) = CPFWN) < CFF (V) =L, (V). (39)

Therefore, whenever the equality condition given in Proposition 5 does not hold, global permutations increase the
communication rate compared to the case when only product operations is available.



A. Achievability

This section aims to prove Lemma 17. More specifically, we will construct a sequence of state ensembles induced
by semi-global operations for which the regularized Holevo information satisfies

Xo (V) > T, (N). (40)

This fact together with Proposition 13 implies Lemma 17.
Let X = {a1,--- ,ax|} be an alphabet of size |X|. Assume {px(z),EF, _, o }zex achieves I,(N). Define the
following quantum states:

op = Naspo &g, aler,), 1)
0BEy = Nasp o Ep, ,a(PBaES), 42)
oxBEs = Y pelafalx @ Nasp o b, alprms) = ) pala)elx @ ofp,. (43)
x x
By assumption
I,(N) =I(XEp:B), = H(B), + H(Ep)s — H(BEB|X),-. (44)
The n-th tensor of oxgg, has the form
OxXnBrEL = Z pxn ()| Nz xn ®01§2Eg7 (45)
zreXT
where 2" = x1 - - 2y,
pr 2;), |a") =|xr-cwa), 0By = ®UBEB (46)

Let ps be a quantum state with spectral decomposition ps = > A;[2)(z[a. Let {Z} be the set of Weyl
operators in system A w.r.t. to basis {|z)}, i.e.,
da—1 .
Zy = Z eQuzm/d“|z><z|A, u=0,---,d—1, 47)
z=0
where dy is the dimension of system A. We denote by Z7(-) := Zg(~)(Z;j)Jr the corresponding unitary channel.
One can check that Z}(p) = p.
Assume the reduced state g, of pg, g, has the spectral decomposition ¢g, = >, A;|2)(2|. Let Z be a random
variable such that pz(z) = (z| g, [2) = A.. Let pg,|. = (2| wE, B 2) /A2 Then

1
Z praPEAES) = 5 Y (Z8@1p,)pp.p, (22 @ 15,) ZPZ NeXzlz © opy)e = pzEs- (48)
u

That is, random phase changing operations Z" erase the entanglement in ¢, ., resulting a classical-quantum
state pzp,, with both systems E4 and Ep dephased in their eigenbases.

Let A,, be a random variable with alphabet S(n) and probability distribution p(A,, = m,) = 1/(n!). A,, represents
the event of choosing a permutation randomly and uniformly from S(n). Our achievability proof makes use of the
following lemma.

Lemma 19 Let n € Ny. Let Mg, _,p be an arbitrary quantum channel. Define the following states:
OBEp = MEA%B(SDEAEB) (49)
WA BB S dn Z (X, @ [u"Nu" o © ME g o P™ 0 22 (05 p,), (50)

T

where d is the dimension of system FE 4. It holds that

nl(B:Eg), — I(II,U™B"E}),, < dlog(n +1). (51)



Proof: For each m,, and u", define the conditional state:

Tpyu™ ®n Tn u”(, ®n
wgipy = ME" 0P o Z] (PE k)

Then 1
wnunprgy = > |malmala, @ e o @ W
ounm,
We have the following reduced states:
— ® n n
wpnEp = nldn EHM n o PpT oZu (QOEAEB)v
)
1 n
_ ® n Ny _ Aq® ®
wm = g 3 M7 P o ZE(6E) = MO = o
T, U™

o ®n __
WER = Op, —SOEB

Since ¢, E, 18 pure and Z 7 commutes with ¢, we can identify another unitary Z7 on Ep such that

(Zy @ 1E,) l9EaEs) = (LE, @ Z3) |PEAES) -

Also, for each permutation P™ on E7, we can always choose a permutation P™ on E’; such that

(Pﬂ’n X ldEg) (@%ZEB) - <1dEz ®P7T;) (SO%ZEB) :

10

(52)

(33)

(54)

(55)

(56)

(57)

(58)

The above two observations tell us that the operations Z; and P on system E'4 can be exchanged to corresponding

operations on system Ep without altering the output state. As so

1
H(B EBIAU™), = o D (B ER) ey or

T, U™

1 Uy u™ n

T, U™

nlldn Z ((idEz ®777T;1> o (idgr ®Z*") o ME _}B(QOEAEB)>

n
7T7”u

1
= aldn Z (MEAaB(‘PEAEB))

’ n
T,

—H(B"E}), .

Consider the following chain of inequalities:
I[(B":ER)s — I(ALZU":B"ER).,
— H(B"), + H(E})s — H(B"E}), — H(B"E}), — H(B"EB[IL,U"),
= H(B")w + H(EE). — H(B"ER)w
=1(B™E%).
< (E}Ep)..

where the last inequality follows from the data-processing inequality. Let’s go depth on the state 77 pn:

1
— T u XN
TEZEL = nldn Z P OZSO ((‘DEAEB)

T, U™

1 T um™ n
=MZ7’"<anZ EAEB>

- n! Z,Pwn 'OZEB

(59)

(60)

(61)

(62)
(63)
(64)
(65)
(66)

(67)
(68)

(69)

(70)

(71)
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where the last equality follows from (48). Let 7 be the set of types for Z", t € T be a type, TZ" be the type
class corresponding to t, d; be the size of 77", and p; be the probability of sequences in T7". We refer to [21],
[22] for more information on the concept of type and its applications. We have

%27’”" (PZE,) = ,ZP” S>> ")z @ pan (72)

teT z» ETZ"

:Zpt Z 2"N2" |z @ — ZP”" (73)

teT  zneTP"

—Sn 3 e

teT  zneTP"

Z pan. (75)

7n @ pt, (74)

where

2neT#"
Set q; = pyd;. Then ), ¢ =1 and
L(E4:Ep), = H(ER), — H(ER|E}), (76)
=H (Z Qtpt> —> g H(p) (77)
t t
< H({q:}) (78)
<log|T| (79)
< dlog(n+1), (80)

where (78) follows from the flip side of concavity of the entropy [23, (11.79)], (79) is the entropy dimension bound,
and (80) follows from an upper bound on the number of types [22, Property 14.7.1]. We are done. [ ]
Now we are ready to show the achievability part.

Proof of (40): Our goal is to construct a set of signal states whose Holevo information is no less than I,,(\)
when 7 is sufficiently large. Let 7 be the set of types for X™, t € T be a type, T;<" be the type class corresponding
to ¢, d; be the size of T;X", and p; be the probability of sequences in T;X". Fix t. For each a € X, define the
following quantities

Ant(a) = (nt(a))', Aa = Itnéa'%(Ant(a)? A= H A(l' (81)
acX
Let w := {my, -+ ,mx|} be an instance of A such that each 7; is an instance of A,. Define the conditional
probability distribution pp|x~ as
1
— Vae X, mu <Ay
palx-(mlr"™) =  Waeax Mg, (a) ¢ ntn(a) (82)
0, otherwise
This is an valid conditional probability distribution since py|x~(|z") > 0 and
Va e X", ZpMXn (7|z™) = 1. (83)
T

Fix 2" Let ny, = nty(a). We classify the n input systems E4 into |X'| groups based on z™ such that each
group contains systems E 4 belonging to the same alphabet, that is,

E} —~ Q) EL (84)
aeX
For each conditional sequence 7|z", we define the following permutation operation:

P = @ PR (85)

aeX
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where each permutation P7« operates only on the group a as classified in (84) and is indexed by 7,. The size of
S(nq) is Ag,, which is smaller than A, by definition (81). As so, 7, is possibly out of range when indexing the
set of permutation channels from E’* to E’j*. To get rid of this problem, we make the following convention:

TI—G/
lis PE”G Ena? g < Aﬁa (86)
a — A
Ey*—Ey - '
A A id RN otherwise

That is, if m, is no larger than Ay , we use it to index the permutation channels from EZ“ to EZ“ as usual;
if m, is larger than Aj_ , we set its corresponding permutation channel to be the identity channel. Our conditional
probability distribution construction (82) guarantees that this convention does not affect our result, as we will show.

For each sequence =" € X", define the classical-quantum state:

n PA|xn (ﬂ-’wn) n n n

WA BBy, = Z |d7n|7"><7f|/x ® [u"Yu" |y @ NE™ 0 £ 0 P o ZW" (0P ). (87)
T,u”

The constructions of the conditional probability distribution pa|x~(7r|2™) in (82) and permutation operation prle”

in (85) together yield

wf(i]”B”Eg (88)
Palxn ()™ n n

= Z A|Xd(n‘)|ﬂ-><ﬂ.|A ® ’un><un|U" ®N®n 0 & o fpﬂ'\x o ZU (QO%ZEB) (89)

= (g))( i dna > [Tadmalas, ® [ Hu s © W@ £ @PE | a0 2 (05),) | (90)
ac Ta,ume

_ alt

= ®WA;LGU%B%E§@’ O
acX

where t is the type of ™. We use ¢ instead of =™ to indicate the fact that for all sequences ™ of the same type ¢,
the conditional state w”}fCUn BrER necessarily reduces to (91), which is only type dependent. One can check that each
conditional state w?? is of the form (50) defined in Lemma 19 with M = AN ® £%. This observation is essential in
the achievability part. Consider the classical-quantum state induced by Pxn(z™):

(JJAXnUanEg = Z an (,Z‘n) ’,:L'n><,1,'n |Xn ® wif\nijanEg . (92)

T

The reduced state of wa x~y»pnpy satisfies:

n 7T7$n n n n x™ Tv|x™ u™ n
A Z MXd<n>|x M| @ N 0 £9" 0 PTI" o 20" (o510) (93)
= pr M)z W 2" xn @ N o £ (pF) (94)
- 0% ©5)

. U _ ®n . . . . .
Where 'Fhe second equality fol%ows as .Z (gp A) = pa and @ E, 1s permutation invariant. By the data-processing
inequality of quantum mutual information, it holds that

I(X™:B"E}), > 1(X":B"), = I(X":B"),. (96)
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Consider now the following chain of inequalities:

nl(XEg:B)y — (AX"U™:B"ER%), (97)
=I(X"E%:B"), — [(AX"U™:B"E}), (98)
= I(E%:B"X"), — I(AU™:B"E%|X"™), + [(X":B"), — [(X":B"E}),, (99)
< 1(E;§-B”|X”) — I(AU™:B"E%|X™), (100)
= Zan [[(ER:B")ger — (AU™:B"E}) o] (101)
= Z > pxn(a™) [(ER:B")ger — (AU™:B"Ep), o] (102)

teT grneTX"
=Y dp > [ a)1(Eg:B) I (H U”t(“):B"t(“)E"t(“)) ] (103)

No&a(p) — nt(a) B walt

teT acEX
< dip Y dlog(nt(a) + 1) (104)

teT acX
< |X|dlog(n +1), (105)

where (100) follows from (96), (103) follows from (91), and (104) follows from Lemma 19. Thus
I,(N) = 1(XEp:B), (106)
1
<liminf ~ {I(AX"U":B" Ep),, + | X|dlog(n + 1)} (107)
— liminf & I[(AX"U™:B"E%),, (108)
n—,oo N
<Xp N). (109)
We are done. [ |

B. Strong converse

This section aims to prove Lemma 16. More concretely, we will show that I,(\) is a strong converse bound for
arbitrary pg, g, -assisted classical communication under semi-global operations, even when pg , g, is noisy. That is,
the error probability necessarily converges to one in the limit of many channel uses whenever the communication
rate exceeds I,(N'). Together with the achievability statement in Lemma 17 for pure states ¢, g,, we conclude
that I,(N) is a very sharp dividing line between which communication rates are either achievable or unachievable
asymptotically.

Our strong converse proof makes use of a meta-converse technique originally invented in [24] and further
investigated in [21, Section 4.6] (see also [25], [26] for more applications of this technique). Roughly speaking, the
meta-converse states that a quantum divergence satisfying some reasonable properties induces an upper bound on the
success probability of any channel coding scheme. Here we adopt the sandwiched Rényi divergence D, [26]-[29],
which meets all required properties. For two real numbers z,y € [0, 1], denote the binary divergence

Dal(xlly) = Da ([0)X0] + (1 = 2)[1)(L][ly[0)0] + (1 = )[1)X1]). (110)

Adapting the meta-converse argument into our communication scenario, we conclude the following relation for
arbitrary o € (1, 00) and blocklength 7:

Da (e(n, B)||1 = 27") < maxDa (wxprepllwx @ (05 © ppa)™") (11

where R is the rate of communication, e(n, R) is the error probability, wx g= Er, is defined in (34), and o; is a state
achieving I,(N') w.rt. (16). Let s(n, R) := 1 —e(n, R) be the success probability. Evaluating the binary divergence
gives [26, (17)]

D, (e(n, R)Hl - Q"R) =

Lo ((eln, B)(1 — 2"%)17 4 (s(n, R))"(2"7)1~°) (112)

> og ((s(n, R))"(2")'~) (113)

= % logs(n,R) +nR. (114)
a—1
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Substituting this into the meta converse (111), we get the following upper bound on the success probability:

s(n, R) < 2—n“;1 (R—%maxw D. <UJXB"EEHWX®(U;3®pEB>®n)>‘ (115)

Consider now the following chain of inequalities:

1 ~
—max Do (wxppy |wx © (05 © pp,)"") (116)
1 ~ T * n

=~ max Y paDa (who gy | (75 @ o)) (117)
1 ~ T * Mn

< = max D, (WE; (0% ® pr,) ) (118)
n T
1 ~ = ol

=~ maxD, (/\/®” oP%o (Xl) glile (o2 l(og ® pEB)®"> (119)

_ l T ®n . [i]]z ( .®@n * ®mn

= —maxD, (/\/ ((Xl)s (0®™) ||(cB ® pEy) (120)

= LnaxB, (@ (Vo £2(0) (05 © pi, )" (121)
noe =1 )

_ maxzn:f)a (o é:[illff(p)Ha;3 @ pi,) (122)
noe =1 )

< max Do W 0 E(p)l|os @ i, ) (123)

where (117) follows from the direct-sum property, (120) follows from the fact that N**" commutes with P and
(0% ® pp,)®™ is invariant under permutation, and (122) follows from the additivity property w.r.t. tensor product.
Taking the limit &« — 1 on both sides of the above inequality gives

bl % max Do (wxppy |wx ® (05 © pp,) ") (124)
< lim max Do (W 0 E(p) |0 ® i) (125)
— maxD (N e £(p)l|o; @ i) (126)
= Ip(/\/'), (127)

where (126) follows from lim,_.1 ISa = D and (127) follows from that o7 is a state achieving Ip(/\/ ). When
R >1,(N), (115) and (127) together guarantee that there exists some « > 1 for which the exponent

-1 1 ~
aa (R—nmnga (wXBnEgHwX@(a*B@pEB)@”)) (128)

is strictly positive, which implies the success probability decays exponentially fast to 0. This concludes the strong
converse part.

C. Comparison with previous results

Assume Fy = A and let ygp, := Na_p(¢E, 5, ). The achievability part of the BSST theorem [7], [8] showed
that I(B:Ep) is an achievable rate for ¢-assisted classical communications. The constructed protocol used global
encoding operations. Later, Shor [9] proposed a new protocol using semi-global operations to achieve I(B:ER)-.
Surprisingly, we find that I,(\) is larger than I(B:ER).. That is to say, we find a larger achievable rate for the
(-assisted classical communication, when semi-global operations are allowed.

Proposition 20 It holds that 1,(N') > I(B:Eg)-.
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Proof: Recall the min-max formula of I,(/N) in Proposition 3, we have

[,(M) = min gnax D (Na=p 0 Ep,—a(PE.B:)|ITB ® ¢E,) (129)
> nax min D (NasBoEp,sa(vEE:)TB ® ©E) (130)

= Jnax L(B:EB)nog(p) (131

> I(g:EB)V, (132)

where (129) follows from the fact that min max is no less than max min, and (132) by choosing £ to be the identity
channel. [ |

V. EXAMPLES
A. Pinching channels

Proposition 5 states that x,(N) < I,(N) holds in general. In this section, we show that for pinching channels
this inequality can be strict. That is, there exist a pinching channel P and a pure state pg, g, for which x,(P) <
I,(P). In the light of Proposition 15 and Theorem 18, this result witnesses the power of permutation in classical
communication — the (-assisted classical capacity of P using local operations and global permutations (aka. semi-
global operations) is strictly larger than the (-assisted classical capacity of P using local operations only.

Let Ay, -, A be k Hilbert spaces that each is d;-dimensional. Let A = @leAi be the direct sum of these
spaces. By definition, the dimension of A is d = Zle d;. Let 1I; be the projection onto A; w.r.t. A. The pinching
channel P4_, 4 is defined as

k
Passalp) = > Tpll;. (133)
=1

This channel is a special case of phase-damping channel that removes off-diagonal blocks of the input matrix. Since
I(Plpa) is concave in pa [21, (8.45)], I(P) is achieved among states p4 of the form

L
ngmw (134)
where p = (p1, -+ ,pi) forms a probability distribution. Let ¢ 4.4 be a purification of ps and set ca4a4 =
Pa—a(pa a). By definition, P(pa) = pa and thus 04 = 04. Then
[(P) = max1(A:A), (135)
P
= max {H(A/)a +H(A), — H(A’A)o.} (136)
P
k
= max {2 (H(p) +) pilog di) — H(p)} (137)
P i=1
=log A — minD (p||(d}/A)), (138)
p

where A = 3% @2 and (d2/A) = (d3/A,--- ,d2/A) denotes a probability distribution. Since quantum relative
entropy is non-negative, the minimization in (138) is achieved when p* = (d?/A), that is, pf = d?/A, and the

corresponding optimal state p’ has the form

LAY k4.
pa=2_rig = ;W (139)
=1 =1

Assume now that there exist indices ¢ # j for which d; # d;. Under this assumption, p% is not completely
mixed on its support since p* is not uniform. Let ¢%, 4 be a purification of p% . In the light of Proposition 7, we
conclude that for the %, 4-assisted classical communication over P, permutation does improve the communication
rate compared to the case when only local encoding is allowed, as captured in the following proposition, whose
proof can be found in Appendix G.
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Proposition 21 The strict inequality C:"(P) < CL5(P) = log A holds for € € [0,1).

Inspecting the proof for Proposition 21, we obtain an upper bound on the gap between Cfff (P) and CJ: (P).

Corollary 22 The inequality C°(P) — Cf:E(P) < H(p*) holds for € € [0, 1).

B. Covariant channels

In this section we investigate the equality condition for x,(N') < I,(N). More concretely, we show that for the
class of covariant channels, these two information measures are equal for arbitrary state pg, g, .

Consider the (projective) representations f4 and fp of a compact group G on H 4 and Hp, respectively, such
that f4 is irreducible. We call a quantum channel N4_,p covariant with respect to {fa(g), fB(9)}gec. if

Nass(fa(9) () fal9))) = fB(9)Nass() fB(9)! (140)

for all g € G. As examples, erasure channel [21, Example 5.12] and depolarizing channel [21, Example 5.3] are

covariant when G is the unitaries on the input system. Generalized Pauli channel [21, Example 5.8] is covariant

when G is the discrete Weyl representation. The qubit phase damping channel [21, Example 5.10] is covariant when

G is the discrete Weyl representation. However, general qudit phase damping channel is not necessarily covariant.
For a covariant channel N, we have the following known facts [21, Section 9.7.1]:

XWN) = HWNaop(ma)) — min H(Na—5(pa)), (141)
I(N) :H(NA_>B(7TA))+10gdA—H(NA_>B(<I)A/A)), (142)

where [P 4/ 4) = Z?;‘l \/1/d 4 it) is the maximally entangled state of rank d 4. Furthermore, we show that x,(\)
is equal to I1,(\) and obtain an useful expression for these quantities. The proof is given in Appendix H.

Proposition 23 Ler pp, g, be a bipartite state and N'a_,p be a covariant channel. It holds that

Xp(N) =1L,(N) = H(Na5(ra)) +H(pe,) — nin H(Naspo&r,»a(peaes))- (143)

Epg—A

Remark 24 We emphasize that (143) holds even when pg,g, is not pure. In the light of Proposition 15 and
Lemma 16, (143) implies that the transmission rate X ,(N) is optimal among semi-global encoding, whenever the
channel is covariant.

Remark 25 For a covariant channel N, (20) becomes
XpWN) = XxWN) =1,(NV) = x(N) < Dr(pe,g,)- (144)

Substituting (141) and (143), we reach the following non-trivial lower bound which might be of independent interests
regarding covariant channels:

min H(Nap o Er,»a(pr.Es)) > min H(Na~B(pa)) + H(pes) — Dr(pELES)- (145)
C. Erasure channels

As a concrete example of covariant channels discussed above, we consider the qudit erasure channel, whose
corresponding group G is the unitaries on the input system. Specifically, the qudit erasure channel is defined as

Eap(p) = (1 =p)p+plexel, (146)
where p € [0,1] and |e) is an erasure symbol orthogonal to the qudit space. It holds that [21, Section 9.7.6]:
X(€ap) = (1 —p)logd, (147)

I(Eap) =2(1 —p)logd. (148)
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We assume the following two-qudit pure entangled state is available

d
D) ==Y Vi lid), (149)
=1

where A = (Aq, -+, \g) satisfying \; > 0 and ) . \; = 1. Set &5 = [@»)Pa| and let H(A) denote the entropy
of A. When d = 2 (the two-qubit case), we write for simplicity ®y = ®() ;_»), where A € [0,1/2]. As shown
in Appendix I, the ®y-assisted classical capacities of £;, using product encoding and semi-global encoding have
analytic expression.

Proposition 26 Ler ¢ € [0,1). It holds that

Xax (Eap) = Co (€ap) = O35 (Eap) = Tax(Eap) = (1 = p)(logd + H(X)). (150)
Note that x(Eq,) is recovered when ®y is product, i.e., A = (1,0,---,0), while I(£g,,) is recovered when ®
is maximally entangled, i.e., A = (1/d,---,1/d). As an illustrative example, Fig. 3 shows how the ®y-assisted

capacity varies with parameters p and A for the qubit erasure channel &, and two-qubit pure entangled state ®.

1.5
>y 1.2
b=
% 1 1
(o
o]
©)

Fig. 3. The ®,-assisted classical capacity of the erasure channel & , using semi-global operations as a function of the erasure parameter
p and the state parameter \. When A = 0, we recover x(&2,p); when A = 1/2, we recover I(&2,p).

We also compare the bounds discussed in Proposition 20 for the qubit erasure channel. By Proposition 20, we
have the following chain of inequalities:

X(E2,p) < UE2p|Pr) < o, (E2p) < 1(E2p)- (1s1)

Recall that I(&; p|Py) is defined in (9). Actually, for &, these inequalities can all be strict. In Fig. 4 we compare
these quantities on the full range p € [0, 1] with fixed A = 0.2. The strict gap between (&2 p|Po.2) and Ig, ,(E2 )
for p € (0,1) indicate that our obtained capacity formula for the p-assisted classical communication, when only
semi-global operations are allowed, is better than the achievable rate previous derived in [9].

VI. CONCLUSION

We have investigated a special case of classical communication over quantum channels, in which the set of
available encoding is restricted to local operations and global permutations and multiple copies of an entangled state
are preshared among the sender and the receiver in product form. A capacity formula for the classical capacity was
established when the preshared state is pure. Furthermore, we showed that the capacity satisfies the strong converse
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Fig. 4. Comparison among various information measures of the qubit erasure channel & p: X(€2,p), I(E2,p|Po.2), Lo, 5(E2,p), and 1(E2 p).

property and thus the capacity formula served as a sharp dividing line between achievable and unachievable rates of
communication. As demonstrative examples, we considered various quantum channels of interests and showed that
their classical capacities have analytical expression. Our result highlighted the importance of random permutation
in entanglement assisted classical communication — it can enhance classical communication compared to the case
when only local encoding is allowed. As by-product, we introduced a new quantity I,(\') — the p-assisted mutual
information of N — to quantify how much classical correlation Alice and Bob can establish by using the N, under
the assistance of a preshared p. We showed that the gap between I,(N\) and the Holevo capacity is upper bounded
by the discord of formation of p.

An important open problem is whether our derived capacity formula can be extended to the noisy entanglement
assistance case, i.e., is I,(\) equal to C° (N) for arbitrary bipartite quantum state pg, ,, and channel Ny, p? It
is also interesting to study how large the gap between I,(N) and x,(/N) can be. This gap quantitatively witnesses
the power of random permutations in classical communication.
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APPENDIX A
PROOF OF PROPOSITION 3

Proof: (13) was proved in [30, (19)] and (14) was proved in [8, (5)]. We are going to prove (15). (16) can

shown using the same technique. For arbitrary px and opg,, define the quantity

JN,px,0BE,) :=1(X:BEB),+ D (wpEg,||loBE,) - (A.152)
By definition, we have
J(N,px,0BE,) == 1(X:BEB), + D (wBE, loBE,) (A.153)
= D (wxBE,llwx ® ope,) (A.154)
= px()D (Wi, |loBEs) (A.155)

where wpp . = Napo G 4(pE,E,) and the last equality follows from the direct-sum property of quantum
relative entropy. It then follows that J(N,px,opg,) is linear in px and convex in opg,. By the positivity of
quantum relative entropy we have

min J(N,px,0pr,) = 1(X:BEp)

OBER

(A.156)

w*
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Thus

Xp(N) = H;iXI (X:BEp), (A.157)

= max ggj;; J(N,px,08E,) (A.158)

= g}rglén n}l)ix JN,px,0BE,) (A.159)

= iﬂlﬁ n;zprX(:c) D (whp, HO’BEB) (A.160)

= ggg; gg?ji% (Nasp o €r,—a(PEAES)l0BES) (A.161)

where (A.159) follows from Sion’s minimax theorem [31]. [ |
APPENDIX B

PROOF OF LEMMA 4
Proof: By the definition of wxpg, (cf. (12)), X and Ep are independent. We have

I(XEp:B), — (X:BEB), (B.162)
=H(X), + H(EB)w + H(B), — H(XBEp) — H(X), — H(BEB), + H(XBEpR) (B.163)
=H(Ep), + H(B), — H(BEB), (B.164)
=1(B:EB),. (B.165)

[ |
APPENDIX C

PROOF OF PROPOSITION 6

The proof of Proposition 6 relies on the following two lemmas.

Lemma 27 The function (N a_p|pa), defined in (9), is strictly concave in pa.

Proof: This can be shown by applying the Petz’s equality condition for the monotonicity of relative entropy [21,
Corollary 6.1] to [21, Exercise 8.24]. For completeness, we write down the details.
Let p; and py be arbitrary two quantum states such that p; # p2 and let A € (0,1). We now show the following
strict inequality

LN[Ap1 + (1 = A)p2) > AL(N|p1) + (1 = A) L(N|p2), (C.166)

from which the strict concavity property follows. Let U ,pr be a Stinespring representation of N4 ,p. Let
=M1+ (1= Npa, 5 = UpUT, and 0% = Up,U' for z = 1,2. Then Gpp = Aoy + (1 — Mok and
OE = /\0}3 +(1- )\)0123. We need the following two statements [32, Theorem 7]:
1) D(@pellp ®oE) = AD (chg||ls ® o) + (1 = A)D (0%5||1s ® 0%) if and only if
logopr —logap =logohr —logos = logoky — logo%. (C.167)
2) D(opll1) = AD (og||Ls) + (1 — A)D (0%||15) if and only if loggp = log o}, = log o%.

Since 0}9 g =UpU t £ UpUt = O’% 5 the above two equalities regarding quantum relative entropy cannot both
hold. Using this fact, we have the following chain of inequalities:

I(N1p) = H(B|E)z + H(B)z (C.168)
=—-D(epelllp®cgr) —D(ap|1lp) (C.169)
> — [AD (opp||lp®0og) + (1 =N D (0cbg||1s ® 0})]
— [AD (op|[15) + (1 = N) D (03|15)] (C.170)
= A[H(B|E)y1 + H(B) 1] + (1 — \) [H(B|E)y2 + H(B),] (C.171)

= AL(WN]p1) + (1 = A) I(N]p2). (C.172)
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We are done. [ ]

Lemma 28 The maximum

max D (Na(para)llpar @ Tra Nap(para)) (C.173)

PA’A

is attained only when p a4 can be converted to ¢%, 4 via a local unitary on A'.

Proof: Assume p4 4 achieves the maximum in (C.173). Let ra-4 be a purification of p4.4. Applying the
Petz’s equality condition for the monotonicity of relative entropy [21, Corollary 6.1] to the following inequality

D (Nasp(para)llpa @ Tra Nasp(para)) <D Nasp(@Prara)llprar @ Trpa Nasp(@rara)),  (C.174)

we find that ¢4 has the form ¢r ® ¢4, which implies that p4-4 is actually a pure state. Hence, combining
Lemma 27, we obtain the desired statement. ]

Proof of Proposition 6: Inspecting (14) and (16) and considering the case with w4 = g, A(PELE,), WE
obtain the inequality I,(N) < I(N).

As for the necessary and sufficient condition, we focus on the RHS. of (14) and (16). We find that I,(N) = I(N)
holds if and only if there exists a channel £g,_, 4 such that ¢% 4, = €g,a(pE,E, ). By Lemma 28, this condition
is equivalent to the condition that % ,, = pg,E, and g, 4 preserves the eigenspace of the reduced density
Trar % 4 for a non-zero eigenvalue, and thus its action on the eigenspace composed of non-zero eigenvalues is
an unitary. Hence, we identify the equality condition. [ ]

APPENDIX D
PROOF OF PROPOSITION 7

Proof: Due to Proposition 5, x,(N) = I,(N) if and only if there exist a distribution px and a set of
encoding operations {SgA _, 4} such that the corresponding wx pg,, as constructed in (12), satisfies the property
that its reduced state wpp, has independent systems Ep and B. On the other hand, from the proof of the equality
condition for I,(N') = I(N) (cf. Proposition 6), we know each &L, 4 1s a unitary that acts only on the support of
the reduced state Tras 4%, 4 and it must hold that > p.E% , (pE,) = Trar ¢}, 4. Under these constraints, px
and {&f _, 4} exist only when the Tras ¢%, , is completely mixed on its support. ]

APPENDIX E
PROOF OF PROPOSITION 10
Proof: That x,(N) — x(N) <I,(N) — x(N) follows trivially from Proposition 5.
We now show I,(N) — x(N) < Dp(pE,E,)- Assume Dr(pg, E,) is achieved by the decomposition pg, g, =
>..q9z(2)pE, g, and for each p3, 1, Dr(p%,p,) is achieved by the orthonormal bases {|,.)} in system Ep.
For each y and z, define the following conditional probability and state:

py|z(Y|2) = Tr(by2pELEsDy)2)s PEA (Dyl2|PEAEL0y|2) /Py |2 (Y]2)- (E.175)
Then by assumption we have
Dr(pEaEs) = ZPZ(Z)DR (P%.2,) - (E.176)
Dr (ph,p,) =D (pEE S vzl @ \¢yz><¢yzry> , ¥z, (B.177)
y

where we use classical symbol Y to represent the collapsed quantum system Ep. Define the following classical-
quantum states:

PIEAES * ZPZ X2lz ® P, (E.178)

ﬁZEAY ZpYZ Y,z |Z ® P ® |¢y|z><¢y|z‘Ya (E.179)
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where py z(y, 2) == py|z(y|2)pz(2). ozE,y is obtained from pzg, g, by performing the conditional measurement

{l¢y|-)} on each conditional state p%, p .

Assume {px,EF _ 4} achieves I,(N). We define two new classical-quantum states by treating pzg, g, and

PzE,y as assistance states and {px, . 4} as encoding operations, respectively:

OXZBEp ZPX )z)z|x @ Nassp o€, p(Pz2EAES)
= ZPX (@)pz(2)|z)z]x ® [2Xzlz @ N © €% (P, 1,);

oxzpy = ) _px(@)|z)e|x @ Nasp o &, p(Pzp,y)

= > px(@py 2y 2)laie]x @ |2Xzlz @ N 0 E7(0) @ |6y Ny :lv-

x?y7z

For oxzpE, and oxzpy defined above, we have the following reduced states:

OxBEy = 1Yz 0xZBE,

—pr )|z HJ‘X®NOSI<ZPZ pEAEB>

—ZPX )a)z|x @N 0 & (ppak,)
oxzEs, = I'BOX2ZBE, = ZPX(JB)PZ(Z)‘JU)@C’X ® |2)zlz @ Pl
op =TrxzE, Ox2zBE, = pr(w)/\/o EY (PEA) »

oxzy = Trpoxzpy = ZPX (@)py,z (Y, 2)|w )Xz x ® |2)X2|z @ | by Xy |y

T,z

op="Trxzyoxzpy = pr(x)/\fo E¥ (pE,) -
xr
We have
L(N) = (XEp:B), < (XZEp:B),,

(E.180)

(E.181)

(E.182)

(E.183)

(E.184)

(E.185)

(E.186)

(E.187)

(E.188)

(E.189)

(E.190)

(E.191)

where the equality follows from assumption and the inequality follows from data processing inequality. What’s

more, since X, Y, and Z are all classical systems, we have
(XY Z:B)s < x(N).
Consider now the following chain of inequalities
Ip(N) - xWNV)
<I(XZEp:B), — (XY Z:B)z
=H(B), + H(XZER)s —H(XZBER), —H(B)7 —H(XZY)s + H(XZBY )&
— [H(XZEg), — H(XZY)s] + [H(XZBY )y — H(X ZBEg),]
< [H(XZBY)y — H(XZBEp),]

=D (oxzBE,||Cx2zBES)

=Y px(@)pz(2)D (NO EPEar,)

<> pz(z)D (pZEAEB

Y

ZPY\Z(y’z)pyE'j ® ’¢yz><¢y|z|y>

Y

> pyiz(yl)N o 51(,0%) ® |¢y|z><¢y|z|Y>

(E.192)

(E.193)
(E.194)
(E.195)
(E.196)
(E.197)
(E.198)

(E.199)

(E.200)
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= p2(2)Dr (Ph,5,) (E.201)

= Dr(pE.Es): (E.202)

where (E.197) follows from the fact that projective measurement increases entropy [23, Theorem 11.9], (E.198)
follows from that Tro xzpy logoxzpy = TroxzpE, logoxzpy, (E.199) follows from the direct-sum property,
(E.200) follows from the data processing inequality, (E.201) follows from (E.177), and (E.202) follows from (E.176).
We are done. [ |

APPENDIX F
SEMIPRODUCT OPERATIONS

Here we show that the semi-global operation definition in (22) does cover all operations composed of local
operations and permutations. In its most general form, an operation that is composed solely by local operations
and permutations can be viewed as many rounds of “permutation followed by local operation”:

P QeI - P Qe o o P () el (F.203)

1-th round 2-th round n-th round

where the — indicates the state evolution direction. Let’s now go depth into the “permutation followed by local
operation” structure. We can actually exchange the sequential order of the permutation and the local operations by
performing first the local operations in the order dominated by 7! (the inverse of 7) and then the permutation
operation without changing the output state. That is,

P Qe = Qe O, pm (F.204)
i i
Adopting this exchange approach to the first round in (F.203), we get
Qe o prm L Qe ey (el (F205)
——r ~~
1-th round 2-th round n-th round

Repeating this approach n times, the operation given in (F.203) becomes

R el Ol Q) gllmm) 2y ..y Q) gllmmm) ™ @lln _y procemam, (F.206)

which is exactly of the form given in (22).

APPENDIX G
PROOF OF PROPOSITION 21

Proof: We will show the following strict inequality:

Xet  (Pasa) <l (Pasa) =1(Pasa), (G.207)

which clearly implies Proposition 21. To show the equality in (G.207), we construct explicitly a state wyaa/
for which (UA’":A),, = 1(Pa_a). The equality then follows from Proposition 6. To show the strict inequality
in (G.207), we recall that p% = Tr s ¢%, 4 is not completely mixed on its support by assumption. This fact together
with Proposition 7 yields the strict inequality.

Let {W,,. } be a complete set of Weyl operators of subspace 4; and let W, (-) := W, (-)W,, be the corresponding
unitary channel. Consider the following set of unitary channels on system A:

W tu=(ur, ,up),u; =0, ,d7 — 1}, (G.208)
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where W,, is understood as that WW,,, is performed on subspace A Note that these unitary channels are commutative
to the subspace projections II;. The size of this set is D = H Let U be a D-dimensional classical system.
Consider the following classical-quantum states:

zlz

wira =PasaoWu (@aa), (G.209)
1
u
The reduced state w4’ 4 has the form
wAA—TerUAA—DZ'PA%AOW i Zp,m@om, (G.211)

where m; is the completely mixed state of system A;. Since U is classical, wy 4.4 forms a feasible solution to
I, (Pa—a). We have

L., (Pasa) > L({UA"A), (G.212)
= H(A'), + (A)w — H(A’A|U)., (G.213)
=2 (H(p*) + Zp? log di) — H(p") (G.214)
=1
=log A, (G.215)

where the last inequality follows from (138). Since I(P) = log A, we conclude that w44 is an optimal state
achieving I+, (Pa—a).

From the above argument, we easily obtain the following lower bound on X%,A(PA% A), since wyara forms
a feasible solution:

Xer, ,(Pasa) 2 1(U:A'A), (G.216)
—H(A'A), —H(A’A|U), (G.217)

k
=H(p*) +2)_pflogd; — H(p*) (G.218)

=1
= log A — H(p*). (G.219)
||

APPENDIX H

PROOF OF PROPOSITION 23

Proof: Assume &, _, , achieves ming, _, H(Napo&r,a(pr,k,)) and let

= = H(Nas5(74)) + H(pp,) — HNassp 0 €5, 4(p5,5,)). (H.220)
We will show the following chain of inequalities which trivially implies (143):
E<x,WN) <I,N) <E. (H.221)

To show the first inequality of (H.221), we choose the following encoding operations £9(-) := f4(9)E*(-) fa(g)T,
where g is subject to the Haar measure u. The corresponding classical-quantum state is

WGBEg = /G w(dg)lgXgla @ Nassp o EY(pE.Ey)- (H.222)
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One can check wpp, = Naop(7m4) ® pE,. By the definition of x,(N), it holds that

Xp(N) > 1(G:BEpR)., (H.223)
= H(BEg)., — H(BEg|G). (H.224)
— H (Nasp(m)) + H(ps,) /G 1(dg) H(Nas 0 €905, 5,) (H225)
= H(Nassp(ma)) + H(pps,) /Gu NA%B (fA( )E (pEAEB)fA(g)T» (H.226)
— H(Nasg(ma)) + | nldg) 1 (f5(9)N a5 0 € (0. u) I (0) D RGE2)
=H Nasp(ma)) + —H (NA—>B o 5 (PEAES)) (H.228)
=z, (H.229)

where (H.226) follows from the definition of £9 and (H.227) follows since N is covariant.
The second inequality of (H.221) was proved in Proposition 5.
To show the third inequality of (H.221), assume wxpgg, defined in (12) achieves I,(N'). Then

1,(N) =1(XEg:B), = H(B), + H(Eg)., — H(BEB|X) (H.230)
=H(B), +H(E3g), pr No&(pp.E,)) (H.231)
< H(B)w +H(EB), — H(NAaB 0 &p, 5 A(PEAER)), (H.232)

where the inequality follows from the assumption of £% ., 4. On the other hand, it holds that

o =H (pr 0 E%( pEA)> (H.233)

/G p(dg) H < (ZPX /OEA)) fB(g)T) (H.234)

/ (pr ( 9)E () fa(9) )) (H.235)

<H (mew ( /G u(dg)fA<g>ex<pEA>fA<g>*)) (H.236)

=HWN(ma)), (H.237)

where (H.235) follows since N is covariant and (H.236) follows from the concavity of quantum entropy. Combin-

ing (H.232) and (H.237), we get I,(N) < A. [}
APPENDIX I

PROOF OF PROPOSITION 26
Proof: Notice that H(E, (7)) = (1—p) log d+Hyin (p) and H(Ep)s, = H(A), by Theorem 18 and Proposition 23
it is equivalent to show that
min H(&, 0 E(Px)) = Hyin(p) +p H(A). (1.238)
Let opp, 1= & 0 E(Px) = (1 —p)E(P) + ple)e| @ @Y7 Consider the following isometry:
Up—py '=1IIp ® |0)y + |eXe|r ® |1)y (1.239)

and the corresponding induced state

wyBE, = Uppyope,Ub gy = (1= p)EX(@x) @ [0)0]y + ple)e|p © O @ 1)1y (1.240)
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We have the following chain of inequalities:

H(E, 0 E(®y)) = H(BER), (1.241)
= H(BEgY)., (1.242)
= H(Y), + H(BE3g|Y)., (1.243)
= Hysu(p) + (1 — p) H(E(®5)) + pH (Jeel s © 257 (1.244)
= Hpin(p) + pH(A) 4+ (1 — p) H(E(PA)) (1.245)
> Hpin(p) + pH(A), (1.246)

where (1.242) follows since quantum entropy is isometry invariant and (I.246) follows as the entropy is non-negative.
Furthermore, the equality in (I1.246) is attainable by choosing £ to be the identity channel. This concludes (1.238).
|
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