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#### Abstract

This paper revisits the ordered statistics decoding (OSD). It provides a comprehensive analysis of the OSD algorithm by characterizing the statistical properties, evolution and the distribution of the Hamming distance and weighted Hamming distance from codeword estimates to the received sequence in the reprocessing stages of the OSD algorithm. We prove that the Hamming distance and weighted Hamming distance distributions can be characterized as mixture models capturing the decoding error probability and code weight enumerator. Simulation and numerical results show that our proposed statistical approaches can accurately describe the distance distributions. Based on these distributions and with the aim to reduce the decoding complexity, several techniques, including stopping rules and discarding rules, are proposed, and their decoding error performance and complexity are accordingly analyzed. Simulation results for decoding various eBCH codes demonstrate that the proposed techniques can significantly reduce the decoding complexity with a negligible loss in the decoding error performance.
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## I. Introduction

SINCE 1948, when Shannon introduced the notion of channel capacity [1], researchers have been looking for powerful channel codes that can approach this limit. Low density parity check (LDPC) and Turbo codes have been shown to perform very close to the Shannon's limit at large block lengths and have been widely applied in the 3rd and 4th generations of mobile standards [2]. The Polar code proposed by Arikan in 2008 [3] has attracted much attention in the last decade and has been chosen as the standard coding scheme for the fifth generation (5G) enhanced mobile broadband (eMBB) control channels and the physical broadcast channel. Polar codes take advantage of a simple successive cancellation decoder, which is optimal for asymptotically large code block lengths [4].

Short code design and the related decoding algorithms have rekindled a great deal of interest among industry and academia recently [5], [6]. This interest was triggered by the stringent requirements of the new ultra-reliable and lowlatency communications (URLLC) service for mission critical

[^0]IoT (Internet of Things) services, including the hundred-ofmicrosecond time-to-transmit latency, block error rates of $10^{-5}$, and the bit-level granularity of the codeword size and code rate. These requirements mandate the use of short blocklength codes; therefore, conventionally moderate/long codes may not be suitable [4].

Several candidate channel codes such as LDPC, Polar, tailbiting convolutional code (TB-CC), and Turbo codes, have been considered for URLLC data channels [4]. While some of these codes perform closely to the Shannon's limit at asymptotically long block lengths, they usually suffer from performance degradation if the code length is short, e.g., Turbo codes with iterative decoding in short and moderate block lengths show a gap of more than 1 dB to the finitelength performance benchmark [2], where the benchmark is referred to as the error probability bound developed in [7] for finite block lengths. TB-CC can eliminate the rate loss of conventional convolutional codes due to the zero tail termination, but its decoding process is more complex than that of conventional codes [4]. Although LDPC codes have already been selected for eMBB data channels in 5G, recent investigations showed that there exist error floors for LDPC codes constructed using the base graph at high signal-tonoise ratios [4], [5] at moderate and short block lengths; hardly satisfying ultra-reliability requirements. Polar codes outperform LDPC codes with no error floor at short block lengths, but for short codes, it still falls short of the finite block length capacity bound [4], i.e, the maximal channel coding rate achievable at a given block length and error probability [7].

Short Bose-Chaudhuri-Hocquenghem (BCH) codes have gained the interest of the research community recently [4], [5], [8]-[10], as they closely approach the finite length bound. As a class of powerful cyclic codes that are constructed using polynomials over finite fields [2], BCH codes have large minimum distances, but its maximum likelihood decoding is highly complex, introducing a significant delay at the receiver.

The ordered statistics decoding (OSD) was proposed in 1995, as an approximation of the maximum likelihood (ML) decoder for linear block codes [11] to reduce the decoding complexity. For a linear block code $\mathcal{C}(n, k)$, with minimum distance $d_{\mathrm{H}}$, it has been proven that an OSD with the order of $m=\left\lceil d_{\mathrm{H}} / 4-1\right\rceil$ is asymptotically optimum approaching the same performance as the ML decoding [11]. However, the decoding complexity of an order- $m$ OSD can be as high as $O\left(k^{m}\right)$ [11]. To meet the latency demands of the URLLC, OSD is being considered as a suitable decoding method for short block length BCH codes [8], [10], [12], [13]. However, to make the OSD suitable for practical URLLC applications, the complexity issue needs to be addressed.

In OSD, the bit-wise log-likelihood ratios (LLRs) of the received symbols are sorted in descending order, and the order of the received symbols and the columns of the generator matrix are permuted accordingly. Gaussian elimination over the permuted generator matrix is performed to transform it to a systematic form. Then, the first $k$ positions, referred to as the most reliable basis (MRB), will be XORed with a set of the test error patterns (TEP) with the Hamming weight up to a certain degree, where the maximum Hamming weight of TEPs is referred to as the decoding order. Then the vectors obtained by XORing the MRB are re-encoded using the permuted generator matrix to generate candidate codeword estimates. This is referred to as the reprocessing and will continue until all the TEPs with the Hamming weights up to the decoding order are processed. Finally, the codeword estimate with the minimum distance from the received signal is selected as the decoding output.

Most of the previous work has focused on improving OSD and some significant progress has been achieved. Some published papers considered the information outside of the MRB positions to either improve the error performance or reduce complexity [8], [12], [14]-[17]. The approach of decoding using different biased LLR values was proposed in [14] to refine the error performance of low-order OSD algorithms. This decoding approach performs reprocessing for several iterations with different biases over LLR within MRB positions and achieves a better decoding error performance than the original low-order OSD. However, extra decoding complexity is introduced through the iterative process. Skipping and stopping rules were introduced in [15] and [16] to prevent unpromising candidates, which are unlikely to be the correct output. The decoder in [15] utilizes two preprocessing rules and a multibasis scheme to achieve the same error rate performance as an order- $(w+2)$ OSD, but with the complexity of an order- $w$ OSD. This algorithm decomposes a TEP by a sub-TEP and an unit vector, and much additional complexity is introduced in processing sub-TEPs. Authors in [16] proposed a skipping rule based on the likelihood of the current candidate, which significantly reduces the complexity. An order statistics based list decoding proposed in [12] cuts the MRB to several partitions and performs independent OSD over each of them to reduce the complexity, but it overlooks the candidates generated across partitions and suffers a considerable error performance degradation. A fast OSD algorithm which combines the discarding rules from [16] and the stopping criterion from [17] was proposed in [8], which can reduce the complexity from $O\left(k^{m}\right)$ to $O\left(k^{m-2}\right)$ at high signal-to-noise ratios (SNRs). The latest improvement of OSD is the Segmentation-Discarding Decoding (SDD) proposed in [10], where a segmentation technique is used to reduce the frequency of checking the stopping criterion and a group of candidates can be discarded with one condition check satisfied. Some papers also utilized the information outside MRB to obtain further refinement [18], [19]. The Box-and-Match algorithm (BMA) approach can significantly reduce the decoding complexity by using the "match" procedure [18], which defines a control band (CB) and identifies each TEP based on CB, and the searching and matching of candidates are implemented by memory spaces
called "boxes". However, BMA introduces a considerable amount of extra computations in the "match" procedure and it is not convenient to implement. The iterative information set reduction (IISR) technique was proposed in [19] to reduce the complexity of OSD. IISR applies a permutation over the positions around the boundary of MRB and generates a new MRB after each reprocessing. This technique can reduce the complexity with a slight degradation of the error performance and has the potential to be combined with other techniques mentioned above.

Many of the above approaches utilize the distance from the codeword estimates to the received symbols, either Hamming or weighted Hamming distance, to design their techniques. For example, there is a distance-based optimal condition designed in the BMA [18], where the reprocessing rule is designed based on the distance between sub-TEPs and received symbols in [15], and skipping and stopping rules introduced in [15] and [16] are also designed based on the distance, etc. Despite the improvements in decoding complexity, these algorithms lack a rigorous error performance and complexity analysis. Till now, it is still unclear how the Hamming distance or the weighted Hamming distance evolves during the reprocessing stage of the OSD algorithm. Although some attempts were made to analyze the error performance of the OSD algorithm and its alternatives [11], [13], [20], [21], the Hamming distance and weighted Hamming distance were left unattended. If the evolution of the Hamming distance and weighted Hamming distance in the reprocessing stage are known, more insights of how those decoding approaches improve the decoding performance could be obtained. Furthermore, those decoding conditions can be designed in an optimal manner and their performance and complexity can be analyzed more carefully.

In this paper, we revisit the OSD algorithm and investigate the statistical distribution of both Hamming distance and weighted Hamming distance between codeword estimates and the received sequence in the reprocessing stage of OSD. With the knowledge of the distance distribution, several decoding techniques are proposed and their complexity and error performance are analyzed. The main contributions of this work are summarized below.

- We derive the distribution of the Hamming distance in the 0-reprocessing of OSD and extend the result to any order $i$-reprocessing by considering the ordered discrete statistics. We verify that the distribution of the Hamming distance can be described by a mixed model of two random variables related to the number of channel errors and the code weight enumerator, respectively, and the weight of the mixture is determined by the channel condition in terms of signal-to-noise ratio (SNR). Simulation and numerical results show that the proposed statistical approach can describe the distribution of Hamming distance of any order reprocessing accurately. In addition, the normal approximation of the Hamming distance distribution is derived.
- We derive the distribution of the weighted Hamming distance in the 0-reprocessing of OSD and extend the result to any order $i$-reprocessing by considering the ordered continuous statistics. It is shown that the weighted Ham-
ming distribution is also a mixture of two different distributions, determined by the error probability of the ordered sequence and the code weight enumerator, respectively. The exact expression of the weighted Hamming distribution is difficult to calculate numerically due to a large number of integrals, thus a normal approximation of the weighted Hamming distance distribution is introduced. Numerical and simulation results verify the tightness of the approximation.
- Based on the distance distributions, we propose several decoding techniques. Based on the Hamming distance, a hard individual stopping rule (HISR), a hard group stopping rule (HGSR), and a hard discarding rule (HDR) are proposed and analyzed. It can be indicated that in OSD, the Hamming distance can also be a good metric of the decoding quality. Simulation results show that with the proposed hard rules, the decoding complexity can be reduced with a slight degradation in the error performance. Based on the weighted Hamming distance distribution, soft decoding techniques, namely the soft individual stopping rule (SISR), the soft group stopping rule (SGSR), and the soft discarding rule (SDR) are proposed and analyzed. Compared with hard rules, these soft rules are more accurate to identify promising candidates and determine when to terminate the decoding with some additional complexity. For different performancecomplexity trade-off requirements, the above decoding techniques (hard rules and soft rules) can be implemented with a suitable parameter selection.
- We further show that when the code has a binomial-like weight spectrum, the proposed techniques can be implemented with linear or quadratic complexities in terms of the message length. Accordingly, the overall asymptotic complexity of OSD employing the proposed techniques is analyzed. Simulations show that the proposed techniques outperform the state of the art in terms of the TEPreduction capability and the run-time of decoding a single codeword.

The rest of this paper is organized as follows. Section II describes the preliminaries of OSD. In Section III, statistical approaches are introduced for analyzing ordered sequences in OSD. The Hamming distance and weighted Hamming distance distributions are introduced and analyzed in Sections IV and V. respectively. Then, the hard and soft decoding techniques are proposed and analyzed in Section VI and VII, respectively. Section VIII discusses the practical implementation and complexities of the proposed techniques. Finally, Section IX concludes the paper.

Notation: In this paper, we use an uppercase letter, e.g., $X$, to represent a random variable and $[X]_{u}^{v}$ to denote a sequence of random variables, i.e., $[X]_{u}^{v}=\left[X_{u}, X_{u+1}, \ldots, X_{v}\right]$. Lowercase letters like $x$ are used to indicate the values of scalar variables or the sample of random variables, e.g., $x$ is a sample of random variable $X$. The mean and variance of a random variable $X$ is denoted by $\mathbb{E}[X]$ and $\sigma_{X}^{2}$, respectively. The probability density function (pdf) and cumulative distribution function (cdf) of a continuous random variable
$X$ are denoted by $f_{X}(x)$ and $F_{X}(x)$, respectively, and the probability mass function ( pmf ) of a discrete random variable $Y$ is denoted by $p_{Y}(y) \triangleq \operatorname{Pr}(Y=y)$, where $\operatorname{Pr}(\cdot)$ is the probability of an event. Unless otherwise specified, we use $f_{X}(x \mid Z=z)$ to denote the conditional pdf of a continuous random variable $X$ conditioning on the event $\{Z=z\}$, and accordingly the conditional means and variances of $X$ are denoted by $\mathbb{E}[X \mid Z=z]$ and $\sigma_{X \mid Z=z}^{2}$, respectively. Similarly, the conditional pmf of a discrete variable $Y$ are represented as $p_{Y}(y \mid Z=z)$. We use a bold letter, e.g., A, to represent a matrix, and a lowercase bold letter, e.g., a, to denote a row vector. We also use $[a]_{u}^{v}$ to denote a row vector containing element $a_{\ell}$ for $u \leq \ell \leq v$, i.e., $[a]_{u}^{v}=\left[a_{u}, a_{u+1}, \ldots, a_{v}\right]$. We use superscript ${ }^{\mathrm{T}}$ to denote the transposition of a matrix or vector, e.g., $\mathbf{A}^{\mathrm{T}}$ and $\mathbf{a}^{\mathrm{T}}$, respectively. Furthermore, we use a calligraphic uppercase letter to denote a probability distribution, e.g., binomial distribution $\mathcal{B}(n, p)$ and normal distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$, or a set, e.g., $\mathcal{A}$. In particular, $\mathbb{N}$ denotes the set of all natural numbers.

## II. Preliminaries

We consider a binary linear block code $\mathcal{C}(n, k)$ with binary phase shift keying (BPSK) modulation over an additive white Gaussian Noise (AWGN) channel, where $k$ and $n$ denote the information block and codeword length, respectively. Let $\mathbf{b}=[b]_{1}^{k}$ and $\mathbf{c}=[c]_{1}^{n}$ denote the information sequence and codeword, respectively. Given the generator matrix $\mathbf{G}$ of code $\mathcal{C}(n, k)$, the encoding operation can be described as $\mathbf{c}=\mathbf{b} \cdot \mathbf{G}$. At the channel output, the received signal (also referred to as the noisy signal) is given by $\mathbf{r}=\mathbf{s}+\mathbf{w}$, where $\mathbf{s}=[s]_{1}^{n}$ denotes the sequence of modulated symbols with $s_{u}=(-1)^{c_{u}} \in\{ \pm 1\}, 1 \leq u \leq n$, and $\mathbf{w}=[w]_{1}^{n}$ is the AWGN vector with zero mean and variance $N_{0} / 2$, for $N_{0}$ being the single side-band power spectrum density. The signal-to-noise ratio (SNR) is then given by $\gamma=2 / N_{0}$.
At the receiver, the bit-wise hard decision vector $\mathbf{y}=[y]_{1}^{n}$ can be obtained according to the following rule:

$$
y_{u}= \begin{cases}1, & \text { for } r_{u}<0,1 \leq u \leq n  \tag{1}\\ 0, & \text { for } r_{u} \geq 0,1 \leq u \leq n\end{cases}
$$

where $y_{u}$ is the hard-decision estimation of codeword bit $c_{u}$.
In general, if the codewords in $\mathcal{C}(n, k)$ have equal transmission probability, the log-likelihood-ratio (LLR) of the $u$ th symbol of the received signal can be calculated as $l_{u} \triangleq$ $\ln \frac{\operatorname{Pr}\left(c_{u}=1 \mid r_{u}\right)}{\operatorname{Pr}\left(c_{u}=0 \mid r_{u}\right)}$, which can be further simplified to $l_{u}=4 r_{u} / N_{0}$ if BPSK symbols are transmitted. We consider the scaled magnitude of LLR as the reliability corresponding to bitwise decision, defined by $\alpha_{u}=\left|r_{u}\right|$, where $|\cdot|$ is the absolute operation. Utilizing the bit reliability, the soft-decision decoding can be effectively conducted using the OSD algorithm [11]. In OSD, a permutation $\pi_{1}$ is performed to sort the received signal $\mathbf{r}$ and the corresponding columns of the generator matrix in descending order of their reliabilities. The sorted received symbols and the sorted hard-decision vector are denoted by $\mathbf{r}^{(1)}=\pi_{1}(\mathbf{r})$ and $\mathbf{y}^{(1)}=\pi_{1}(\mathbf{y})$, respectively, and the corresponding reliability vector and permuted generator
matrix are denoted by $\boldsymbol{\alpha}^{(1)}=\pi_{1}(\boldsymbol{\alpha})$ and $\mathbf{G}^{(1)}=\pi_{1}(\mathbf{G})$, respectively.

Next, the systematic form matrix $\widetilde{\mathbf{G}}=\left[\mathbf{I}_{k} \widetilde{\mathbf{P}}\right]$ is obtained by performing Gaussian elimination on $\mathbf{G}^{(1)}$, where $\mathbf{I}_{k}$ is a $k$ dimensional identity matrix and $\widetilde{\mathbf{P}}$ is the parity sub-matrix. An additional permutation $\pi_{2}$ may be performed during Gaussian elimination to ensure that the first $k$ columns are linearly independent. The permutation $\pi_{2}$ will inevitably disrupt the descending order property of $\boldsymbol{\alpha}^{(1)}$ to some extent; nevertheless, it has been shown that the disruption is minor [11]. Accordingly, the received symbols, the hard-decision vector, the reliability vector, and the generator matrix are sorted to $\widetilde{\mathbf{r}}=\pi_{2}\left(\pi_{1}(\mathbf{r})\right)$, $\widetilde{\mathbf{y}}=\pi_{2}\left(\pi_{1}(\mathbf{y})\right), \widetilde{\boldsymbol{\alpha}}=\pi_{2}\left(\pi_{1}(\boldsymbol{\alpha})\right)$, and $\widetilde{\mathbf{G}}=\pi_{2}\left(\pi_{1}(\mathbf{G})\right)$, respectively.

After the Gaussian elimination and permutations, the first $k$ index positions of $\widetilde{\mathbf{y}}$ are associated with the MRB [11], which is denoted by $\widetilde{\mathbf{y}}_{\mathrm{B}}=[\widetilde{y}]_{1}^{k}$, and the rest of positions are associated with the redundancy part. A test error pattern $\mathbf{e}=[e]_{1}^{k}$ is added to $\widetilde{\mathbf{y}}_{\mathrm{B}}$ to obtain one codeword estimate by re-encoding as follows.

$$
\widetilde{\mathbf{c}}_{\mathbf{e}}=\left(\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e}\right) \widetilde{\mathbf{G}}=\left[\begin{array}{ll}
\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e} & \left(\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e}\right) \widetilde{\mathbf{P}} \tag{2}
\end{array}\right]
$$

where $\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{c}_{\mathbf{e}}\right]_{1}^{n}$ is the ordered codeword estimate with respect to TEP e.

In OSD, TEPs are checked in increasing order of their Hamming weights; that is, in the $i$-reprocessing, all TEPs of Hamming weight $i$ will be generated and re-encoded. The maximum Hamming weight of TEPs is limited to $m$, which is referred to as the decoding order of OSD. Thus, for an order $-m$ decoding, maximum $\sum_{i=0}^{m}\binom{k}{i}$ TEPs will be re-encoded to find the best codeword estimate. For BPSK modulation, finding the best ordered codeword estimate $\widetilde{\mathbf{c}}_{\text {copt }}$ is equivalent to minimizing the weighted Hamming distance (WHD) between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$, which is defined as [22]

$$
\begin{equation*}
d^{(\mathrm{W})}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, \widetilde{\mathbf{y}}\right) \triangleq \sum_{\substack{1 \leq u \leq n \\ \widetilde{c}_{\mathbf{e}}, u \neq \tilde{y}_{u}}} \widetilde{\alpha}_{u} \tag{3}
\end{equation*}
$$

Here, we also define the Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\tilde{\mathbf{y}}$ as

$$
\begin{equation*}
d^{(\mathrm{H})}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, \widetilde{\mathbf{y}}\right) \triangleq\left\|\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}\right\| \tag{4}
\end{equation*}
$$

where $\|\cdot\|$ is the $\ell_{1}$-norm. For simplicity of notations, we denote the WHD and Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ by $d_{\mathbf{e}}^{(\mathrm{W})}=d^{(\mathrm{W})}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, \widetilde{\mathbf{y}}\right)$ and $d_{\mathbf{e}}^{(\mathrm{H})}=d^{(\mathrm{H})}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, \widetilde{\mathbf{y}}\right)$, respectively. Furthermore, we alternatively use $w(\mathbf{e})$ to denote the Hamming weight of a binary vector e, e.g., $w(\mathbf{e})=\|\mathbf{e}\|$. Finally, the estimate $\hat{\mathbf{c}}_{\text {opt }}$ corresponding to the initial received sequence $\mathbf{r}$, is obtained by performing inverse permutations over $\widetilde{\mathbf{c}}_{\text {opt }}$, i.e. $\hat{\mathbf{c}}_{o p t}=\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{o p t}\right)\right)$.

## III. Ordered Statistics in OSD

## A. Distributions of received Signals

For the simplicity of analysis and without loss of generality, we assume an all-zero codeword from $\mathcal{C}(n, k)$ is transmitted. Thus, the $u$-th symbol of the AWGN channel output $\mathbf{r}$ is given by $r_{u}=1+w_{u}, 1 \leq u \leq n$. Channel output $\mathbf{r}$ is
observed by the receiver and the bit-wise reliability is then calculated as $\alpha_{u}=\left|1+w_{u}\right|, 1 \leq u \leq n$. Let us consider the $u$-th reliability as a random variable denoted by $A_{u}$, then the sequence of random variables representing the reliabilities is denoted by $[A]_{1}^{n}$. Accordingly, after the permutations, the random variables of ordered reliabilities $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$ are denoted by $[\widetilde{A}]_{1}^{n}$. Similarly, let $[R]_{1}^{n}$ and $[\widetilde{R}]_{1}^{n}$ denote sequences of random variables representing the received symbols before and after permutations, respectively. Note that $[A]_{1}^{n}$ and $[R]_{1}^{n}$ are two sequences of independent and identically distributed (i.i.d.) random variables. Thus, the pdf of $R_{u}, 1 \leq u \leq n$, is given by

$$
\begin{equation*}
f_{R}(r)=\frac{1}{\sqrt{\pi N_{0}}} e^{-\frac{(r-1)^{2}}{N_{0}}} \tag{5}
\end{equation*}
$$

and the pdf of $A_{u}, 1 \leq u \leq n$, is given by

$$
f_{A}(\alpha)= \begin{cases}0, & \text { if } \alpha<0  \tag{6}\\ \frac{e^{-\frac{(\alpha+1)^{2}}{N_{0}}}}{\sqrt{\pi N_{0}}}+\frac{e^{-\frac{(\alpha-1)^{2}}{N_{0}}}}{\sqrt{\pi N_{0}}}, & \text { if } \alpha \geq 0\end{cases}
$$

Given the $Q$-function defined by $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\frac{u^{2}}{2}\right) d u$, the cdf of $A_{u}$ can be derived as

$$
F_{A}(\alpha)= \begin{cases}0, & \text { if } \alpha<0  \tag{7}\\ 1-Q\left(\frac{\alpha+1}{\sqrt{N_{0} / 2}}\right)-Q\left(\frac{\alpha-1}{\sqrt{N_{0} / 2}}\right), & \text { if } \alpha \geq 0\end{cases}
$$

By omitting the second permutation in Gaussian elimination, the pdf of the $u$-th order reliability $\widetilde{A}_{u}$ can be derived as [23]

$$
\begin{align*}
f_{\widetilde{A}_{u}}\left(\widetilde{\alpha}_{u}\right)= & \frac{n!}{(u-1)!(n-u)!}  \tag{8}\\
& \cdot\left(1-F_{A}\left(\widetilde{\alpha}_{u}\right)\right)^{u-1} F_{A}\left(\widetilde{\alpha}_{u}\right)^{n-u} f_{A}\left(\widetilde{\alpha}_{u}\right)
\end{align*}
$$

For simplicity, the permutation $\pi_{2}$ is omitted in the subsequent analysis in this paper, since the influence of $\pi_{2}$ in OSD is minor ${ }^{11}$ Similar to (8), the joint pdf of $\widetilde{A}_{u}$ and $\widetilde{A}_{v}, 1 \leq u<$ $v \leq n$, can be derived as follows.

$$
\begin{align*}
f_{\widetilde{A}_{u}, \widetilde{A}_{v}}\left(\widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right)= & \frac{n!}{(u-1)!(v-u-1)!(n-v)!} \\
& \cdot\left(1-F_{A}\left(\widetilde{\alpha}_{u}\right)\right)^{u-1}\left(F_{A}\left(\widetilde{\alpha}_{u}\right)-F_{A}\left(\widetilde{\alpha}_{v}\right)\right)^{v-u-1} \\
& \cdot F_{A}\left(\widetilde{\alpha}_{v}\right)^{n-v} f_{A}\left(\alpha_{u}\right) f_{A}\left(\widetilde{\alpha}_{v}\right) \mathbf{1}_{\left[0, \widetilde{\alpha}_{u}\right]}\left(\widetilde{\alpha}_{v}\right), \tag{9}
\end{align*}
$$

where $\mathbf{1}_{\mathcal{X}}(x)=1$ if $x \in \mathcal{X}$ and $\mathbf{1}_{\mathcal{X}}(x)=0$, otherwise. For the sequence of ordered received signals $[\widetilde{R}]_{1}^{n}$, the pdf of $\widetilde{R}_{i}$ and the joint pdf of $\widetilde{R}_{i}$ and $\widetilde{R}_{j}, 0 \leq u<v \leq n$, are respectively given by

$$
\begin{align*}
f_{\widetilde{R}_{u}}\left(\widetilde{r}_{u}\right)= & \frac{n!}{(u-1)!(n-u)!}  \tag{10}\\
& \cdot\left(1-F_{A}\left(\left|\widetilde{r}_{u}\right|\right)\right)^{u-1} F_{A}\left(\left|\widetilde{r}_{u}\right|\right)^{n-u} f_{R}\left(\widetilde{r}_{u}\right),
\end{align*}
$$

[^1]and
\[

$$
\begin{align*}
f_{\widetilde{R}_{u}, \widetilde{R}_{v}}\left(\widetilde{r}_{u}, \widetilde{r}_{v}\right)= & \frac{n!}{(u-1)!(v-u-1)!(n-v)!} \\
& \cdot\left(1-F_{A}\left(\left|\widetilde{r}_{u}\right|\right)\right)^{u-1}\left(F_{A}\left(\left|\widetilde{r}_{u}\right|\right)-F_{A}\left(\left|\widetilde{r}_{v}\right|\right)\right)^{v-u-1} \\
& \cdot F_{A}\left(\left|\widetilde{r}_{v}\right|\right)^{n-v} f_{R}\left(\widetilde{r}_{u}\right) f_{R}\left(\widetilde{r}_{v}\right) \mathbf{1}_{\left[0,\left|\widetilde{r}_{u}\right|\right]}\left(\left|\widetilde{r}_{v}\right|\right) . \tag{11}
\end{align*}
$$
\]

In OSD, the ordered received sequence is divided into MRB and redundancy parts as defined in Section $\Pi$ Then, the reprocessing re-encodes the MRB bits with TEPs to generate entire codeword estimates with redundancy bits. Thus, it is necessary to find the number of errors within these two parts (i.e., MRB and the redundancy part) separately, since they will affect the distance between codeword estimates and the received sequence in different ways, which will be further investigated in the subsequent sections. First of all, the statistics of the number of errors in the ordered hard-decision vector $\tilde{\mathbf{y}}$ is summarized in the following Lemma.

Lemma 1. Let random variable $E_{a}^{b}$ denote the number of errors in the positions from a to $b, 1 \leq a<b \leq n$ over the ordered hard-decision vector $\tilde{\mathbf{y}}$. The probability mass function $p_{E_{a}^{b}}(j)$ of $E_{a}^{b}$, for $0 \leq j \leq b-a+1$, is given by 12 ) on the top of this page, where $f_{\widetilde{A}_{a}}(x)$ and $f_{\widetilde{A}_{a}}, \widetilde{A}_{b}(x, y)$ are given by (8) and (9), respectively, and $p(x, y)$ is given by
$p(x, y)=\frac{Q\left(\frac{-2 x-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{-2 y-2}{\sqrt{2 N_{0}}}\right)}{Q\left(\frac{-2 x-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{-2 y-2}{\sqrt{2 N_{0}}}\right)+Q\left(\frac{2 y-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{2 x-2}{\sqrt{2 N_{0}}}\right)}$.

## Proof:

Let us first consider the case when $a>1$ and $b<n$, and other cases can be easily extended. Asssume the $(a-1)$-th and $(b+1)$-th ordered reliabilities are given by $\widetilde{A}_{a-1}=x$ and $\widetilde{A}_{b+1}=y$, respectively. Then, it can be obtained that the ordered received symbols $\left[\widetilde{R}_{a}, \widetilde{R}_{a+1}, \ldots, \widetilde{R}_{b}\right]=[\widetilde{R}]_{a}^{b}$ satisfy

$$
\begin{equation*}
x \geq\left|\widetilde{R}_{a}\right| \geq\left|\widetilde{R}_{a+1}\right| \geq \ldots \geq\left|\widetilde{R}_{b-1}\right| \geq\left|\widetilde{R}_{b}\right| \geq y \tag{14}
\end{equation*}
$$

Because $[\widetilde{R}]_{1}^{n}$ is obtained by permuting $[R]_{1}^{n}$, these $b-a+1$ ordered random variables $[\widetilde{R}]_{a}^{b}$ uniquely correspond to $b-a+1$ unsorted random variables $\left[R_{\ell_{a}}, R_{\ell_{a+1}} \ldots, R_{\ell_{b}}\right]=\left[R_{\ell}\right]_{a}^{b}$. In other words, for an $\widetilde{R}_{u}, \underset{\sim}{a} \leq u \leq b$, there exists an $R_{\ell_{u}}$, $1 \leq \ell_{u} \leq n$, that satisfies $\widetilde{R}_{u}=R_{\ell_{u}}$.

From the correspondence, there are $b-a+1$ unsorted reliabilities $\left[R_{\ell}\right]_{a}^{b} \in[R]_{1}^{n}$ satisfying $x \geq\left|R_{\ell_{u}}\right| \geq y$, where $1 \leq \ell_{u} \leq n$ and $a<u<b$. Because $[R]_{1}^{n}$ are i.i.d. random variables, for an arbitrary $R_{\ell_{u}} \in\left[R_{\ell}\right]_{a}^{b}$, the probability that $R_{\ell_{u}}$ results in an incorrect bit in $\left[y_{\ell}\right]_{a}^{b}$ conditioning on $\widetilde{A}_{a-1}=x$ and $\widetilde{A}_{b+1}=y$ is given by

$$
\begin{equation*}
p(x, y)=\frac{\operatorname{Pr}\left(-x \leq R_{\ell_{u}} \leq-y\right)}{\operatorname{Pr}\left(-x \leq R_{\ell_{u}} \leq-y\right)+\operatorname{Pr}\left(y \leq R_{\ell_{u}} \leq x\right)} \tag{15}
\end{equation*}
$$

It can be seen that $\operatorname{Pr}\left(-x \leq R_{\ell_{u}} \leq-y\right)=Q\left(\frac{-2 x-2}{\sqrt{2 N_{0}}}\right)-$ $Q\left(\frac{-2 y-2}{\sqrt{2 N_{0}}}\right)$ and $\operatorname{Pr}\left(y \leq R_{\ell_{u}} \leq x\right)=Q\left(\frac{2 y-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{2 x-2}{\sqrt{2 N_{0}}}\right)$, which are respectively given by the areas of the shadowed parts on the left and right sides of the zero point in Fig. 1. Thus, by comparing the areas of two shadowed parts, the probability


Fig. 1. Demonstration of obtaining $p(x, y)$ in 16 .
$p(x, y)$ can be derived as

$$
\begin{align*}
p(x, y) & =\operatorname{Pr}\left(R_{\ell_{u}}<0\left|x \geq\left|R_{\ell_{u}}\right| \geq y\right)\right. \\
& =\frac{Q\left(\frac{-2 x-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{-2 y-2}{\sqrt{2 N_{0}}}\right)}{Q\left(\frac{-2 x-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{-2 y-2}{\sqrt{2 N_{0}}}\right)+Q\left(\frac{2 y-2}{\sqrt{2 N_{0}}}\right)-Q\left(\frac{2 x-2}{\sqrt{2 N_{0}}}\right)} . \tag{16}
\end{align*}
$$

Therefore, conditioning on $\widetilde{A}_{a-1}=x$ and $\widetilde{A}_{b+1}=y$, the probability that $\left[R_{l}\right]_{a}^{b}$ results in exact $j$ errors in $\left[y_{\ell}\right]_{a}^{b}$ is given by

$$
\begin{equation*}
p_{E_{a}^{b}}(j \mid x, y)=\binom{b-a+1}{j} p(x, y)^{j}(1-p(x, y))^{b-a+1-j} \tag{17}
\end{equation*}
$$

It can be noticed that 17 ) depends on $x$ and $y$, i.e., the values of $\widetilde{A}_{a-1}$ and $\widetilde{A}_{b+1}$, respectively. By integrating 17 over x and y with $f_{\widetilde{A}_{a-1}, \widetilde{A}_{b+1}}(x, y)$, we can easily obtain $p_{E_{a}^{b}}(j)$ for the case $\{a>1$ and $b<n\}$.

For the case when $a>1$ and $b=n$, we can simply assume that $\widetilde{A}_{a-1}=x$. Then, it can be obtained that the ordered received symbols $\left[\widetilde{R}_{a}, \widetilde{R}_{a+1}, \ldots, \widetilde{R}_{n}\right.$ ] satisfy

$$
\begin{equation*}
x \geq\left|\widetilde{R}_{a}\right| \geq\left|\widetilde{R}_{a+1}\right| \geq \ldots \geq\left|\widetilde{R}_{n}\right| \geq 0 \tag{18}
\end{equation*}
$$

Using the relationship between ordered and unsorted random variables, there are $n-a+1$ unsorted random variables $R_{\ell_{u}}$, $a \leq u \leq n$, satisfying $x \geq\left|R_{\ell_{u}}\right| \geq 0$. For each $R_{\ell_{u}}$, the probability that it results in an incorrect bit in $[y \ell]_{a}^{n}$ is given by $p(x, 0)$. Finally, by integrating $\binom{n-a+1}{j} p(x, 0)^{j}(1-$ $p(x, 0))^{n-a+1-j}$ over $x$, the case $\{a>1, b=n\}$ is obtained.

Similarly, the case $\{a=1, b<n\}$ of 12 can be obtained by assuming $\widetilde{A}_{b+1}=y$, and considering there are $b$ unsorted random variables $\left[R_{\ell}\right]_{1}^{b}$ satisfying $\infty \geq\left|R_{\ell_{u}}\right| \geq y$ and having average error probability $p(\infty, y)$. Then, the case $\{a=1$, $b<n\}$ of 12 can be derived by integrating $\binom{b}{j} p(\infty, y)^{j}(1-$ $p(\infty, y))^{b-j}$ over $\widetilde{A}_{b+1}=y$ with the pdf $f_{\widetilde{A}_{b+1}}(y)$.

If $a=1$ and $b=n$, the event $\{$ there are $j$ errors in $\widetilde{\mathbf{y}}\}$ is equivalent to $\{$ there are $j$ errors in $\mathbf{y}\}$, since $\widetilde{\mathbf{y}}$ is obtained by permuting $\mathbf{y}$. Thus, $p_{E_{a}^{b}}(j)=p_{E_{1}^{n}}(j)$ can be simply obtained by $p_{E_{a}^{b}}(j)=\binom{n}{j}\left(1-Q\left(\frac{-2}{\sqrt{2 N_{0}}}\right)\right)^{j} Q\left(\frac{-2}{\sqrt{2 N_{0}}}\right)^{n-j}$. On

$$
p_{E_{a}^{b}}(j)= \begin{cases}\int_{0}^{\infty} \int_{0}^{\infty}\binom{b-a+1}{j} p(x, y)^{j}(1-p(x, y))^{b-a+1-j} f_{\widetilde{A}_{a-1}, \widetilde{A}_{b+1}}(x, y) d y d x, & \text { for } a>1 \text { and } b<n  \tag{12}\\ \int_{0}^{\infty}\binom{n-a+1}{j} p(x, 0)^{j}(1-p(x, 0))^{n-a+1-j} f_{\widetilde{A}_{a-1}}(x) d x, & \text { for } a>1 \text { and } b=n \\ \int_{0}^{\infty}\binom{b}{j} p(\infty, y)^{j}(1-p(\infty, y))^{b-j} f_{\widetilde{A}_{b+1}}(y) d y, & \text { for } a=1 \text { and } b<n \\ \binom{n}{j}\left(1-Q\left(\frac{-2}{\sqrt{2 N_{0}}}\right)\right)^{j} Q\left(\frac{-2}{\sqrt{2 N_{0}}}\right)^{n-j}, & \text { for } a=1 \text { and } b=n\end{cases}
$$

the other hand, it can also be obtained by considering that there are $n$ unsorted random variables having error probability $p(\infty, 0)$, because $p(\infty, 0)=1-Q\left(\frac{-2}{\sqrt{2 N_{0}}}\right)$.

Please note that the case $\{a=1, b<n\}$ of Lemma 1 was also investigated in the previous work [13, Eq. (16)].

We show the pmf of $E_{1}^{k}$ for a $(128,64,22) \mathrm{eBCH}$ code at different SNRs in Fig. 2. As can be seen, Lemma 1 can precisely describe the pmf of the number of errors over the ordered hard-decision vector $\widetilde{\mathbf{y}}$. Moreover, it can be observed from the distribution of $E_{1}^{k}$ that the probability of having more than $\min \left\{\left\lceil d_{\mathrm{H}} / 4-1\right\rceil, k\right\}$ errors is relatively low at high SNRs, which is consistent with the results in [11], where $d_{\mathrm{H}}$ is the minimum Hamming distance of $\mathcal{C}(n, k)$. For the demonstrated $(128,64,22)$ eBCH code, the OSD decoding with order $\min \left\{\left\lceil d_{\mathrm{H}} / 4-1\right\rceil, k\right\}=5$ is nearly maximumlikelihood [11].

## B. Properties of Ordered Reliabilities and Approximations

Motivated by [21], we give an approximation of the ordered reliabilities in OSD using the central limit theorem, which can be utilized to simplify the WHD distributions in the following sections. We also show that the event $\left\{E_{1}^{k}=j\right\}$ tends to be independent of the event $\{$ the $\ell$-th $(\ell>k)$ position of $\widetilde{\mathbf{y}}$ is in error\} when SNR is high. Furthermore, despite the independence shown in the high SNR regime, for the strict dependency between ordered reliabilities $\widetilde{A}_{u}$ and $\widetilde{A}_{v}, 1 \leq u<$ $v \leq n$, we prove that the covariance $\operatorname{cov}\left(\widetilde{A}_{u}, \widetilde{A}_{v}\right)$ is nonnegative.

For the ordered reliability random variables $[\widetilde{A}]_{1}^{n}$, the distribution of $\widetilde{A}_{u}, 1 \lesssim u \leq n$, can be approximated by a normal distribution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right)$ with the pdf given by

$$
\begin{equation*}
f_{\widetilde{A}_{u}}\left(\widetilde{\alpha}_{u}\right) \approx \frac{1}{\sqrt{2 \pi \sigma_{\widetilde{A}_{u}}^{2}}} \exp \left(-\frac{\left(\widetilde{\alpha}_{u}-\mathbb{E}\left[\widetilde{A}_{u}\right]\right)^{2}}{2 \sigma_{\widetilde{A}_{u}}^{2}}\right) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{u}\right]=F_{A}^{-1}\left(1-\frac{u}{n}\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{\widetilde{A}_{u}}^{2} & =\pi N_{0} \frac{(n-u) u}{n^{3}} \\
& \cdot\left(\exp \left(-\frac{\left(\mathbb{E}\left[\widetilde{A}_{u}\right]+1\right)^{2}}{N_{0}}\right)+\exp \left(-\frac{\left(\mathbb{E}\left[\widetilde{A}_{u}\right]-1\right)^{2}}{N_{0}}\right)\right)^{-2} \tag{21}
\end{align*}
$$



Fig. 2. The probability of $j$ errors occurring over $[1, k]$ positions of $\widetilde{\mathbf{y}}$ in decoding the eBCH $(128,64,22)$ code at different SNRs.
Details of the approximation can be found in Appendix A Similarly, the joint distribution of $\widetilde{A}_{u}$ and $\widetilde{A}_{v}, 0 \leq u<v \leq n$, can be approximated to a bivariate normal distribution with the following joint pdf

$$
\begin{align*}
& f_{\widetilde{A}_{u}, \widetilde{A}_{v}}\left(\widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \approx \frac{1}{2 \pi \sigma_{\widetilde{A}_{u}} \sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}}} \\
& \quad \cdot \exp \left(-\frac{\left(\widetilde{\alpha}_{u}-\mathbb{E}\left[\widetilde{A}_{u}\right]\right)^{2}}{2 \sigma_{\widetilde{A}_{u}}^{2}}-\frac{\left(\widetilde{\alpha}_{v}-\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]\right)^{2}}{2 \sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}}^{2}}\right) \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]=\gamma_{\widetilde{\alpha}_{u}}^{-1}\left(\frac{v-u}{n-u}\right) \tag{23}
\end{equation*}
$$

and

$$
\begin{align*}
& \sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}}^{2}=\pi N_{0} \frac{(n-v)(v-u)}{(n-u)^{3}} \\
& \cdot\left(\frac{\exp \left(\frac{-\left(\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]-1\right)^{2}}{N_{0}}\right)+\exp \left(\frac{-\left(\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]+1\right)^{2}}{N_{0}}\right)}{F_{A}\left(\widetilde{\alpha}_{u}\right)}\right)^{-2} \tag{24}
\end{align*}
$$

In 23), $\gamma_{\widetilde{\alpha}_{u}}(t)$ is defined as follows

$$
\begin{equation*}
\gamma_{\widetilde{\alpha}_{u}}(t)=\frac{F_{A}\left(\widetilde{\alpha}_{u}\right)-F_{A}(t)}{F_{A}\left(\widetilde{\alpha}_{u}\right)} \tag{25}
\end{equation*}
$$

Details of this approximation are summarized in Appendix B Note that although (19) and (22) provide approximations of the distributions regarding ordered reliabilities $\widetilde{A}_{u}$ and $\widetilde{A}_{v}$, the means and variances given by (20), 21, 23), and (24) are determined with a rigorous derivation without approximations, as shown in Appendix $A$ and $B$.

We show the distributions of ordered reliabilities in the decoding of a $(128,64,22)$ eBCH code in Fig. 3. As can be seen, the normal distribution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right)$ with the mean and variance given by 20 and 21, respectively, provides a good approximation to (8) for a wide range of $u$. Particularly, the approximation of the distribution of the $u$-th reliability $\widetilde{A}_{u}$ is tight when $u$ is not close to 1 or $n$. Specifically, when $u=n / 2$ (by assuming $n$ is even, similar analysis can be drawn for $u=\lfloor n / 2\rfloor$ if $n$ is odd), it can be seen that $\widetilde{A}_{\frac{n}{2}}$ is the median of the $n$ samples $\left[\alpha_{\widetilde{1}}, \alpha_{2}, \ldots, \alpha_{n}\right]$ of random variable $A$. Thus, when $n$ is large, $\widetilde{A}_{\frac{n}{2}}$ is asymptotically normal with mean $m_{A}$ and variance $\frac{1}{4 n f_{A}\left(m_{A}\right)^{2}}$ [24], where $m_{A}$ is the median of the distribution of $A$, defined as a real number satisfying

$$
\begin{equation*}
\int_{-\infty}^{m_{A}} f_{A}(x) d x \geq \frac{1}{2} \text { and } \int_{m_{A}}^{\infty} f_{A}(x) d x \geq \frac{1}{2} \tag{26}
\end{equation*}
$$

Because $f_{A}(x)$ is a continuous pdf, it can be directly obtained that $m_{A}=F_{A}^{-1}\left(\frac{1}{2}\right)$ from 26, that is, $m_{A}$ is also given by (20) when $u=n / 2$. Then, substituting $u=n / 2$ and $m_{A}=$ $F_{A}^{-1}\left(\frac{1}{2}\right)=\mathbb{E}\left[\widetilde{A}_{\frac{n}{2}}\right]$ into 21], it can be obtained that

$$
\begin{align*}
\sigma_{\widetilde{A}_{\frac{n}{2}}}^{2} & =\frac{\pi N_{0}}{4 n}\left(\exp \left(-\frac{\left(m_{A}+1\right)^{2}}{N_{0}}\right)+\exp \left(-\frac{\left(m_{A}-1\right)^{2}}{N_{0}}\right)\right)^{-2} \\
& =\frac{1}{4 n f_{A}\left(m_{A}\right)^{2}} \tag{27}
\end{align*}
$$

Therefore, it can be concluded that $(19$ with mean $\underset{\sim}{20}$ and variance 21 provides a tight approximation for $\widetilde{A}_{\frac{n}{2}}$, which is consistent with the results given in [24].

Next, we give more results regarding the distributions of the ordered reliabilities. Based on the mean of $\widetilde{A}_{v}$ conditioning on $\widetilde{A}_{u}=\widetilde{\alpha}_{u}$, i.e., $\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]$ given by 23 , we observe that

$$
\begin{equation*}
\frac{F_{A}\left(\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]\right)}{F_{A}\left(\widetilde{\alpha}_{u}\right)}=\frac{n-v}{n-u} \tag{28}
\end{equation*}
$$

In the asymptotic scenario, where the SNR goes to infinity,


Fig. 3. The approximation of the distribution of the $u^{t h}$ ordered reliability in decoding a $(128,64,22) \mathrm{eBCH}$ code when $\mathrm{SNR}=3 \mathrm{~dB}$.
we have

$$
\begin{align*}
\lim _{N_{0} \rightarrow 0} F_{A}(\mathbb{E} & {\left.\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]\right) \stackrel{(a)}{=} \frac{n-v}{n-u} F_{A}\left(\mathbb{E}\left[\widetilde{A}_{u}\right]\right) } \\
& =\left(\frac{n-v}{n-u}\right)\left(\frac{n-u}{n}\right)=F_{A}\left(\mathbb{E}\left[\widetilde{A}_{v}\right]\right) \tag{29}
\end{align*}
$$

where the step (a) follows from that $\widetilde{A}_{u}$ concentrates on the mean when $N_{0} \rightarrow 0$. Eq. 29 implies that $\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right]$ tends toward $\mathbb{E}\left[\widetilde{A}_{v}\right]$ when the SNR is high enough. Similarly for the variance, we obtain
$\frac{\sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}}^{2}}{\sigma_{\widetilde{A}_{v}}^{2}}=\frac{(n-v)(v-u)}{(n-u)^{3}} \cdot \frac{(n-u)^{2}}{n^{2}} \cdot \frac{n^{3}}{(n-v) v}=\frac{(v-u) n}{(n-u) v}$,
which implies that $\sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}}^{2} \approx \sigma_{\widetilde{A}_{v}}^{2}$ when $u \ll v$. Combining 29 and 30, we can conclude that at high SNRs and when $u \ll v$, ordered reliabilities $\widetilde{A}_{u}$ and $\widetilde{A}_{v}$ tend to be independent of each other, i.e., $f_{\widetilde{A}_{u}, \widetilde{A}_{v}}\left(\widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \approx f_{\widetilde{A}_{u}}\left(\widetilde{\alpha}_{u}\right) f_{\widetilde{A}_{v}}\left(\widetilde{\alpha}_{v}\right)$.

Based on Lemma 1 and the distribution of ordered reliabilities, $\operatorname{Pr}\left(E_{1}^{k}=j\right)$ and the probability that the $\ell$-th position of $\widetilde{\mathbf{y}}$ is in error, denoted by $\operatorname{Pe}(\ell)$, are respectively given by

$$
\begin{align*}
\operatorname{Pr}\left(E_{1}^{k}=j\right) & =p_{E_{1}^{k}}(j) \\
& =\int_{0}^{\infty}\binom{k}{j} p(\infty, y)^{j}(1-p(\infty, y))^{k-j} f_{\widetilde{A}_{k}}(y) d y \tag{31}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{Pe}(\ell)=\int_{0}^{\infty} \frac{f_{R}(-x)}{f_{R}(x)+f_{R}(-x)} f_{\widetilde{A}_{\ell}}(x) d x \tag{32}
\end{equation*}
$$

At high SNRs and when $\ell \gg k$, we further obtain that

$$
\begin{aligned}
\operatorname{Pr}\left(E_{1}^{k}=\right. & j) \operatorname{Pe}(\ell) \\
= & \int_{0}^{\infty}\binom{k}{j} p(\infty, y)^{j}(1-p(\infty, y))^{k-j} f_{\widetilde{A}_{k}}(y) d y \\
& \cdot \int_{0}^{\infty} \frac{f_{R}(-x)}{f_{R}(x)+f_{R}(-x)} f_{\widetilde{A}_{\ell}}(x) d x
\end{aligned}
$$

$$
\begin{align*}
& \approx \int_{0}^{\infty} \int_{0}^{\infty}\binom{k}{j} p(\infty, y)^{j}(1-p(\infty, y))^{k-j}  \tag{33}\\
& \cdot\left(\frac{f_{R}(-x)}{f_{R}(x)+f_{R}(-x)}\right) f_{\widetilde{A}_{k}, \widetilde{A}_{\ell}}(x, y) d x d y \\
& =\operatorname{Pr}\left(\left\{E_{1}^{k}=j\right\} \cap\{\text { the } \ell \text {-th bit of } \widetilde{\mathbf{y}} \text { is in error }\}\right)
\end{align*}
$$

Eq. 33 holds because $f_{\widetilde{A}_{\ell}, \widetilde{A}_{k}}\left(\widetilde{\alpha}_{\ell}, \widetilde{\alpha}_{k}\right) \approx f_{\widetilde{A}_{\ell}}\left(\widetilde{\alpha}_{\ell}\right) f_{\widetilde{A}_{k}}\left(\widetilde{\alpha}_{k}\right)$. From (33) we can see that the event $\left\{E_{1}^{k}=j\right\}$ tends to be independent of the event $\{$ the $\ell$-th bit of $\widetilde{\mathbf{y}}$ is in error $\}$ when $\ell \gg k$ and at high SNRs. This conclusion is in fact consistent with the conclusion presented in [21] that despite $\widetilde{R}_{u}$ and $\widetilde{R}_{v}$, $1 \leq u<v \leq n$, are statistically dependent, their respective error probabilities tend to be independent, for $n$ large enough and $n \gg u$.

In the following Lemma, we show that despite $\widetilde{A}_{u}$ and $\widetilde{A}_{v}$ tend to be independent when SNR is high and $u \ll v$, their covariance $\operatorname{cov}\left(\widetilde{A}_{u}, \widetilde{A}_{v}\right)$ is non-negative for any $u$ and $v, 1 \leq$ $u<v \leq n$.
Lemma 2. For any $u$ and $v, 1 \leq u<v \leq n$, the covariance of reliabilities $\widetilde{A}_{u}$ and $\widetilde{A}_{v}$ satisfies $\operatorname{cov}\left(\widetilde{A}_{u}, \widetilde{A}_{v}\right) \geq 0$.

Proof: For the reliabilities before and after ordering, we have $\sum_{u=1}^{n} \widetilde{A}_{u}=\sum_{u=1}^{n} A_{u}$ and $\sum_{u=1}^{n} \widetilde{A}_{u}^{2}=\sum_{u=1}^{n} A_{u}^{2}$ and by taking expectation on both sides, we obtain the following inequality

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{u}^{2}\right]+\mathbb{E}\left[\widetilde{A}_{v}^{2}\right] \leq \sum_{u=1}^{n} \mathbb{E}\left[\widetilde{A}_{u}^{2}\right]=\sum_{u=1}^{n} \mathbb{E}\left[A_{u}^{2}\right]=n \mathbb{E}\left[A^{2}\right]<\infty \tag{34}
\end{equation*}
$$

where the last inequality is due to the fact that the second moment of normal distribution exists and is finite. Then, following the argument in [25, Theorem 2.1] for the ordered statistics, the covariance of the $u$-th variable and $v$-th variable is non-negative if the sum of corresponding second moments is finite. This completes the proof.

## IV. The Hamming Distance in OSD

## A. 0-Reprocessing Case

Let us first consider the Hamming distance $d_{0}^{(\mathrm{H})}=$ $d^{(\mathrm{H})}\left(\widetilde{\mathbf{c}}_{0}, \widetilde{\mathbf{y}}\right)$ in the 0 -reprocessing where no TEP is added to MRB positions before re-encoding, i.e., $\widetilde{\mathbf{c}}_{0}=\widetilde{\mathbf{y}}_{\mathrm{B}} \widetilde{\mathbf{G}}$. To find the distribution of 0-reprocessing Hamming distance, we now regard it as a random variable denoted by $D_{0}^{(\mathrm{H})}$, and accordingly $d_{0}^{(\mathrm{H})}$ is the sample of $D_{0}^{(\mathrm{H})}$.

Let us re-write $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{0}$ as $\widetilde{\mathbf{y}}=\left[\begin{array}{ll}\widetilde{\mathbf{y}}_{\mathrm{B}} & \widetilde{\mathbf{y}}_{\mathrm{P}}\end{array}\right]$ and $\widetilde{\mathbf{c}}_{0}=$ $\left[\widetilde{\mathbf{c}}_{0, \mathrm{~B}} \widetilde{\mathbf{c}}_{0, \mathrm{P}}\right]$, respectively, where subscript B and P denote the first $k$ positions and the remaining positions of a length $n$ vector, respectively. Also, let us define $\widetilde{\mathbf{c}}=\pi_{2}\left(\pi_{1}(\mathbf{c})\right)=\left[\begin{array}{ll}\widetilde{\mathbf{c}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{\mathrm{P}}\end{array}\right]$ representing the transmitted codeword after permutations, which is unknown to the decoder but useful in the analysis later. Accordingly, we define $\widetilde{\mathbf{e}}=\left[\begin{array}{ll}\widetilde{\mathbf{e}}_{\mathrm{B}} & \widetilde{\mathbf{e}}_{\mathrm{P}}\end{array}\right]$ as the permuted hard-decision error, i.e., $\widetilde{\mathbf{e}}=\widetilde{\mathbf{c}} \oplus \widetilde{\mathbf{y}}$. For an arbitrary permuted codeword $\widetilde{\mathbf{c}}^{\prime}=\left[\begin{array}{cc}\widetilde{\mathbf{c}}_{\mathrm{B}}^{\prime} & \widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}\end{array}\right]$ from $\mathcal{C}(n, k)$, where $\widetilde{\mathbf{c}}^{\prime}$ is generated by an information vector $\mathbf{b}^{\prime}$ with Hamming weight $w\left(\mathbf{b}^{\prime}\right)=q$ and the permuted generator matrix $\widetilde{\mathbf{G}}$, i.e., $\widetilde{\mathbf{c}}^{\prime}=\mathbf{b}^{\prime} \widetilde{\mathbf{G}}$, we further define $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ as the probability of $w\left(\widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}\right)=u$ when $w\left(\mathbf{b}^{\prime}\right)=q$ i.e., $p_{\mathbf{c}_{\mathrm{P}}}(u, q)=\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}\right)=u \mid w\left(\mathbf{b}^{\prime}\right)=q\right)$. It can
be seen that $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ is characterized by the structure of the generator matrix $\mathbf{G}$ of $\mathcal{C}(n, k)$, which is independent of the channel conditions.

In the 0 -reprocessing, the Hamming distance $D_{0}^{(\mathrm{H})}$ is affected by both the number of errors in $\widetilde{\mathbf{y}}_{\mathrm{P}}$ and also the Hamming weights of the parity part $\widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}$ of permuted codewords $\widetilde{\mathbf{c}}^{\prime}$ from $\mathcal{C}(n, k)$ simultaneously, which is explained in the following Lemma.

Lemma 3. After the 0-reprocessing of decoding a linear block code $\mathcal{C}(n, k)$, the Hamming distance $D_{0}^{(\mathrm{H})}$ between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{0}$ is given by

$$
D_{0}^{(\mathrm{H})}= \begin{cases}E_{k+1}^{n}, & \text { w.p. } p_{E_{1}^{k}}(0)  \tag{35}\\ W_{\mathbf{c}_{\mathrm{P}}}, & \text { w.p. } 1-p_{E_{1}^{k}}(0)\end{cases}
$$

where $E_{k+1}^{n}$ is the random variable defined by $\sqrt{12}$ in Lemma 1 and $p_{E_{1}^{k}}^{(0)}$ is given by

$$
\begin{equation*}
p_{E_{1}^{k}}(0)=\int_{0}^{\infty}(1-p(\infty, y))^{k} f_{\widetilde{A}_{k+1}}(y) d y \tag{36}
\end{equation*}
$$

$W_{\mathbf{c}_{\mathrm{P}}}$ is a discrete random variable whose pmf is given by

$$
\begin{align*}
p_{W_{\mathbf{c}_{\mathrm{P}}}}(j) & =\sum_{u=0}^{n-k} \sum_{v=0}^{n-k} \frac{\binom{u}{\delta}\binom{n-k-u}{v-\delta}}{\binom{n-k}{v}} \cdot p_{d}(u) \cdot p_{E_{k+1}^{n}}(v)  \tag{37}\\
& \cdot \mathbf{1}_{\mathbb{N}} \cap[0, \min (u, v)](\delta)
\end{align*}
$$

where $\delta=(u+v-j) / 2$, and

$$
\begin{equation*}
p_{d}(u)=\frac{1}{1-p_{E_{1}^{k}}(0)} \sum_{q=1}^{k} p_{E_{1}^{k}}(q) p_{\mathbf{c}_{\mathrm{P}}}(u, q) \tag{38}
\end{equation*}
$$

$p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ is defined as the probability of $w\left(\widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}\right)=u$ for an arbitrary permuted codeword $\mathbf{c}^{\prime}$ from $\mathcal{C}(n, k)$, and here the codeword $\widetilde{\mathbf{c}}^{\prime}$ is generated by an information vector with Hamming weight $q$.

Proof: The hard-decision results can be represented by

$$
\widetilde{\mathbf{y}}=\left[\begin{array}{ll}
\widetilde{\mathbf{y}}_{\mathrm{B}} & \widetilde{\mathbf{y}}_{\mathrm{P}}
\end{array}\right]=\left[\begin{array}{lll}
\widetilde{\mathbf{c}}_{\mathrm{B}} \tag{39}
\end{array} \widetilde{\mathbf{e}}_{\mathrm{B}} \quad \widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}\right],
$$

where $\widetilde{\mathbf{e}}_{\mathrm{B}}$ and $\widetilde{\mathbf{e}}_{\mathrm{P}}$ are respectively the errors over MRB and the parity part introduced by the hard-decision decoding. If $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}$, the 0-reprocessing result is given by $\widetilde{\mathbf{c}}_{0}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus\right.$ $\mathbf{0}] \widetilde{\mathbf{G}}=\left[\begin{array}{ll}\widetilde{\mathbf{c}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{P}\end{array}\right]$. Therefore, the Hamming distance is obtained as

$$
\begin{equation*}
D_{0}^{(\mathrm{H})}=\left\|\widetilde{\mathbf{y}} \oplus \widetilde{\mathbf{c}}_{0}\right\|=\left\|\widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{e}}_{P}\right\|=E_{k+1}^{n} \tag{40}
\end{equation*}
$$

The probability of event $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}\right\}$ is simply given by $p_{E_{1}^{k}}(0)$ according to Lemma 1.

If there are errors in $\widetilde{\mathbf{y}}_{\mathrm{B}}$, i.e., $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}$, the 0 -reprocessing result is given by $\widetilde{\mathbf{c}}_{0}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right] \widetilde{\mathbf{G}}=\left[\widetilde{\mathbf{c}}_{0, \mathrm{~B}} \widetilde{\mathbf{c}}_{0, \mathrm{P}}\right]$. Thus, $D_{0}^{(\mathrm{H})}$ is obtained as

$$
\begin{equation*}
D_{0}^{(\mathrm{H})}=\left\|\widetilde{\mathbf{y}} \oplus \widetilde{\mathbf{c}}_{0}\right\|=\left\|\widetilde{\mathbf{c}}_{0, \mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}\right\| \tag{41}
\end{equation*}
$$

Let $\widetilde{\mathbf{d}}_{0}=\left[\begin{array}{ll}\widetilde{\mathbf{d}}_{0, \mathrm{~B}} & \widetilde{\mathbf{d}}_{0, \mathrm{P}}\end{array}\right]=\left[\widetilde{d}_{0}\right]_{1}^{n}$, where $\widetilde{\mathbf{d}}_{0, \mathrm{~B}}=\left[\widetilde{d}_{0}\right]_{1}^{k}$ is an all-zero vector and $\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\widetilde{\mathbf{c}}_{0, \mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{P}$. Because $\mathcal{C}(n, k)$ is a linear block codes, $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}=\widetilde{\mathbf{c}}_{0, \mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathrm{P}}=\left[\widetilde{c}_{0}^{\prime}\right]_{k+1}^{n}$ is also the parity part of a codeword of $\mathcal{C}(n, k)$. In fact, it can be also observed that $\widetilde{\mathbf{c}}_{0}^{\prime}=\widetilde{\mathbf{e}}_{\mathrm{B}} \widetilde{\mathbf{G}}=\left[\begin{array}{ll}\widetilde{\mathbf{e}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\end{array}\right]$. Let us define
a random variable $W_{\mathbf{c}_{P}}$ representing the Hamming weight of $\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{P}$. When $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}$, it can be seen that $D_{0}^{(\mathrm{H})}=$ $W_{\mathbf{c}_{\mathrm{P}}}$.

Therefore, because $\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}$, the pmf of $W_{\mathbf{c}_{\mathrm{P}}}$ is determined by both $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ and $\widetilde{\mathbf{e}}_{P}$. By observing that $\widetilde{\mathbf{c}}_{0}^{\prime}=\widetilde{\mathbf{e}}_{\mathrm{B}} \widetilde{\mathbf{G}}$ and that each column of $\mathbf{G}$ has an equal probability to be permuted to other columns of $\widetilde{\mathbf{G}}$ when receiving a new signal from the channel, the probability $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=u\right)$ can be given by $p_{\mathbf{c}_{\mathrm{P}}}\left(u, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)\right)$, i.e., the probability that the Hamming weight of the parity part of a codeword is given by $u$, where the codeword is generated by an information vector with Hamming weight $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)$. Furthermore, because $\widetilde{\mathbf{e}}_{\mathrm{B}}$ is in fact the errors in MRB introduced by the hard decision, the pmf of $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)$ is simply given by 12 introduced in Lemma 1 . Finally, let $p_{d}(u)$ denote the pmf of $w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right), p_{d}(u)$ can be derived using the law of total probability, i.e.,

$$
\begin{equation*}
p_{d}(u)=\frac{1}{1-p_{E_{1}^{k}}(0)} \sum_{q=1}^{k} p_{E_{1}^{k}}(q) p_{\mathbf{c}_{\mathrm{P}}}(u, q) \tag{42}
\end{equation*}
$$

Hereby, we obtain 38.
Next, recall that $\mathbf{d}_{0, P}=\widetilde{\mathbf{c}}_{0, P}^{\prime} \oplus \widetilde{\mathbf{e}}_{P}$. To obtain the pmf of $W_{\mathbf{c}_{P}}$, i.e., the Hamming weight of $\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{P}$, let us first define the probability of $w\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}\right)=j$ conditioning on $w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=u$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v$, simply denoted by $p_{W_{\mathrm{c}_{\mathrm{P}}}}(j \mid u, v)$. Since each column of $\mathbf{G}$ has an equal probability to be permuted to other columns of $\widetilde{\mathbf{G}}$ when receiving a new signal from the channel, each bit in $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ has an equal probability to be nonzero. Furthermore, recalling the arguments in Lemma 1. conditioning on $\widetilde{A}_{k-1}=x$, each bit in $\widetilde{\mathbf{e}}_{\mathrm{P}}^{\prime}$ has an equal probability $p(x, 0)$ to be nonzero. Thus, $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j \mid u, v)$ is given by

$$
\begin{equation*}
p_{W_{\mathbf{c}_{\mathbf{P}}}}(j \mid u, v)=\frac{\binom{u}{\delta}\binom{n-k-u}{v-\delta}}{\binom{n-k}{v}} \cdot \mathbf{1}_{\mathbb{N} \cap[0, \min (u, v)]}(\delta), \tag{43}
\end{equation*}
$$

where $\delta=\frac{u+v-j}{2}$ represents the number of nonzero bits that are unflipped from $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ to $\widetilde{\mathbf{e}}_{\mathrm{P}}$. Finally, by using the law of total probability for all possible values of $w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=u$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v$, and $\widetilde{A}_{k-1}=x$ we can finally obtain $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j)$ as

$$
\begin{align*}
& p_{W_{\mathbf{c}_{\mathbf{P}}}}(j)= \int_{0}^{\infty} \sum_{u=0}^{n-k} \sum_{v=0}^{n-k} \frac{\binom{u}{\delta}\binom{n-k-u}{v-\delta}}{\binom{n-k}{v}} \cdot \mathbf{1}_{\mathbb{N} \cap[0, \min (u, v)]}(\delta) \\
& \cdot p_{d}(u)\binom{n-k}{v} p(x, 0)^{v}(1-p(x, 0))^{n-k-v} f_{\widetilde{A}_{k-1}}(x) d x \\
& \stackrel{(a)}{=} \sum_{u=0}^{n-k} \sum_{v=0}^{n-k} \frac{\binom{u}{\delta}\binom{n-k-u}{v-\delta}}{\binom{n-k}{v}} p_{d}(u) p_{E_{k+1}^{n}}(v)  \tag{44}\\
& \cdot \mathbf{1}_{\mathbb{N}} \cap[0, \min (u, v)](\delta),
\end{align*}
$$

where step (a) follows from that $p_{E_{k+1}^{n}}(v)=\int_{0}^{\infty}\binom{n-k}{v}$.
$p(x, 0)^{v}(1-p(x, 0))^{n-k-v} f_{\widetilde{A}_{k-1}}(x) d x$, as introduced in Lemma 1. Recall that the probability of event $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right\}$ can be derived as $1-p_{E_{1}^{k}}(0)$ according to Lemma 1 , and $D_{0}^{(\mathrm{H})}=W_{\mathbf{c}_{\mathrm{P}}}$ when $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}$, then Lemma 3 is proved.

From (36, we can see that the probability $p_{E_{1}^{k}}(0)$ is a functions of $k, n$, the and noise power $N_{0}$. If $k$ and $n$ are fixed,
$p_{E_{1}^{k}}(0)$ is a monotonically increasing function of SNR. This implies that the channel condition determines the weight of the composition of the Hamming distance. Combining Lemma 1 and Lemma 3, the distribution of $D_{0}^{(\mathrm{H})}$ is summarized in the following Theorem.
Theorem 1. Given a linear block code $\mathcal{C}(n, k)$, the pmf of the Hamming distance between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{0}, D_{0}^{(\mathrm{H})}$, is given by

$$
\begin{equation*}
p_{D_{0}^{(\mathrm{H})}}(j)=p_{E_{1}^{k}}(0) p_{E_{k+1}^{n}}(j)+\left(1-p_{E_{1}^{k}}(0)\right) p_{W_{\mathrm{c}_{\mathrm{P}}}}(j) \tag{45}
\end{equation*}
$$

where $p_{E_{1}^{k}}(0)$ is given by (36), and $p_{E_{k+1}^{n}}(j)$ and $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j)$ are the pmfs of random variables $E_{k+1}^{n}$ and $W_{\mathbf{c}_{\mathrm{P}}}$ given by and (37), respectively.

Proof: The pmf of $D_{0}^{(\mathrm{H})}$ can be derived in the form of conditional probability as

$$
\begin{align*}
p_{D_{0}^{(\mathrm{H})}}(j) & =\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}\right) p_{D_{0}^{(\mathrm{H})}}\left(j \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}\right) \\
& +\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right) p_{D_{0}^{(\mathrm{H})}}\left(j \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right) . \tag{46}
\end{align*}
$$

From the Lemma 3, we can see that $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}\right)$ and $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)$ are given by $p_{E_{1}^{k}}(0)$ and $1-p_{E_{1}^{k}}(0)$, respectively, and the conditional pmf $p_{D_{0}^{(H)}}^{(\mathrm{H}}\left(j \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}\right)$ and $p_{D_{0}^{(\mathrm{H})}}\left(j \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq\right.$ $\mathbf{0})$ are given by $p_{E_{k+1}^{n}}(j)$ and $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j)$, respectively. Therefore, the pmf of $D_{0}^{(\mathrm{H})}$ can be obtained as 45 .

It is important to note that in 45, $p_{E_{k+1}^{n}}(j)$ is given by (12) in Lemma 1 when $a=k+1$ and $b=n$, and $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j)$ is affected by $p_{\mathbf{c}_{\mathrm{P}}}(j, q)$. Here $p_{\mathbf{c}_{\mathrm{P}}}(j, q)$ is defined as the probability that the parity-part Hamming weight of an arbitrary codeword from $\mathcal{C}(n, k)$ is given by $j$, where the permuted codeword is generated by an information vector with Hamming weight $q$. As can be seen, $p_{\mathbf{c}_{\mathrm{P}}}(j, q)$ is determined by the code structure and weight enumerator. One can find $p_{\mathbf{c}_{\mathrm{P}}}(j, q)$ if the codebook of $\mathcal{C}(n, k)$ is known or via computer search. It is beyond the scope of this paper to theoretically determine $p_{\mathbf{c}_{\mathrm{P}}}(j, q)$ for a specific code; nevertheless, in Section IV-C, we will show examples of $p_{D_{0}^{(\mathrm{H})}}(j)$ for some wellknown codes.

## B. i-Reprocessing Case

In this section, we extend the analysis provided for the Hamming distance in 0 -reprocessing in Theorem 1 to any order- $i$ reprocessing, $0<i \leq m$, where $m$ is the predetermined maximum reprocessing order of the OSD algorithm. Let us define a random variable $D_{i}^{(\mathrm{H})}$ representing the minimum Hamming distance between codeword estimates and $\widetilde{\mathbf{y}}$ after the first $i$ reprocessings of an order- $m$ OSD have been performed, and $d_{i}^{(\mathrm{H})}$ is the sample of $D_{i}^{(\mathrm{H})}$. For the simplicity of expression, for integers $u, v$ and $w$ satisfying $0 \leq u<v \leq w$, we introduce a new notation as follows

$$
\begin{equation*}
b_{u: v}^{w}=\sum_{j=u}^{v}\binom{w}{j} \tag{47}
\end{equation*}
$$

In an order- $m$ OSD, the decoder first performs the 0 reprocessing and then performs the following stages of reprocessing with the increasing order $i, 1 \leq i \leq m$. As defined, $D_{i}^{(\mathrm{H})}$ is the minimum of the Hamming weights
between $\sum_{j=0}^{i}\binom{k}{j}$ codeword estimates and $\widetilde{\mathbf{y}}$. To characterize the distribution of $D_{i}^{(\mathrm{H})}$, we make an important assumption that the Hamming weights of any two codeword estimates generated in OSD are independent, and elaborate on the rationality and limits of this assumption in Remark 1. Under this assumption, we summarize the distribution of $D_{i}^{(\mathrm{H})}$ as follows, started from Lemma 4 and concluded by Theorem 2 .

Lemma 4. In an order-m OSD, assume that the number of errors over MRB introduced by the hard decision, denoted by $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)$, satisfies $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$. Then, for an arbitrary TEP $\mathbf{e}$ satisfying $w(\mathbf{e}) \leq i(0 \leq i \leq m)$, the Hamming weight of $\mathbf{e} \oplus$ $\widetilde{\mathbf{e}}_{\mathrm{B}}$, denoted by a random variable $W_{\mathbf{e}, \widetilde{\mathbf{e}}_{\mathrm{B}}}$, has the conditional pmf given by

$$
\begin{align*}
& p_{W_{\mathbf{e}, \tilde{e}_{\mathrm{B}}}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) \\
&=\sum_{u=i+1}^{k} \sum_{v=0}^{i} \frac{\binom{u}{\delta}\binom{k-u}{v-\delta}}{\binom{k}{v}} \cdot \frac{p_{E_{1}^{k}}(u)}{1-\sum_{q=0}^{i} p_{E_{1}^{k}}(q)} \cdot \frac{\binom{k}{v}}{b_{0: i}^{k}}  \tag{48}\\
& \cdot \mathbf{1}_{\mathbb{N} \cap[0, \min (u, v)]}(\delta),
\end{align*}
$$

where $\delta=\frac{u+v-j}{2}$ and $p_{E_{1}^{k}}(u)$ is given by 12 .
Proof: As introduced in Lemma 1, the probability $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ is given by

$$
\begin{equation*}
\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)=\frac{p_{E_{1}^{k}}(u)}{1-\sum_{q=0}^{i} p_{E_{1}^{k}}(q)} \tag{49}
\end{equation*}
$$

Furthermore, the probability $\operatorname{Pr}(w(\mathbf{e})=v)$ for selecting an arbitrary TEP with the maximal Hamming weight $i$ is given by

$$
\begin{equation*}
\operatorname{Pr}(w(\mathbf{e})=v)=\frac{\binom{k}{v}}{b_{0: i}^{k}} \tag{50}
\end{equation*}
$$

Similar to 37, summing up the conditional probabilities $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i, w(\mathbf{e})=v\right)$ with coefficients $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) \operatorname{Pr}(w(\mathbf{e})=v)$, Eq. 48) can be finally obtained.

Based on Lemma 4, we can directly show that for an integer $u, 0 \leq u \leq k$, the conditional pmf $p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right)$ is given by
$p_{W_{\mathrm{e}, \tilde{\mathrm{e}}_{\mathrm{B}}}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right)=\sum_{v=0}^{i} \frac{\binom{u}{\delta}\binom{k-u}{v-\delta}}{\binom{k}{v}} \cdot \frac{\binom{k}{v}}{b_{0: i}^{k}} \cdot \mathbf{1}_{\mathbb{N}} \cap[0, \min (u, v)](\delta)$.
where $\delta=\frac{u+v-j}{2}$.
Then, let a random variable $W_{\mathbf{e}, \mathbf{c}_{P}}$ denote the Hamming weight of $\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{P}$ for an arbitrary TEP e processed in the first $i$ reprocessings of OSD, where $\widetilde{\mathbf{c}}_{\mathbf{e}, P}^{\prime}$ is the parity part of $\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}=\left[\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right] \widetilde{\mathbf{G}}$. We obtain the conditional pmf of $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$ when $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v$ in the following lemma.

Lemma 5. When the number of errors over $\tilde{\mathbf{y}}_{\mathrm{B}}$ is given by $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u$ and the number of errors over $\widetilde{\mathbf{y}}_{\mathrm{P}}$ is given by $w\left(\widetilde{\mathbf{e}}_{P}\right)=v$, for an arbitrary TEP $\mathbf{e}$ in an order-m OSD, the Hamming weight of $\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}$, denoted by the random variable
$W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$, has the conditional $\operatorname{pmf} p_{W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}}(j \mid u, v)$ given by

$$
\begin{align*}
p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v) & =\sum_{\ell=0}^{n-k} \frac{\binom{v}{\delta}\binom{n-k-v}{\ell-\delta}}{\binom{n-k}{\ell}} \sum_{q=0}^{k} p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right) \\
& \cdot p_{\mathbf{c}_{\mathbf{P}}}(\ell, q) \cdot \mathbf{1}_{\mathbb{N} \cap[0, \min (\ell, v)]}(\delta) \tag{52}
\end{align*}
$$

where $\delta=\frac{\ell+v-j}{2}$.
Proof: Based on Lemma 4 , the probability $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\right.$ $\left.\ell \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right)$ is given by

$$
\begin{align*}
& \operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right) \\
& \quad=\sum_{q=0}^{k} p_{W_{\mathbf{e}, \widetilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right) p_{\mathbf{c}_{\mathrm{P}}}(\ell, q) \tag{53}
\end{align*}
$$

Then, similar to 37, summing up the conditional probabilities $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}\right)=j \mid w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell, w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v\right.$ ) with coefficients $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right)$, 52 can be obtained.

For the simplicity of notation, we denote $p_{W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>\right.$ $\left.i, w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v\right)$ as $p_{W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}}\left(j \mid i^{(>)}, v\right)$. Following Lemma 4 and Lemma $5 p_{W_{e, \mathbf{c p}_{\mathrm{P}}}}\left(j \mid i^{(>)}, v\right)$ is given by

$$
\begin{align*}
& p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}\left(j \mid i^{(>)}, v\right) \\
& =\sum_{\ell=0}^{n-k} \frac{\binom{v}{\delta}\binom{n-k-v}{\ell-\delta}}{\binom{n-k}{\ell}} \sum_{q=0}^{k} p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) p_{\mathbf{c}_{\mathbf{P}}}(\ell, q) \tag{54}
\end{align*}
$$

$\cdot \mathbf{1}_{\mathbb{N} \cap[0, \min (\ell, v)]}(\delta)$,
where $\delta=\frac{\ell+v-j}{2}$.
Based on the results and notations introduced in Lemma 4 and Lemma 5, the distribution of the minimum Hamming distance $D_{i}^{(\mathrm{H})}$ after the $i$-reprocessing of an order- $m$ OSD is then given in the following Theorem.

Theorem 2. Given a linear block code $\mathcal{C}(n, k)$, the pmf of the minimum Hamming distance $D_{i}^{(\mathrm{H})}$ after the $i$-reprocessing of an order-m OSD decoding is given by

$$
\begin{align*}
p_{D_{i}^{(\mathrm{H})}}(j) & =\sum_{u=0}^{i} p_{E_{1}^{k}}(u) \sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v) p_{E W}(j \mid u, v) \\
& +\left(1-\sum_{u=0}^{i} p_{E_{1}^{k}}(u)\right) \sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v) p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(j-i, b_{0: i}^{k} \mid i^{(>)}, v\right) \tag{55}
\end{align*}
$$

where $p_{E W}(j \mid u, v)$ is given by
$p_{E W}(j \mid u, v)= \begin{cases}\sum_{\ell=u+v}^{n-k} p_{W_{\mathbf{c}_{\mathbf{P}}}}\left(\ell, b_{1, i}^{k} \mid u, v\right), & \text { for } j=u+v, \\ p_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}\left(j, b_{1, i}^{k} \mid u, v\right), & \text { for } 1 \leq j<u+v, \\ 0, & \text { otherwise } .\end{cases}$
$p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(j, b \mid u, v)$ is given by
$p_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}(j, b \mid u, v)=b \int_{F_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v)-p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v)}^{F_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v)}(1-\ell)^{b-1} d \ell$,
and $F_{W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid u, v)$ and $p_{W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid u, v)$ are the conditional cdf and cdf of random variable $W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}$ introduced in Lemma 5 respectively.

Proof: The proof is provided in Appendix C
Remark 1. Theorem 2 is developed based on the assumption that the Hamming weights of any two codeword estimates generated in OSD are independent. In other words, the Hamming weights of any linear combination of the rows of $\widetilde{\mathbf{G}}$ are independent. This assumption is reasonable when the Hamming weight of each row of $\widetilde{\mathbf{G}}$ is not much lower than $n-k$. However, when the Hamming weight of each row of $\widetilde{\mathbf{G}}$ is much lower than $n-k$, dependencies will possibly occur between the Hamming weights of two codewords who share the rows of $\widetilde{\mathbf{G}}$ as the basis, especially for codeword estimates generated by TEPs with low Hamming weights. In this case, (55) will show discrepancies with the actual distributions of $D_{i}^{(\mathrm{H})}$, and 57 n needs to be modified for considering discrete ordered statistics with correlations between variables. Therefore, Theorem 2 may not be compatible with the codes with small minimum distance $d_{\mathrm{H}}$ or with sparse generator matrix G, because the rows of the generator matrix of these codes tend to have lower Hamming weights.

## C. Approximations and Numerical Examples

In this section, we simplify and approximate the Hamming distance distributions given in Theorem 1 and 2 when the weight spectrum of $\mathcal{C}(n, k)$ can be well approximated by the binomial distribution. Then, we verify Theorem 1 and 2 by comparing simulation results and numerical results for Polar and eBCH codes.
Recalling the pmf of 0 -reprocessing Hamming distance $D_{0}^{(\mathrm{H})}$ given by 45 , random variables $E_{1}^{k}$ and $W_{\mathrm{c}_{\mathrm{P}}}$ need to be approximated separately. Starting from $E_{1}^{k}$, we first define a binomial random variable $X_{u} \sim \mathcal{B}(n-k, p(u \Delta x, 0))$, where $u$ is a non-negative integer, $\Delta x$ is the infinitesimal of $x$ and $p(x, 0)$ is given by (16). $X_{u}$ in fact represents the number of errors resulted by $(n-k)$ unsorted received symbols $[R]_{1}^{n-k}$ satisfying $0 \leq\left[|R|_{1}^{n-k} \leq u \Delta x\right.$. Since $X_{u}$ is binomial, the mean and variance of $X_{u}$ can be found as follows

$$
\begin{equation*}
\mathbb{E}\left[X_{u}\right]=(n-k) p(u \Delta x, 0) \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{X_{u}}^{2}=(n-k) p(u \Delta x, 0)(1-p(u \Delta x, 0)), \tag{59}
\end{equation*}
$$

respectively. When $(n-k)$ is large, $X_{u}$ can be naturally approximated by the normal distribution with the following pdf

$$
\begin{equation*}
f_{X_{u}}(y)=\frac{1}{\sqrt{2 \pi \sigma_{X_{u}}^{2}}} \exp \left(-\frac{\left(y-\mathbb{E}\left[X_{u}\right]\right)^{2}}{2 \sigma_{X_{u}}^{2}}\right) . \tag{60}
\end{equation*}
$$

According to the case of $\{a \geq 1, b=n\}$ of 12$\}$, consider converting the integral operation into a summation of infinitesimal quantities, then the pmf of random variable $E_{k+1}^{n}$ given by
(12) can be represented by the linear combination of $f_{X_{u}}(y)$ for $u=0,1, \ldots, \infty$ with weights $f_{\widetilde{A}_{k}}(u \Delta x) \Delta x$, i.e.,

$$
\begin{equation*}
p_{E_{k+1}^{n}}(j)=\sum_{u=0}^{\infty} f_{\widetilde{A}_{k}}(u \Delta x) \Delta x f_{X_{u}}(j) . \tag{61}
\end{equation*}
$$

Therefore, we regard $p_{E_{k+1}^{n}}(j)$ as the infinite mixture model of Gaussian distributions. Accordingly, the mean is given by

$$
\begin{align*}
\mathbb{E}\left[E_{k+1}^{n}\right] & =\sum_{u=0}^{\infty}(n-k) p(u \Delta x, 0) f_{\widetilde{A}_{k+1}}(u \Delta x) \Delta x  \tag{62}\\
& =\int_{0}^{\infty}(n-k) p(x, 0) f_{\widetilde{A}_{k}}(x) d x,
\end{align*}
$$

and the variance is given by

$$
\begin{align*}
\sigma_{E_{k+1}^{n}}^{2}= & \int_{0}^{\infty}(n-k)\left(2 p(x, 0)-p(x, 0)^{2}\right) f_{\widetilde{A}_{k}}(x, y) d x \\
& -\left(\int_{0}^{\infty}(n-k) p(x, 0) f_{\widetilde{A}_{k}}(x) d x\right)^{2} \tag{63}
\end{align*}
$$

Furthermore, based on the argument of infinite Gaussian mixture model and observing that $E_{k+1}^{n}$ is unimodal, we approximate the distribution of $E_{k+1}^{n}$ by a normal distribution $\mathcal{N}\left(\mathbb{E}\left[E_{k+1}^{n}\right], \sigma_{E_{k+1}^{n}}^{2}\right)$, the pdf of which is given by

$$
\begin{equation*}
f_{E_{k+1}^{n}}(x)=\frac{1}{\sqrt{2 \pi \sigma_{E_{k+1}^{n}}^{n}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[E_{k+1}^{n}\right]^{2}\right.}{2 \sigma_{E_{k+1}^{n}}^{n}}\right) . \tag{64}
\end{equation*}
$$

We will show later via numerical examples that the approximation (64) could be accurate. Note that (64) can be further tightened by truncating the function and restricting the support to $x \geq 0$. However, because the value of $\int_{-\infty}^{0} f_{E_{k+1}^{n}}(x)$ is negligible and for the simplicity of expression, we keep (64) in its current form.

For the random variable $W_{\mathbf{c}_{\mathrm{P}}}$ whose pmf is given by (37), obtaining an approximation is difficult. Hence, we consider simplifying and approximating $W_{\mathrm{c}_{\mathrm{P}}}$ only when the weight spectrum of $\mathcal{C}(n, k)$ can be tightly approximated by the binomial distribution ${ }^{2}$ Assume $\mathcal{C}(n, k)$ is a linear block code with the minimum weight $d_{\mathrm{H}}$ and weight distribution $\left\{\left|\mathcal{A}_{0}\right|,\left|\mathcal{A}_{1}\right|, \ldots,\left|\mathcal{A}_{n}\right|\right\}$, where $\mathcal{A}_{u}$ is the set of codewords with the Hamming weight $u$, and $\left|\mathcal{A}_{u}\right|$ is the cardinality of $\mathcal{A}_{u}$. Then, the probability that a codeword has weight $u$ can be represented by the truncated binomial distribution, i.e.

$$
\begin{equation*}
\frac{\left|\mathcal{A}_{u}\right|}{2^{k}} \approx \frac{1}{\psi 2^{n}}\binom{n}{u} \text { for } u=0 \text { or } u \geq d_{\mathrm{H}} \tag{65}
\end{equation*}
$$

where $\psi=1-\sum_{u=1}^{d_{\mathrm{H}}-1}\binom{n}{u} 2^{-n}$ is the normalization coefficient such that $\sum_{u=d_{\mathrm{H}}}^{n} \mathcal{A}_{u}=2^{k}$. For such a code $\mathcal{C}(n, k)$ whose weight spectrum is well approximated by (65), we can obtain that when $\sum_{u=1}^{d_{\mathrm{H}}-1}\binom{n}{u} 2^{-n}$ is negligible (i.e., when $n \gg d_{\mathrm{H}}$ and $\psi \approx 1$ ). Thus, $p_{\mathrm{c}_{\mathrm{P}}}(u, q)$ in 38) can be approximated to

$$
\begin{equation*}
p_{\mathbf{c}_{\mathrm{P}}}(u, q) \approx \frac{1}{2^{n-k}}\binom{n-k}{u}, \tag{66}
\end{equation*}
$$

and it is approximately independent of $q$. In this case, $p_{d}(u)$

[^2]given by (38) can be approximated as
\[

$$
\begin{equation*}
p_{d}(u) \approx \frac{1}{2^{n-k}}\binom{n-k}{u} \tag{67}
\end{equation*}
$$

\]

Then, substituting (67) into (37), the pmf $p_{W_{\mathrm{c}_{\mathrm{P}}}}$ can be approximated as

$$
\begin{align*}
& p_{W_{\mathbf{c}_{\mathbf{P}}}}(j) \stackrel{(a)}{\approx} \int_{0}^{\infty}\binom{n-k}{j}\left(\frac{1}{2} p(x, 0)+\frac{1}{2}(1-p(x, 0))\right)^{j} \\
& \cdot\left(1-\frac{1}{2} p(x, 0)-\frac{1}{2}(1-p(x, 0))\right)^{n-k-j} f_{\widetilde{A}_{k-1}}(x) d x \\
& \stackrel{(b)}{=}\binom{n-k}{j}\left(\frac{1}{2}\right)^{j}\left(1-\frac{1}{2}\right)^{n-k-j}=p_{d}(j), \tag{68}
\end{align*}
$$

where step (a) takes $p_{E_{k+1}^{n}}(j)=\int_{0}^{\infty}\binom{n-k}{j} p(x, 0)^{j}(1-$ $p(x, 0))^{n-k-j} f_{\widetilde{A}_{k-1}}(x) d x$ and substitutes $p_{d}(u)$ with $p_{d}(2 \delta-$ $v+j)$, and step (b) follows from that $\frac{1}{2} p(x, 0)-\frac{1}{2}(1-$ $p(x, 0))=\frac{1}{2}$. Therefore, when $\mathcal{C}(n, k)$ has the weight spectrum described by (65), $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j)$ can be approximated by a normal random variable $\mathcal{N}\left(\frac{1}{2}(n-k), \frac{1}{4}(n-k)\right)$ with the pdf

$$
\begin{equation*}
f_{W_{\mathrm{c}_{\mathrm{P}}}}(x)=\frac{1}{\sqrt{\frac{1}{2} \pi(n-k)}} \exp \left(-\frac{\left(x-\frac{1}{2}(n-k)\right)^{2}}{\frac{1}{2}(n-k)}\right) \tag{69}
\end{equation*}
$$

Finally, when $\mathcal{C}(n, k)$ has the weight spectrum described by (65), the pmf of the Hamming distance in 0-reprocessing, i.e., $p_{D_{0}^{(\mathrm{H})}}(x)$, introduced in Theorem 1 can be approximated by $f_{D_{0}^{(\mathrm{H})}}^{D^{(\mathrm{H}}}(x)$, which is the pdf of a mixture of two normal distributions given by

$$
\begin{equation*}
f_{D_{0}^{(\mathrm{H})}}(x)=p_{E_{1}^{k}}(0) f_{E_{k+1}^{n}}(x)+\left(1-p_{E_{1}^{k}}(0)\right) f_{W_{\mathbf{c}_{\mathrm{P}}}}(x), \tag{70}
\end{equation*}
$$

where $f_{E_{k+1}^{n}}(x)$ and $f_{W_{\mathrm{c}_{\mathrm{P}}}}(x)$ are respectively given by 64 and 69.

When $\mathcal{C}(n, k)$ has the weight spectrum described by 65, the distribution of the Hamming distance after $i$-reprocessing introduced in Theorem 2 can also have a continuous approximation based on the results of 0-reprocessing and continuous ordered statistics. Similar to obtaining (68), the pmf $p_{W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid u, v)$ given by 52 can also be approximated to

$$
\begin{equation*}
p_{W_{\mathbf{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid u, v) \approx \frac{1}{2^{n-k}}\binom{n-k}{u} \tag{71}
\end{equation*}
$$

which is independent of $u$ and $v$, and can be further approximated by a normal random variable $\mathcal{N}\left(\frac{1}{2}(n-k), \frac{1}{4}(n-k)\right)$ with the pdf $f_{W_{\mathbf{e}^{, \mathbf{c}_{\mathrm{P}}}}}(x)=f_{W_{\mathbf{c}_{\mathrm{P}}}}(x)$. Replacing $p_{W_{\mathrm{e}, \mathbf{c}_{\mathrm{P}}}}(j \mid u, v)$ and $p_{E_{k+1}^{n}}(j)$ with $f_{W_{\mathbf{c}_{\mathrm{P}}}}(x)$ and $f_{E_{k+1}^{n}}(j)$ respectively in 55, and converting discrete ordered statistics to continuous ordered statistics in 57, the pmf of $D_{i}^{(\mathrm{H})}$ given by 55 can be approximated by

$$
\begin{aligned}
f_{D_{i}^{(\mathrm{H})}}(x)= & \sum_{u=0}^{i} p_{E_{1}^{k}}(u)\left(f_{E_{k+1}^{n}}(x-u) \int_{x}^{\infty} f_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}\left(v, b_{1: i}^{k}\right) d v\right. \\
& \left.+f_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(x-u, b_{1: i}^{k}\right) \int_{x}^{\infty} f_{E_{k+1}^{n}}(v) d v\right)
\end{aligned}
$$



Fig. 4. The distributions of $D_{0}^{(\mathrm{H})}$ in decoding $(128,64,22) \mathrm{eBCH}$ code at different SNRs.

$$
\begin{equation*}
+\left(1-\sum_{u=0}^{i} p_{E_{1}^{k}}(u)\right) f_{\widetilde{W}_{\mathbf{c}_{P}}}\left(x-i, b_{0: i}^{k}\right) \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(x, b)=b \cdot f_{W_{\mathbf{c}_{\mathrm{P}}}}(x)\left(1-\int_{-\infty}^{x} f_{W_{\mathrm{c}_{\mathrm{P}}}}(v) d v\right)^{b-1} \tag{73}
\end{equation*}
$$

We take the decoding of eBCH codes and Polar codes as examples to verify the accuracy of Hamming distance distributions (45) and (55). We first show the distribution of $D_{0}^{(\mathrm{H})}$ in decoding $(128,64,22) \mathrm{eBCH}$ code in Fig. 4. As the SNR increases, it can be seen that the distribution will concentrate towards left (i.e., $D_{0}^{(\mathrm{H})}$ becomes smaller), which indicates that the decoding error decreases as well.

We also show the distribution of $D_{i}^{(\mathrm{H})}, i=1,2,3$, in decoding $(128,64,22)$ eBCH code in Fig. 5 . From 55, we can see that the distribution of $D_{i}^{\mathrm{H}}$ is also a mixture of two random distributions, and the weight of mixture is given by $\sum_{u=0}^{i} p_{E_{1}^{k}}(u)$ and $1-\sum_{u=0}^{i} p_{E_{1}^{k}}(u)$, respectively. It is known that an order- $i$ OSD can correct maximum $i$ errors in the MRB positions, therefore the decoding performance is determined by the probability that the number of errors in MRB is less than $i$ [13], which is given by $\sum_{u=0}^{i} p_{E_{1}^{k}}(u)$. From the simulation results in Fig. 5, it can be seen that the weight of the first term of 55 increases as the decoding order increases, which implies that the decoding performance is improved with higher reprocessing order.

Because the weight spectrum of $(128,64,22)$ eBCH code can be well approximated by the binomial distribution, we verify the accuracy of the approximations obtained in 70p and 72 for the distributions of $D_{0}^{(\mathrm{H})}$ and $D_{i}^{(\mathrm{H})}$ in decoding $(128,64,22)$ eBCH code in Fig. 6. It can be seen that the normal approximation of Hamming distance distribution is tight, especially for low order reprocessings.

For the case that the binomial distribution cannot approximate the weight spectrum of the code, we take the $(64,21,16)$ Polar code as an example to verify Theorem 1 and Theorem 2. As depicted in Fig 7, the pmfs given by (45) and (55) can accurately describe the distributions of $D_{0}^{(\mathrm{H})}$ and $D_{i}^{(\mathrm{H})}$,


Fig. 5. The distributions of $D_{i}^{(\mathrm{H})}$ in decoding $(128,64,22)$ eBCH code, SNR $=1 \mathrm{~dB}$.


Fig. 6. The Normal approximations of the distributions of $D_{i}^{(\mathrm{H})}$ in decoding $(128,64,22)$ eBCH code, $\mathrm{SNR}=1 \mathrm{~dB}, i=0,1,2$.
respectively. Note that in the numerical computation, we determine $p_{\mathbf{c p}_{P}}(\ell, q)$ in (52) by computer search. One can further determine $p_{\mathbf{c}_{\mathrm{P}}}(\ell, q)$ theoretically based on the code structure to enable an accurate calculation of (52).

## V. The Weighted Hamming Distance in OSD

In this section, we characterize the distribution of the WHD in the OSD algorithm. Compared to the Hamming distance, WHD plays a more critical role in the OSD decoding since it is usually applied as the metric in finding the best codeword estimate. Given the distribution of WHD, we can acquire more information about a codeword candidate generated by the reencoding and benefit the decoder design.

The accurate characterization of the WHD distribution involves the linear combination of a large number of dependent and non-identical random variables. In what follows, we first introduce the exact expression of WHD distribution in 0 reprocessing, and then give a normal approximation using the approximation we derived in Section III-B. The results


Fig. 7. The distributions of $D_{i}^{(\mathrm{H})}$ distribution in decoding $(64,21,16)$ Polar code, $i=0,1$.
of 0-reprocessing will be further extended to the general $i$ reprocessing OSD case.

## A. WHD distribution in the 0 -reprocessing

Let $\widetilde{\mathbf{c}}_{0}$ denote the codeword estimate after the 0 reprocessing. The WHD between $\widetilde{\mathbf{c}}_{0}$ and $\widetilde{\mathbf{y}}$ is defined as

$$
\begin{equation*}
d_{0}^{(\mathrm{W})}=d^{(\mathrm{W})}\left(\widetilde{\mathbf{c}}_{0}, \widetilde{\mathbf{y}}\right) \triangleq \sum_{\substack{1 \leq u<\leq n \\ \widetilde{c}_{0, u} \neq \tilde{\bar{y}}_{u}}} \widetilde{\alpha}_{u} . \tag{74}
\end{equation*}
$$

Let $D_{0}^{(\mathrm{W})}$ denote the random variable of 0-reprocessing WHD, and $d_{0}^{(\mathrm{W})}$ is the sample of $D_{0}^{(\mathrm{W})}$. Consider a vector $\mathbf{t}_{h}^{\mathrm{P}}=\left[t^{\mathrm{P}}\right]_{1}^{h}$ with length $h, 0 \leq h \leq(n-k)$, representing a set of position indices satisfying $(k+1) \leq t_{1}^{\mathrm{P}}<t_{2}^{\mathrm{P}}<\ldots<t_{h}^{\mathrm{P}} \leq n$. Assume that $\mathcal{T}_{h}^{\mathrm{P}}=\left\{\mathbf{t}_{h}^{\mathrm{P}}\right\}$ is the set of all the vectors $\mathbf{t}_{h}^{\mathrm{P}}$ with length $h$, thus the cardinality of $\mathcal{T}_{h}^{\mathrm{P}}$ is $\binom{n-k}{h}$. Let $\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}$ denote a length- $(n-k)$ binary vector which has nonzero elements only in the positions indexed by $\mathbf{t}_{h}^{\mathrm{P}}-k$. Let us also define a new random variable $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{p}}}$ representing the sum of reliabilities corresponding to the position indices $\mathbf{t}_{h}^{\mathrm{P}}$, i.e., $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}=\sum_{u=1}^{h} \widetilde{A}_{t_{u}^{\mathrm{P}}}$, and the pdf of $\widetilde{A}_{\mathbf{t}_{h}^{\text {p }}}$ is denoted by $f_{\widetilde{A}_{t_{h}^{p}}}(x)$.

Assuming that the probability $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ with respect to $\mathcal{C}(n, k)$ is known, we characterize the distribution of 0 reprocessing WHD in Lemma 6 and Theorem 3 as follows.

Lemma 6. Given a linear block code $\mathcal{C}(n, k)$ and its respective $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$, consider the probability $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\right.$ $\left.\mathbf{z}_{\mathbf{t}_{h}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)$, denoted by $\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$, where $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ is the parity part of $\widetilde{\mathbf{c}}_{0}^{\prime}=\widetilde{\mathbf{e}}_{\mathrm{B}} \widetilde{\mathbf{G}}$ and $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}$. Then, $\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ is given by

$$
\begin{equation*}
\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)=\sum_{\mathbf{x} \in\{0,1\}^{n-k}} \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}} \oplus \mathbf{x} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right) \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right), \tag{75}
\end{equation*}
$$

where $\mathrm{x}=[x]_{1}^{n-k}$ is a length- $(n-k)$ binary vector, and $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}} \oplus \mathbf{x} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)$ and $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right)$ are respectively
given by

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)=\sum_{q=1}^{k} \frac{p_{E_{1}^{k}}(q) p_{\mathbf{c}_{\mathrm{P}}}\left(w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right), q\right)}{\left(1-p_{E_{1}^{k}}(0)\right)\binom{n-k}{w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)}} \tag{76}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right)= & \underbrace{\int_{0}^{\infty} \cdots}_{n-k-w(\mathbf{x})} \underbrace{\int_{-\infty}^{0} \cdots}_{w(\mathbf{x})}\left(\frac{n!}{k!} F_{A}\left(x_{k+1}\right)^{k} \prod_{v=k}^{n} f_{R}\left(x_{v}\right)\right. \\
& \left.\cdot \prod_{v=k+1}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right)\right) \prod_{\substack{k<v \leq n \\
z_{v}=0}} d x_{v} \prod_{\substack{k<v \leq n \\
z_{v} \neq 0}} d x_{v} . \tag{77}
\end{align*}
$$

Proof: For a specific vector $\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}}$, there exist $2^{n-k}$ possible pairs of $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ and $\widetilde{\mathbf{e}}_{P}$ that satisfy $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathrm{z}_{\mathbf{t}}{ }_{h}$. To see this, we assume that there exists an arbitrary length- $(n-k)$ binary vector $\mathbf{x}$, then it can be noticed that $\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}=\mathbf{x} \oplus \mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}$. Therefore, (75) can be obtained by considering the probability $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right) \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right)$.

When symbols with random noises are being received and the generator matrix is permuted accordingly, each column of the generator matrix has an equal probability of being permuted to any other columns. Thus, if $w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=w\left(\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right)$, it can be seen that

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}=\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=w\left(\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right)\right)=\frac{1}{\binom{n-k}{w\left(\mathbf{x} \oplus \mathbf{z}_{\left.\mathbf{t}_{h}^{\mathrm{P}}\right)}\right)}} \tag{78}
\end{equation*}
$$

Then, by observing that $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\right)=w\left(\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right) \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)=$ $\frac{1}{1-p_{E_{1}^{k}}(0)} \sum_{q=1}^{k} p_{E_{1}^{k}}(q) p_{\mathbf{c}_{\mathbf{P}}}\left(w\left(\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right), q\right)$, finally $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{x} \oplus\right.$ $\left.\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}\right)$ can be determined as 76 .

The probability $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{P}=\mathbf{x}\right)$ can be determined by considering the joint error probability of parity bits of $\widetilde{\mathbf{y}}$, which can be obtained by the joint distribution of ordered received symbols $[\widetilde{R}]_{k+1}^{n}$. According to the ordered statistics theory [27], the joint pdf of $[\widetilde{R}]_{k+1}^{n}$, denoted by $f_{[\widetilde{R}]_{k+1}^{n}}\left(x_{k+1}, \ldots, x_{n}\right)$, can be derived as

$$
\begin{align*}
& f_{[\widetilde{R}]_{k+1}^{n}}\left(x_{k+1}, \ldots, x_{n}\right) \\
& =\frac{n!}{k!} F_{A}\left(x_{k+1}\right)^{k} \cdot \prod_{v=k}^{n} f_{R}\left(x_{v}\right) \prod_{v=k+1}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right) . \tag{79}
\end{align*}
$$

Therefore, $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{P}=\mathbf{x}\right)$ can be finally determined as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right) \\
& =\underbrace{\int_{0}^{\infty} \cdots}_{n-k-w(\mathbf{x})} \underbrace{\int_{-\infty}^{0} \cdots}_{w(\mathbf{x})} f_{[\widetilde{R}]_{k+1}^{n}}^{\int_{0}}\left(x_{k+1}, \ldots, x_{n}\right) \prod_{\substack{k<v \leq n \\
z_{v}=0}} d x_{v} \prod_{\substack{k<v \leq n \\
z_{v} \neq 0}} d x_{v} \tag{80}
\end{align*}
$$

Finally, summing up the probability $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0}^{\prime}=\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}}\right)$. $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{P}=\mathbf{x}\right)$ for $2^{n-k}$ different $\mathbf{x}, 77$ is obtained.

Theorem 3. Given a linear block code $\mathcal{C}(n, k)$ and its re-
spective $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$, the pdf of the weighted Hamming distance $D_{0}^{(\mathrm{W})}$ between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{0}$ after the 0-reprocessing is given by

$$
\begin{align*}
f_{D_{0}^{(\mathrm{W})}}(x) & =\sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x)  \tag{81}\\
& +\sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}\left(1-p_{E_{1}^{k}}(0)\right) \operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x),
\end{align*}
$$

where $p_{E_{1}^{k}}(0)$ is given by $\left.\sqrt{36}\right), f_{\widetilde{A}_{\mathbf{t}_{h}^{p}}}(x)$ is the pdf of the sum of reliabilities corresponding to the position indices $\mathbf{t}_{h}^{\mathrm{P}}$, i.e., $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}=\sum_{u=1}^{h} \widetilde{A}_{t_{u}^{\mathrm{P}}}, \operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ is given by

$$
\begin{align*}
\operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right) & =\underbrace{}_{\substack{n-h} \underbrace{\infty}_{\substack{h \\
0 \\
0 \\
v \in \mathbf{t}_{h}^{\mathrm{P}}}} \underbrace{\int_{-\infty}^{0} \cdots}_{\substack{0<v \leq n \\
v \notin \mathbf{t}_{h}^{\mathrm{P}}}}\left(n!\prod_{v=1}^{n} f_{R}\left(x_{v}\right) \prod_{v=2}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right)\right)} \\
& \prod_{\substack{n}} d x_{v} \prod_{v} d x_{v}, \tag{82}
\end{align*}
$$

and $\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ is given by 75$)$.
Proof: The proof is provided in Appendix D

## B. WHD distribution in the $i$-Reprocessing

In this part, we introduce the distribution of the recorded minimum WHD after the $i$-reprocessing $(0 \leq i \leq m)$ in the order- $m$ OSD, i.e., the minimum WHD among the $0,1, \cdots, i$ reprocessings. We define the random variable $D_{i}^{(\mathrm{W})}$ representing this minimum WHD, and random variable $D_{\mathrm{e}}^{(\mathrm{W})}$ representing the WHD between $\widetilde{\mathbf{c}}_{\text {e }}$ and $\widetilde{\mathbf{y}}$. Accordingly, $d_{i}^{(\mathrm{W})}$ and $d_{\mathbf{e}}^{(\mathrm{W})}$ are the samples of $D_{i}^{(\mathrm{W})}$ and $D_{\mathbf{e}}^{(\mathrm{W})}$, respectively.

Consider a vector $\mathbf{t}_{\ell}^{\mathrm{B}}=\left[t^{\mathrm{B}}\right]_{1}^{\ell}, 0 \leq \ell \leq i$, representing a set of position indices within the MRB part which satisfy $1 \leq t_{1}^{\mathrm{B}}<t_{2}^{\mathrm{B}}<\ldots<t_{\ell}^{\mathrm{B}} \leq k$. Assume that $\mathcal{T}_{\ell}^{\mathrm{B}}=\left\{\mathbf{t}_{\ell}^{\mathrm{B}}\right\}$ is the set of all vectors $\mathbf{t}_{\ell}^{\mathrm{B}}$ with length $\ell$, thus the cardinality of $\mathcal{T}_{\ell}^{\mathrm{B}}$ is given by $\binom{k}{\ell}$. Let us consider a new indices vector $\mathbf{t}_{\ell}^{h}$ defined as $\mathbf{t}_{\ell}^{h}=\left[\begin{array}{ll}\mathbf{t}_{\ell}^{\mathrm{B}} & \mathbf{t}_{h}^{\mathrm{P}}\end{array}\right]$ with length $\ell+h$, and let the random variable $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}$ denote the sum of reliabilities corresponding to the position indices $\mathbf{t}_{\ell}^{h}$, i.e., $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}=\sum_{u=1}^{\ell} \widetilde{A}_{\mathbf{t}_{u}^{\mathrm{B}}}+\sum_{u=1}^{h} \widetilde{A}_{\mathbf{t}_{u}^{\mathrm{P}}}$, with the pdf $\int_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x)$. Furthermore, let $\mathbf{z}_{t_{\ell}^{\mathrm{B}}}$ denote a length$k$ binary vector whose nonzero elements are indexed by $t_{\ell}^{\mathrm{B}}$. Thus, $\mathbf{z}_{\mathbf{t}_{\ell}^{h}}=\left[\begin{array}{ll}\mathbf{z}_{t_{\ell}^{B}} & \mathbf{z}_{t_{h}^{P}}\end{array}\right]$ is a length- $n$ binary vector with nonzero elements indexed by $\mathbf{t}_{\ell}^{h}$. Next, we investigate the distribution of $D_{i}^{(\mathrm{W})}$, started with Lemma 7 and concluded in Theorem 4 First, we give the pdf of $D_{\mathrm{e}}^{(\mathrm{W})}$ on the condition that some TEP e eliminates the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ over $\widetilde{\mathbf{y}}_{\mathrm{B}}$, which is summarized in the following Lemma.

Lemma 7. Given a linear block code $\mathcal{C}(n, k)$, if the errors $\widetilde{\mathbf{e}}_{\mathrm{B}}$ over $\widetilde{\mathbf{y}}_{\mathrm{B}}$ are eliminated by a TEP e after the $i$-reprocessing $(0 \leq i \leq m)$ of an order-m OSD, the pdf of the weighted

Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}, D_{\mathbf{e}}^{(\mathrm{W})}$, is given by

$$
\begin{equation*}
f_{D_{\mathbf{e}}(\mathrm{W})}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)=\frac{1}{\sum_{v=0}^{i} p_{E_{1}^{k}}(v)} \sum_{\ell=0}^{i} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\ell}^{h} \\ \mathbf{t}_{\ell}^{\mathrm{B}} \in \mathcal{T}_{\ell}^{\mathrm{B}} \\ \mathbf{t}_{h}^{P} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pe}\left(\mathbf{t}_{\ell}^{h}\right) f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x), \tag{83}
\end{equation*}
$$

where $\operatorname{Pe}\left(\mathbf{t}_{\ell}^{h}\right)$ is given by

$$
\begin{align*}
\operatorname{Pe}\left(\mathbf{t}_{\ell}^{h}\right) & =\underbrace{\int_{0}^{\infty} \cdots}_{\substack{n-h-\ell}} \underbrace{\int_{-\infty}^{0} \cdots\left(n!\prod_{v=1}^{n} f_{R}\left(x_{v}\right) \prod_{v=2}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right)\right)}_{\substack{h+\ell}} \begin{array}{c}
1 \leq v \leq n \\
v \in \mathbf{t}_{\ell}^{h}
\end{array} \\
& \prod_{\substack{1 \leq v \leq n \\
v \notin \mathbf{t}_{\ell}^{h}}} d x_{v}, \tag{84}
\end{align*}
$$

and $f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x)$ is the pdf of $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}=\sum_{u=1}^{\ell} \widetilde{A}_{\mathbf{t}_{u}^{\mathrm{B}}}+\sum_{u=1}^{h} \widetilde{A}_{\mathbf{t}_{u}^{\mathrm{P}}}$.
Proof: The proof is provided in Appendix E
From Lemma 7 and its proof, we can see that if errors in MRB positions are eliminated by a TEP, the WHD is determined by the errors in MRB part and the parity part. In contrast, if the errors are not eliminated by a TEP, both the error over $\widetilde{\mathbf{y}}$ and the code weight enumerator affect the WHD. We summarize this conclusion in the following Lemma.

Lemma 8. Given a linear block code $\mathcal{C}(n, k)$ with the probability $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$, if the errors over the $M R B \widetilde{\mathbf{y}}_{\mathrm{B}}$ are not eliminated by any TEPs in the first $i(0 \leq i \leq m)$ reprocessings of an order-m OSD, for a random TEP e, the weighted Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is given by

$$
\begin{equation*}
f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)=\sum_{\ell=0}^{i} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\ell}^{h} \\ \mathbf{t}_{\ell}^{\mathrm{B}} \in \mathcal{T}_{\ell}^{\mathrm{B}} \\ \mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pc}\left(\mathbf{t}_{\ell}^{h}\right) f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x), \tag{85}
\end{equation*}
$$

where $\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h}\right)$ is given by

$$
\begin{equation*}
\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h}\right)=\frac{1}{b_{0: i}^{k}} \cdot \sum_{\mathbf{x} \in\{0,1\}^{n-k}} \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right) \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right) \tag{86}
\end{equation*}
$$

where x is a length- $(n-k)$ binary vector. The probability $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)$ is given by

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right. & \left.=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right) \\
& =\frac{1}{\binom{n-k}{w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)}} \sum_{q=1}^{k} p_{W_{\mathbf{e}, \overline{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}\right) p_{\mathbf{c}_{\mathrm{P}}}\left(w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right), q\right) . \tag{87}
\end{align*}
$$

$p_{W_{\mathbf{e}, \tilde{\mathrm{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}\right)$ is the conditional pmf of $W_{\mathbf{e}, \widetilde{\mathbf{e}}_{\mathrm{B}}}$ given by

$$
\begin{equation*}
p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}\right)=\sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\ w\left(\mathbf{z}_{t_{\ell}^{\mathrm{B}}} \oplus \mathbf{x}\right)=q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right), \tag{88}
\end{equation*}
$$

where $\mathbf{x}=[x]_{1}^{k}$ is a length- $k$ binary vector satisfying $w\left(\mathbf{z}_{t_{\ell}^{\mathrm{B}}} \oplus\right.$
$\mathbf{x})=q$, and

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)= & \underbrace{\int_{0}^{\infty} \cdots}_{k-w(\mathbf{x})} \underbrace{\int_{-\infty}^{0} \cdots\left(n!\prod_{v=1}^{n} f_{R}\left(x_{v}\right) \prod_{v=2}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right)\right)}_{w(\mathbf{x})} \\
& \cdot \prod_{\substack{0<v \leq k \\
x_{v} \neq 0}} d x_{v} \prod_{\substack{0<v \leq k \\
x_{v}=0}} d x_{v} . \tag{89}
\end{align*}
$$

Furthermore, the probability $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{P}=\mathbf{x}\right)$ is given by (77), and $f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x)$ is the pdf of $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}=\sum_{v=1}^{\ell} \widetilde{A}_{t_{v}^{\mathrm{B}}}+\sum_{v=1}^{h} \widetilde{A}_{t_{v}^{\mathrm{p}}}$.

Proof: The proof is provided in Appendix F
It is worth noting that $q \neq 0$ in 87, therefore $\mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}$, i.e., the errors over the MRB are not eliminated by any TEPs.

We can directly extend the result in Lemma 8 to find the conditional pdf of the $D_{\mathrm{e}}^{(\mathrm{W})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq\right.$ $\left.\mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\}$ as

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \\
& \quad=\sum_{\ell=0}^{i} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\ell}^{h} \\
\mathbf{t}_{\ell}^{\mathrm{B}} \in \mathcal{T}_{\ell}^{\mathrm{B}} \\
\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pc}\left(\mathbf{t}_{\ell}^{h} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x), \tag{90}
\end{align*}
$$

where the conditional probability $\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is obtained similar to 86, but with $p_{W_{\mathbf{e}, \tilde{e}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}\right)$ replaced by $p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{B}}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ given by

$$
\begin{align*}
& p_{W_{\mathbf{e}, \widetilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \\
&=\sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\
w\left(\mathbf{z}_{\left.t_{\mathrm{B}} \oplus \mathbf{x}\right)=q} \\
w(\mathbf{x}) \leq i\right.}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)\left(\sum_{u=0}^{i} p_{E_{1}^{k}}(u)\right)^{-1}, \tag{91}
\end{align*}
$$

Similar to 90 , we can also obtain $f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ as

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) \\
& \quad=\sum_{\ell=0}^{i} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\ell}^{h} \\
\mathbf{t}_{\ell}^{\mathrm{B}} \in \mathcal{T}_{\mathcal{B}}^{\mathrm{B}} \\
\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pc}\left(\mathbf{t}_{\ell}^{h} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) f_{\widetilde{A}_{\mathbf{t}_{\ell}^{h}}}(x), \tag{92}
\end{align*}
$$

by considering

$$
\begin{align*}
& p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid \mathbf{e}=\mathbf{z}_{t_{\ell}^{\mathrm{B}}}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) \\
&=\sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\
w\left(\mathbf{z}_{t_{8}^{B}} \oplus \mathbf{x}\right)=q \\
w(\mathbf{x})>i}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)\left(1-\sum_{u=0}^{i} p_{E_{1}^{k}}(u)\right)^{-1}, \tag{93}
\end{align*}
$$

For the sake of brevity, we omit the proofs of 90 and 92 because their proofs are similar to that of Lemma 8

Lemma 7 and Lemma 8 give the pdf of the WHD after the $i$-reprocessing in an order- $m$ OSD under two different
conditions. However, it is worthy of noting that in Lemma 7 and Lemma 8, even though we assume that the errors are eliminated by one TEP $\mathbf{e}$, the specific pattern of $\mathbf{e}$ is unknown and is not included in the assumption. It is reasonable because the decoder cannot know which TEP can exactly eliminate the error, but only output the decoding result by comparing the distances. Combining Lemma 7 and Lemma 8 and considering ordered statistics over a sequence of random variable $D_{\mathrm{e}}^{(\mathrm{W})}$, we next characterize the distribution of the minimum WHD $D_{i}^{(\mathrm{W})}$ after the $i$-reprocessing of an order- $m$ OSD.

On the conditions that 1) the errors in MRB are not eliminated by any test error patterns and 2) $w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i$, in the first $i(0 \leq i \leq m)$ reprocessings of an order- $m$ OSD, we first consider the correlations between two random variables $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$, where e and $\hat{\mathbf{e}}$ are two arbitrary TEPs that are checked in decoding one received signal sequence, satisfying $\mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}, \hat{\mathbf{e}} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}$, and $\mathbf{e} \neq \hat{\mathbf{e}}$. Thus, pdfs of $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ are both given by the mixture model described by 90 with the pdf $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$. However, $D_{\mathbf{e}}^{(\widetilde{ })}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ are not independent random variables, because $D_{\mathrm{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ are both linear combinations of $[\widetilde{A}]_{1}^{n}$ which are dependent variables. For $[\widetilde{A}]_{1}^{n}$, we define the mean matrix $\widetilde{\mathbf{E}}_{n \times n}$ as

$$
\widetilde{\mathbf{E}}_{n \times n}=\left[\begin{array}{cccc}
\mathbb{E}\left[\widetilde{A}_{1}\right]^{2} & \mathbb{E}\left[\widetilde{A}_{1}\right] \mathbb{E}\left[\widetilde{A}_{2}\right] & \cdots & \mathbb{E}\left[\widetilde{A}_{1}\right] \mathbb{E}\left[\widetilde{A}_{n}\right]  \tag{94}\\
\mathbb{E}\left[\widetilde{A}_{2}\right] \mathbb{E}\left[\widetilde{A}_{1}\right] & \mathbb{E}\left[\widetilde{A}_{2}\right]^{2} & \cdots & \mathbb{E}\left[\widetilde{A}_{2}\right] \mathbb{E}\left[\widetilde{A}_{n}\right] \\
\vdots & \vdots & \ddots & \vdots \\
\mathbb{E}\left[\widetilde{A}_{n}\right] \mathbb{E}\left[\widetilde{A}_{1}\right] & \mathbb{E}\left[\widetilde{A}_{n}\right] \mathbb{E}\left[\widetilde{A}_{2}\right] & \cdots & \mathbb{E}\left[\widetilde{A}_{n}\right]^{2}
\end{array}\right]
$$

and the covariance matrix $\widetilde{\boldsymbol{\Sigma}}_{n \times n}$ as

$$
\widetilde{\boldsymbol{\Sigma}}_{n \times n}=\left[\begin{array}{cccc}
\operatorname{cov}\left(\widetilde{A}_{1}, \widetilde{A}_{1}\right) & \operatorname{cov}\left(\widetilde{A}_{1}, \widetilde{A}_{2}\right) & \cdots & \operatorname{cov}\left(\widetilde{A}_{1}, \widetilde{A}_{n}\right)  \tag{95}\\
\operatorname{cov}\left(\widetilde{A}_{2}, \widetilde{A}_{1}\right) & \operatorname{cov}\left(\widetilde{A}_{2}, \widetilde{A}_{2}\right) & \cdots & \operatorname{cov}\left(\widetilde{A}_{2}, \widetilde{A}_{n}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\operatorname{cov}\left(\widetilde{\widetilde{A}}_{n}, \widetilde{A}_{1}\right) & \operatorname{cov}\left(\widetilde{A}_{n}, \widetilde{A}_{2}\right) & \cdots & \operatorname{cov}\left(\widetilde{A}_{n}, \widetilde{A}_{n}\right)
\end{array}\right]
$$

Consider two different position indices vectors $\mathbf{t}_{\ell}^{h}=$ $\left[\begin{array}{ll}\mathbf{t}_{\ell}^{\mathrm{B}} & \mathbf{t}_{h}^{\mathrm{P}}\end{array}\right]$ and $\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}}=\left[\begin{array}{ll}\hat{\mathbf{t}}_{\hat{\ell}}^{\mathrm{B}} & \hat{\mathbf{t}}_{\hat{h}}^{\mathrm{P}}\end{array}\right]$. For their corresponding random variables $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}$, and $\widetilde{A}_{\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}}}$ representing the sum of reliabilities of positions in $\mathbf{t}_{\ell}^{h}$ and $\hat{\mathbf{t}}_{\hat{\ell}}^{\ell} \hat{h}$, respectively, the covariance of $\widetilde{A}_{\mathbf{t}_{\ell}^{h}}$ and $\widetilde{A}_{\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{\ell}}}$ is given by

$$
\begin{align*}
\operatorname{cov}\left(\widetilde{A}_{\mathbf{t}_{\ell}^{h}}, \widetilde{A}_{\hat{\mathbf{t}}_{\ell}^{\hat{h}}}\right) & =\sum_{u=1}^{\ell} \sum_{v=1}^{\hat{\ell}} \widetilde{\boldsymbol{\Sigma}}_{t_{u}^{\mathrm{B}}, \hat{t}_{v}^{\mathrm{B}}}+\sum_{u=1}^{h} \sum_{v=1}^{\hat{h}} \widetilde{\boldsymbol{\Sigma}}_{t_{u}^{\mathrm{P}}, \hat{t}_{v}^{\mathrm{P}}}  \tag{96}\\
& +\sum_{u=1}^{\ell} \sum_{v=1}^{\hat{h}} \widetilde{\boldsymbol{\Sigma}}_{t_{u}^{\mathrm{B}}, \hat{t}_{v}^{\mathrm{P}}}+\sum_{u=1}^{\hat{\ell}} \sum_{v=1}^{h} \widetilde{\boldsymbol{\Sigma}}_{\hat{t}_{u}^{\mathrm{B}}, t_{v}^{\mathrm{P}}} .
\end{align*}
$$

However, $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ are linear combinations of the same samples $[\widetilde{\alpha}]_{1}^{n}$ because $\mathbf{e}$ and $\hat{e}$ are two different TEPs used in decoding one received signal sequence. Thus, the covariance of $D_{\mathrm{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathrm{e}}}^{(\mathrm{W})}$ cannot be simply obtained by combining $\operatorname{cov}\left(\widetilde{A}_{\mathbf{t}_{\ell}^{h}}, \widetilde{A}_{\hat{\mathbf{t}}_{\hat{\ell}}}\right)$ for all possible $\mathbf{t}_{\ell}^{h}$ and $\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}}$. For example, if $\widetilde{\mathbf{d}}_{\mathbf{e}}=[1,1,0]$ and $\widetilde{\mathbf{d}}_{\hat{\mathbf{e}}}=[1,0,1]$ for $n=3$, i.e.,
$D_{\mathrm{e}}^{(\mathrm{W})}=\widetilde{\alpha}_{1}+\widetilde{\alpha}_{2}$ and $D_{\mathrm{e}}^{(\mathrm{W})}=\widetilde{\alpha}_{1}+\widetilde{\alpha}_{3}$, we can observe that the covariance of $D_{\mathrm{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ will only be determined by $\operatorname{cov}\left(\widetilde{A}_{2}, \widetilde{A}_{3}\right)$, and $\widetilde{\alpha}_{1}$ will be considered as a constant which will not affect the correlations. Accordingly, we can find the covariance of $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ as 97 on the top of the next page.
where $\mathbf{z}_{\ell, h}$ is the position indices of the nonzero elements of $\mathbf{z}_{\mathbf{t}_{\ell}^{h}} \odot\left[\mathbf{z}_{\mathbf{t}_{\ell}^{h}} \oplus \mathbf{z}_{\mathbf{t}_{\hat{h}}}\right]$, and $\hat{\mathbf{x}}_{\hat{\ell}, \hat{h}}$ is the position indices of the nonzero elements of $\mathbf{z}_{\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}}} \odot\left[\mathbf{z}_{\mathbf{t}_{\ell}^{h}} \oplus \mathbf{z}_{\hat{\mathbf{t}}_{\hat{\ell}}}\right]$, where $\odot$ is the Hadamard product of vectors. It can be seen that $\mathbf{z}_{\ell, h}$ in fact represents the positions indexed by $\mathbf{z}_{\mathbf{t}_{\ell}^{h}}$ but not by $\mathbf{z}_{\hat{\mathbf{t}}}^{\hat{\ell}}$, . Then, because $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ follow the same distribution, they have the same mean $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right]$ and variance $\sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}$, which can be simply obtained as

$$
\begin{align*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}\right. & \left.\neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right] \\
& =\int_{0}^{\infty} x f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) d x \tag{98}
\end{align*}
$$

and

$$
\begin{align*}
& \sigma_{D_{\mathbf{e}}}^{2}(\mathrm{~W}) \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \\
& =\int_{0}^{\infty} x^{2} f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) d x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right]^{2}, \tag{99}
\end{align*}
$$

respectively, where $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is the pdf given by 90 . Therefore, on the conditions that $\left\{\mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}, \hat{\mathbf{e}} \neq\right.$ $\left.\widetilde{\mathbf{e}}_{\mathrm{B}}, \mathbf{e} \neq \hat{\mathbf{e}}\right\}$, we derive the correlation coefficient $\rho_{1}$ between $D_{\mathrm{e}}^{(\mathrm{W})}$ and $D_{\hat{\mathbf{e}}}^{(\mathrm{W})}$ as

$$
\begin{equation*}
\rho_{1}=\frac{\operatorname{cov}\left(D_{\mathbf{e}}^{(\mathrm{W})}, D_{\hat{\mathbf{e}}}^{(\mathrm{W})}\right)}{\sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i} \tag{100}
\end{equation*}
$$

On the conditions that 1) the errors in MRB are not eliminated by any test error patterns and 2) $w\left(\mathbf{e}_{\mathrm{B}}\right)>i$, we can also obtain $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right]$ and $\sigma_{D_{\mathbf{e}}}^{2}{ }^{(\mathrm{W})} \mid \widetilde{\mathrm{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$ similar to (98) and (99), respectively. Furthermore, we use $\rho_{2}$ to denote the correlation coefficient between $D_{\mathbf{e}}^{(\mathrm{W})}$ and $D_{\hat{e}}^{(\mathrm{W})}$ conditioning on $w\left(\mathbf{e}_{\mathrm{B}}\right)>i$, which can be obtained similar to 100 by replacing $\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $\operatorname{Pc}\left(\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ with $\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ and $\operatorname{Pc}\left(\hat{\mathbf{t}}_{\hat{\ell}}^{\hat{h}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$, respectively.

With the help of the correlation coefficients $\rho_{1}$ and $\rho_{2}$ and combining Lemma 7 and Lemma 8, we can have the insight that the distribution of the minimum WHD in an order$m$ OSD can be derived by considering the ordered statistics over dependent random variables of WHDs. However, for the pdf of ordered dependent random variable with an arbitrary distribution, only the recurrence relations can be found and the explicit expressions are unsolvable [27]. Therefore, we here seek the distribution of the minimum WHD under a stronger assumption that the distribution of $D_{\mathrm{e}}^{(\mathrm{W})}$ is normal, where the dependent ordering of arbitrary statistics can be simplified to ordered statistics of exchangeable normal variables. This assumption follows from that the WHDs are linear combinations of the ordered reliabilities, and the distribution will tend to normal if the code length $n$ is large. Under this assumption,
we summarize the pdf of the minimum WHD $D_{i}^{(\mathrm{W})}$ after the $i$-reprocessing of an order- $m$ OSD, denoted by $f_{D_{i}^{(\mathrm{W})}}(x)$, in the following Theorem.

Theorem 4. Given a linear block code $\mathcal{C}(n, k)$, the $\operatorname{pdf}$ of the minimum weighted Hamming distance $D_{i}^{(\mathrm{W})}$ between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{\text {opt }}$ after the $i$-reprocessing $(0 \leq i \leq m)$ of an order-m OSD decoding is given by

$$
\begin{align*}
f_{D_{i}^{(\mathrm{W})}}(x) & =\sum_{v=0}^{i} p_{E_{1}^{k}}(v) \\
& \cdot\left(f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) \int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) d u\right. \\
& \left.+f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \int_{x}^{\infty} f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) d u\right) \\
& +\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v)\right) f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{0: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) \tag{101}
\end{align*}
$$

where $\int_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ are given by (102) and (103) on the top of the next page, respectively, and

$$
\begin{equation*}
f_{\phi}(x, b)=b \phi(x)\left(1-\int_{-\infty}^{x} \phi(u) d u\right)^{b-1} \tag{104}
\end{equation*}
$$

$\phi(x)$ is the pdf of the standard normal distribution and $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ is given by 83].

Proof: The proof is provided in Appendix $G$.

## C. Simplifications, Approximations, and Numerical Results

Theorem 3 and Theorem 4 investigate exact expressions of the pdfs of the WHDs in the 0-reprocessing and after the $i$ reprocessing. However, calculating (81) and (101) is daunting as $f_{\widetilde{A}_{\mathbf{t}_{h}^{p}}}(x)$ and $f_{\widetilde{A}_{\mathbf{t}_{\ell}}}(x)$ are the pdfs of the summations of non-i.i.d. reliabilities and characterizing $\operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ and $\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h}\right)$ involves calculating a large number of integrals.

In this section, we consider simplifying and approximating (81) and 101 by assuming that the probability $p_{\mathbf{c}_{P}}(u, q)$ of $\mathcal{C}(n, k)$ is known and has been determined from the codebook. First, we investigate the probability that a parity bit of a codeword estimate in OSD is non-zero, as summarized in the following Lemma.

Lemma 9. Let $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)$ denote the probability that the $\ell$-th bit $(k<\ell \leq n)$ of $\widetilde{\mathbf{c}}^{\prime}=\mathbf{b}^{\prime} \widetilde{\mathbf{G}}=\left[\widetilde{c}^{\prime}\right]_{1}^{n}$ is nonzero when $w\left(\mathbf{b}^{\prime}\right)=q$, i.e., $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}(\ell, q)=\operatorname{Pr}\left(\widetilde{c}_{\ell}^{\prime} \neq 0 \mid w\left(\mathbf{b}^{\prime}\right)=q\right)$, then $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}(\ell, q)$ can be
derived as

$$
\begin{equation*}
p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)=\sum_{u=0}^{n-k} \frac{u}{n-k} \cdot p_{\mathbf{c}_{\mathrm{P}}}(u, q) \tag{105}
\end{equation*}
$$

Furthermore, let $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)$ denote the joint probability that the $\ell$-th and $h$-th bit $\left(k<\ell<h \leq n\right.$ ) of $\widetilde{\mathbf{c}}^{\prime}$ is nonzero when $w\left(\mathbf{b}^{\prime}\right)=q$, and $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)$ is given by

$$
\begin{equation*}
p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)=\sum_{u=0}^{n-k} \frac{u(u-1)}{(n-k)(n-k-1)} \cdot p_{\mathbf{c}_{\mathrm{P}}}(u, q) \tag{106}
\end{equation*}
$$

Proof: Considering that the columns of $\mathbf{G}$ are randomly permuted to the columns of $\widetilde{\mathbf{G}}$ whenever new noisy symbols are received, when $w\left(\widetilde{\mathbf{c}}_{\mathrm{P}}^{\prime}\right)=u$ with the probability $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$, each bit $\widetilde{c}_{\ell}^{\prime}$ of $\widetilde{\mathbf{c}}^{\prime}, k<\ell \leq n$, has equal probability $\frac{u}{n-k}$ to be nonzero. Then, (105) can be easily obtained, and (106) can also be obtained similarly.

Note that $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)$ and $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)$ are identical for all integers $\ell$ and $h, k<\ell<h \leq n$, because of the randomness of the permutation over $\mathbf{G}$. In other words, despite $\mathbf{G}$ is permuted according to the received signals, an arbitrary column of $\mathbf{G}$ has the same probability to be permuted to each column of $\widetilde{\mathbf{G}}$. Next, based on $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)$ and $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)$, we simplify and approximate the distributions given by 81 and 101, respectively.

1) Simplification and Approximation of $D_{0}^{(\mathrm{W})}$ : In what follows, first an approximation of $f_{\widetilde{A}_{t}{ }_{h}^{p}}(x)$ based on the normal approximation of ordered reliabilities (previously derived in Section III-B will be introduced, then the probability that the different bits between $\widetilde{\mathbf{c}}_{0}$ and $\widetilde{\mathbf{y}}$ are nonzero will be characterized, and finally 81 is simplified for practical computations. In addition, some numerical examples for decoding BCH and Polar codes using order-0 OSD will be illustrated.

Recall that the random variable $\widetilde{A}_{u}$ of the $u$-th ordered reliability can be approximated by a normal random variable with the distribution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{i}\right], \sigma_{\widetilde{A}_{i}}^{2}\right)$, thus $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}=\sum_{u=1}^{h} \widetilde{A}_{t_{u}^{\mathrm{P}}}$ can also be regarded as a normal random variable. Using the mean and covariance matrices introduced in 94) and 95, respectively, the mean and variance of $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}$ are given by

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{p}}}\right]=\sum_{u=1}^{h} \sqrt{\widetilde{\mathbf{E}}_{t_{u}^{\mathrm{P}}}, t_{u}^{\mathrm{P}}} \tag{107}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}^{2}}=\sum_{u=1}^{h} \sum_{v=1}^{h} \widetilde{\boldsymbol{\Sigma}}_{t_{u}^{\mathrm{P}}, t_{v}^{\mathrm{P}}} \tag{108}
\end{equation*}
$$

Therefore, $f_{\widetilde{A}_{\mathbf{t}}^{h}}(x)$ can be approximated by a normal distri-

$$
\begin{align*}
& f_{\widetilde{D}_{i}^{(\mathbb{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)=\int_{-\infty}^{\infty}\left(\sqrt{1-\rho_{1}} \sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i}\right)^{-1} \\
& \cdot f_{\phi}\left(\frac{\left(x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathbb{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right]\right) / \sigma_{D_{\mathrm{e}}^{(\mathbb{W})}}{\stackrel{\tilde{e}_{\mathrm{B}}}{\mathrm{~B}}} \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i}{}+\sqrt{\rho}{ }_{1} z, b\right) \phi(z) d z,  \tag{102}\\
& f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)=\int_{-\infty}^{\infty}\left(\sqrt{1-\rho_{2}} \sigma_{D_{\mathrm{e}}^{(\mathrm{W})} \mid \widetilde{e}_{\mathrm{B}} \neq \mathrm{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i}\right)^{-1} \\
& \cdot f_{\phi}\left(\frac{\left(x-\mathbb{E}\left[D_{\mathrm{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right]\right) / \sigma_{D_{\mathrm{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq e, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i}+\sqrt{\rho_{2}} z}{\sqrt{1-\rho_{2}}}, b\right) \phi(z) d z, \tag{103}
\end{align*}
$$

bution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}\right], \sigma_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}^{2}\right)$ with the pdf given by

$$
\begin{equation*}
f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x)=\frac{1}{\sqrt{2 \pi \sigma_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}^{2}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}\right]\right)^{2}}{2 \sigma_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}^{2}}\right) \tag{109}
\end{equation*}
$$

Then, let us consider the probability that the $\ell$-th $(k<\ell \leq$ $n$ ) bit of $\widetilde{\mathbf{d}}_{0}=\left[\widetilde{d}_{0}\right]_{1}^{n}=\widetilde{\mathbf{c}}_{0} \oplus \widetilde{\mathbf{y}}$ is nonzero, i.e., $\operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq 0\right)$. As discussed in Lemma 3 when $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{0}, \widetilde{\mathbf{d}}_{0, P}$ equals to $\widetilde{\mathbf{e}}_{P}$ and $\operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq 0\right)$ can be simply characterized the error probability of the $\ell$-th bit of $\widetilde{\mathbf{y}}$. Whereas, when $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}, \widetilde{\mathbf{d}}_{0, P}$ is given by $\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}$, where $\widetilde{\mathbf{c}}_{0}^{\prime}=\widetilde{\mathbf{e}}_{\mathrm{B}} \widetilde{\mathbf{G}}=\left[\begin{array}{ll}\widetilde{\mathbf{e}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\end{array}\right]$. Therefore, $\operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq 0\right)$ is obtained as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq 0\right) \\
& \quad=\operatorname{Pr}\left(\widetilde{c}_{0, \ell} \neq 0\right) \operatorname{Pr}\left(\widetilde{e}_{\ell}=0\right)+\operatorname{Pr}\left(\widetilde{c}_{0, \ell}=0\right) \operatorname{Pr}\left(\widetilde{e}_{\ell} \neq 0\right) \\
& \quad \stackrel{(a)}{=} \frac{1}{1-p_{E_{1}^{k}}(0)} \sum_{q=1}^{k} p_{E_{1}^{k}}(q)\left(p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)(1-\operatorname{Pe}(\ell))\right. \\
& \left.\quad+\left(1-p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)\right) \operatorname{Pe}(\ell)\right) \tag{110}
\end{align*}
$$

where $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}(\ell, q)$ is given by 106 and step (a) takes $\operatorname{Pe}(\ell)=$ $\operatorname{Pr}\left(\widetilde{e}_{\ell} \neq 0\right)$. When $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{0}$, the joint nonzero probabilities of the $\ell$-th and the $h$-th $(k<\ell<h \leq n)$ bits of $\widetilde{\mathbf{d}}_{0}$, i.e., $\operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq 0, \widetilde{d}_{0, h} \neq 0\right)$, is given by

$$
\begin{align*}
\operatorname{Pr}\left\{\widetilde{d}_{0, \ell} \neq\right. & \left.0, \widetilde{d}_{h} \neq 0\right\} \\
& =\operatorname{Pr}\left\{\widetilde{c}_{0, \ell} \neq 0, \widetilde{c}_{0, h} \neq 0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h}=0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{0, \ell} \neq 0, \widetilde{c}_{0, h}=0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h} \neq 0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{0, \ell}=0, \widetilde{c}_{0, h} \neq 0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell} \neq 0, \widetilde{e}_{h}=0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{0, \ell}=0, \widetilde{c}_{0, h}=0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell} \neq 0, \widetilde{e}_{h} \neq 0\right\} . \tag{111}
\end{align*}
$$

In 111, $\operatorname{Pr}\left\{\widetilde{c}_{0, \ell} \neq 0, \widetilde{c}_{0, h} \neq 0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h}=0\right\}$ is determined as

$$
\begin{align*}
& \operatorname{Pr}\left\{\widetilde{c}_{0, \ell}^{\prime} \neq 0, \widetilde{c}_{0, h}^{\prime} \neq 0\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h}=0\right\} \\
& =\sum_{q=1}^{k} \frac{p_{E_{1}^{k}}(q) p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, h, q)}{1-p_{E_{1}^{k}}(0)} \int_{0}^{\infty} \int_{0}^{\infty} f_{\widetilde{R}_{\ell}, \widetilde{R}_{h}}\left(\widetilde{r}_{\ell}, \widetilde{r}_{h}\right) d \widetilde{r}_{\ell} d \widetilde{r}_{h}, \tag{112}
\end{align*}
$$

where $f_{\widetilde{R}_{\ell}, \widetilde{R}_{h}}\left(\widetilde{r}_{\ell}, \widetilde{r}_{h}\right)$ is the joint pdf of two ordered received symbols, which is given by (11). Other terms of 111) can be determined similar to 112.

Next, similar to the Hamming distance distribution in 0reprocessing, we approximate 81 by considering the largenumber Gaussian mixture model. Let $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ denote the first mixture component in 278), i.e.,

$$
\begin{align*}
& f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) \\
& =\sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{h}^{\mathrm{P}} \\
\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x) . \tag{113}
\end{align*}
$$

$f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ is also the pdf of $D_{0}^{(\mathrm{w})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right\}$. Also, let $\mathbf{t}_{h}^{\mathrm{P}(u)}$ denote the vector $\mathbf{t}_{h}^{\mathrm{P}}$ that contains the element " $u$ " and $\mathrm{t}_{h}^{\mathrm{P}(u, v)}$ denote the vector $\mathbf{t}_{h}^{\mathrm{P}}$ that contains both " $u$ " and " $v$ ", i.e., $\mathbf{t}_{h}^{\mathrm{P}(u)}=\left\{\mathbf{t}_{h}^{\mathrm{P}} \mid \exists \ell, 1 \leq \ell \leq\right.$ $\left.h, t_{\ell}^{\mathrm{P}}=u\right\}$ and $\mathbf{t}_{h}^{\mathrm{P}(u, v)}=\left\{\mathbf{t}_{h}^{\mathrm{P}} \mid \exists \ell\right.$ and $j, 1 \leq \ell<j \leq h, t_{\ell}^{\mathrm{P}}=$ $\left.u, t_{j}^{\mathrm{P}}=v\right\}$. Then, the mean of the first mixture component $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ can be derived and approximated as

$$
\begin{align*}
& \mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right] \\
& =\sum_{u=k+1}^{n} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{h}^{\mathrm{P}(u)} \\
\mathbf{t}_{h}^{\mathrm{P}(u)} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}(u)}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \\
& =\sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid E_{1}^{k}=0\right) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \\
& \stackrel{(a)}{\approx} \sum_{u=k+1}^{n} \operatorname{Pe}(u) \sqrt{\widetilde{\mathbf{E}}_{u, u}}, \tag{114}
\end{align*}
$$

where $\operatorname{Pe}(u)$ is the bit-wise error probability given by 32 , and step (a) follows the independence between $\operatorname{Pe}(u)$ and $E_{1}^{k}$, as introduced in (33). Similarly, the variance of mixture component $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ can be derived and approximated as

$$
\begin{aligned}
\sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0}^{2}= & \sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}\left(u, v \mid E_{1}^{k}=0\right)[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{u, v} \\
& -\left(\mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right]\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
\approx & \sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{u, v}  \tag{115}\\
& -\left(\mathbb{E}\left[D_{0}^{(\mathbf{w})} \mid w\left(\widetilde{\mathbf{E}}_{\mathrm{B}}\right)=0\right]\right)^{2},
\end{align*}
$$

where $\operatorname{Pe}(u, v)$ is the joint probability that the $u$-th and $v$ th positions of $\widetilde{\mathbf{y}}$ are both in error. When $u=v, \operatorname{Pe}(u, v)$ is simply given by $\operatorname{Pe}(u)$. Otherwise, $\operatorname{Pe}(u, v)$ is given by $\int_{-\infty}^{0} \int_{-\infty}^{0} f_{\widetilde{R}_{u}, \widetilde{R}_{v}}(x, y) d x d y$.

Next, let $f_{D(\mathrm{w})}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ denote the second mixture component in (278), i.e.,

$$
\begin{align*}
& f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right) \\
&=\sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{h}^{\mathrm{P}} \\
\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x) . \tag{116}
\end{align*}
$$

$f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ is also the pdf of $D_{0}^{(\mathrm{w})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right\}$. For simplicity, we denote $\operatorname{Pr}\left(\widetilde{d}_{0, \ell} \neq\right.$ 0 ) and $\operatorname{Pr}\left\{\widetilde{d}_{0, \ell} \neq 0, \widetilde{d}_{h} \neq 0\right\}$ obtained in 110 and (111) as $\mathrm{Pc}_{0}(\ell)$ and $\mathrm{Pc}_{0}(\ell, h)$, respectively. Using the similar approach of obtaining (114) and (115) and considering $\operatorname{Pr}\left(\tilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)=\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$, the mean and variance of $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ can be derived as

$$
\begin{equation*}
\mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right]=\sum_{u=k+1}^{n} \mathrm{Pc}_{0}(u) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \tag{117}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0}^{2} & =\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \mathrm{Pc}_{0}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{u, v}  \tag{118}\\
& -\left(\mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right]\right)^{2},
\end{align*}
$$

respectively, where $\mathrm{Pc}_{0}(u)=\operatorname{Pr}\left(\widetilde{d}_{0, u} \neq 0\right)$ is given by 110) and $\operatorname{Pc}_{0}(u, v)=\operatorname{Pr}\left(\widetilde{d}_{0, u} \neq 0, \widetilde{d}_{0, v} \neq 0\right)$ is given by 111$)^{\text {for }}$ $u \neq v$. In particular, $\mathrm{Pc}_{0}(u, v)=\mathrm{Pc}_{0}(u)$ when $u=v$.

Because $D_{0}^{(\mathrm{w})}$ can be regarded as a linear combination of a number of random variables $[\widetilde{A}]_{1}^{n}$ when $n$ is large, we approximate the pdf of $D_{0}^{(\mathrm{w})}$ by a combination of two normal distributions, whose pdf is given by

$$
\begin{align*}
& f_{D_{0}^{(\mathrm{W})}}(x) \\
& =p_{E_{1}^{k}}(0) f_{D_{0}^{(\mathrm{w})}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)+\left(1-p_{E_{1}^{k}}(0)\right) f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)} \\
& \approx \frac{p_{E_{1}^{k}}(0)}{\sqrt{2 \pi \sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0}^{2}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right]\right)^{2}}{2 \sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0}^{2}}\right) \\
& +\frac{1-p_{E_{1}^{k}}(0)}{\sqrt{2 \pi \sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0}^{2}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right]\right)^{2}}{2 \sigma_{D_{0}^{(\mathrm{w})} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0}^{2}}\right) . \tag{119}
\end{align*}
$$

To verify 119, we show the distributions of $D_{0}^{(\mathrm{W})}$ for decoding the $(128,64,22)$ eBCH code and $(128,64,8)$ Polar code in Fig. 8 and Fig. 9 respectively, at different SNRs. It can


Fig. 8. The distribution of $D_{0}^{(\mathrm{W})}$ in decoding $(128,64,22)$ eBCH code.


Fig. 9. The distribution of $D_{0}^{(\mathrm{W})}$ in decoding $(128,64,8)$ Polar code.
be seen that 119 provides a promising approximation of the 0 -reprocessing WHD distribution. Similar to the distribution of 0-reprocessing Hamming distance, the pdf of $D_{0}^{(\mathrm{H})}$ is also a mixture of two distributions. The weight of the left and right parts can be a reflection of the channel condition and decoding error performance since the weights of $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ and $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ in 119 are controlled by $p_{E_{1}^{k}}(0)$. It can be seen that the distribution concentrates towards the left when the channel SNR increases, indicating that the decoding error performance improves. From Fig. 8 and Fig. 9, we can also observe that the discrepancies between the approximation 119) and the simulation results mainly exist on the left side of the curves, dominated by $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$. This is because 1) the support of $D_{0}^{(\mathrm{W})}$ is $[0, \infty)$ but 119 is obtained with complete normal distributions, and 2) $f_{D_{0}^{(\mathrm{w})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ is obtained by approximated mean and variance (e.g., step (a) of (117)).
2) Simplification and Approximation of $D_{i}^{(\mathrm{W})}$ : In what follows, we first investigate the probability that the different bits between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ are nonzero, followed by simplifying and approximating the means, variances, and covariance
introduced in Section V-B Finally, we study the normal approximation of $D_{i}^{(\mathrm{W})}$ after the $i$-reprocessing of an order- $m$ OSD.

As investigated in Theorem 2 and Theorem 4, when $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq$ $\underset{\mathbf{e}}{\mathbf{e}}$, the difference pattern between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ can be given by $\widetilde{\mathbf{d}}_{\mathbf{e}}=\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}=\left[\mathbf{e} \quad \widetilde{\mathbf{c}}_{\mathbf{e}, P}^{\prime} \oplus \widetilde{\mathbf{e}}_{P}\right]$, where $\widetilde{\mathbf{c}}_{\mathbf{e}, P}$ is the parity part of $\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}=\left[\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \underset{\mathbf{e}}{\mathbf{e}} \widetilde{\mathbf{G}}\right.$. Next, we characterize the probability that $\ell$-th bit $\widetilde{d}_{\mathbf{e}, \ell}$ of $\widetilde{\mathbf{d}}_{\mathbf{e}}$ is nonzero, conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\}$ and $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right\}$, respectively. Similar to 110 , the probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is given by

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \\
& =\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, \ell} \neq 0\right) \operatorname{Pr}\left(\widetilde{e}_{\ell}=0\right)+\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, \ell}^{\prime}=0\right) \operatorname{Pr}\left(\widetilde{e}_{\ell} \neq 0\right) \\
& =\sum_{q=1}^{k} p_{W_{\mathbf{e}, \widetilde{e}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)\left(p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)(1-\operatorname{Pe}(\ell))\right.  \tag{120}\\
& \left.\quad+\left(1-p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)\right) \operatorname{Pe}(\ell)\right),
\end{align*}
$$

where $p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is the conditional pmf of the random variable $W_{\mathbf{e}, \widetilde{e}_{\mathrm{B}}}$ introduced in Lemma 4. Following Lemma 4, $p_{W_{\mathbf{e}, \tilde{e}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is given by

$$
\begin{align*}
p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) & =\sum_{u=0}^{i} \sum_{v=0}^{i} \frac{\binom{u}{\delta}\binom{k-u}{v-\delta}}{\binom{k}{v}} \cdot \frac{p_{E_{1}^{k}}(u)}{\sum_{q=0}^{i} p_{E_{1}^{k}}(q)} \\
& \cdot \frac{\binom{k}{v}}{b_{0: i}^{k}} \cdot \mathbf{1}_{\mathbb{N}} \cap[0, \min (u, v)] \tag{121}
\end{align*}
$$

where $\delta=\frac{u+v-q}{2}$. The probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ is also given by 120 with replacing $p_{W_{\mathrm{e}, \tilde{e}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ with $p_{W_{\mathbf{e}, \tilde{e}_{\mathrm{B}}}}\left(q \mid w\left(\overline{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$, which is given by 48). For simplicity, let us denote $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ by $\mathrm{Pc}_{\mathbf{e}}\left(\ell \mid i^{(\leq)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\ell \mid i^{(>)}\right)$, respectively. Also, for probabilities $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$, we simply denote them by $\mathrm{Pc}_{\mathbf{e}}\left(\bar{\ell} \mid i^{(\leq)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\bar{\ell} \mid i^{(>)}\right)$.

The joint probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ can be determined similar to (111), i.e.,

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \\
& =\operatorname{Pr}\left\{\widetilde{c}_{\mathbf{e}, \ell} \neq 0, \widetilde{c}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h}=0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{\mathbf{e}}^{\prime} \neq 0, \widetilde{c}_{\mathbf{e}, h}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell}=0, \widetilde{e}_{h} \neq 0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{\mathbf{e}}, \ell=0, \widetilde{c}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell} \neq 0, \widetilde{e}_{h}=0\right\} \\
& +\operatorname{Pr}\left\{\widetilde{c}_{\mathbf{e}, \ell}=0, \widetilde{c}_{\mathbf{e}, h}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\} \operatorname{Pr}\left\{\widetilde{e}_{\ell} \neq 0, \widetilde{e}_{h} \neq 0\right\} . \tag{122}
\end{align*}
$$

By considering $p_{W_{\mathbf{e}, \tilde{e}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ in 121$)$ and $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}(\ell, h, q)$ in 106, 122 can be computed. We omit the expanded expression of 122 here for the sake of brevity. Furthermore, the probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ can be obtained similar to 122 , by replacing $p_{W_{\mathrm{e}, \tilde{\mathrm{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ with $p_{W_{\mathrm{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}\left(q \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ given by 48 . For simplicity of notation, we denote $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ as $\mathrm{Pc}_{\mathbf{e}}\left(\ell, h \mid i^{(\leq)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\ell, h \mid i^{(>)}\right)$, respectively. In addition, we use $\mathrm{Pc}_{\mathbf{e}}\left(\bar{\ell}, h \mid i^{(\leq)}\right)$ and $\operatorname{Pc}_{\mathbf{e}}\left(\ell, \bar{h} \mid i^{(>)}\right)$to denote $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell}=0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$
and $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$, respectively.

Based on the probabilities $\mathrm{Pc}_{\mathbf{e}}\left(\ell \mid i^{(\leq)}\right), \quad \mathrm{Pc}_{\mathbf{e}}\left(\ell \mid i^{(>)}\right)$ $\mathrm{Pc}_{\mathbf{e}}\left(\ell, h \mid i^{(\leq)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\ell, h \mid i^{(>)}\right)$introduced above, we next simplify and approximate the distribution of $D_{i}^{(\mathrm{W})}$. We first consider the WHD $D_{\mathbf{e}}^{(\mathrm{W})}$ conditioning on $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}$ introduced in Lemma 7. According to 33, the mean of $D_{\mathrm{e}}^{(\mathrm{W})}$ conditioning on $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}$ can be approximated as

$$
\begin{align*}
& \mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right] \\
& =\sum_{\ell=0}^{i} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\ell}^{h} \\
\mathbf{t}_{\ell}^{\mathrm{B}} \in \mathcal{T}_{l}^{\mathrm{B}} \\
\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}}} \mathrm{P}\left(\mathbf{t}_{\ell}^{h}\right)\left(\sum_{u=1}^{\ell} \sqrt{\widetilde{\mathbf{E}}_{t_{u}^{\mathrm{B}}, t_{u}^{\mathrm{B}}}}+\sum_{u=1}^{h} \sqrt{\widetilde{\mathbf{E}}_{t_{u}^{\mathrm{P}}, t_{u}^{\mathrm{P}}}}\right) \\
& =\sum_{u=1}^{n} \operatorname{Pe}\left(u \mid E_{1}^{k} \leq i\right) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \\
& \stackrel{(a)}{\approx}\left(1-\frac{p_{E_{1}^{k}}(i)}{\sum_{v=0}^{i} p_{E_{1}^{k}}(v)}\right) \sum_{u=1}^{k} \operatorname{Pe}(u) \sqrt{\widetilde{\mathbf{E}}_{u, u}}+\sum_{u=k+1}^{n} \operatorname{Pe}(u) \sqrt{\widetilde{\mathbf{E}}_{u, u}},
\end{align*}
$$

where step (a) follows from that $\operatorname{Pe}\left(u \mid E_{1}^{k} \leq i\right) \approx$ $\frac{\operatorname{Pe}(u) \operatorname{Pr}\left(E_{1}^{k} \leq i-1\right)}{\operatorname{Pr}\left(E_{1}^{k} \leq i\right)}$ for $u, 1 \leq u \leq k$, and $\operatorname{Pe}\left(u \mid E_{1}^{k} \leq i\right) \approx \operatorname{Pe}(u)$ for $u, k+1 \leq u \leq n$, according to (33). Similarly, the variance of $D_{\mathrm{e}}^{(\mathrm{W})}$ is approximated as

$$
\begin{align*}
& \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e} \\
& \approx\left(1-\frac{p_{E_{1}^{k}}(i)+p_{E_{1}^{k}}(i-1)}{\sum_{\ell=0}^{i} p_{E_{1}^{k}}(\ell)}\right) \sum_{u=1}^{k} \sum_{v=1}^{k} \operatorname{Pe}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v} \\
& \\
& +\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v} \\
& +2\left(1-\frac{p_{E_{1}^{k}}(i)}{\sum_{\ell=0}^{i} p_{E_{1}^{k}}(\ell)}\right) \sum_{u=1}^{k} \sum_{v=k+1}^{n} \operatorname{Pe}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v}  \tag{124}\\
& \\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right]\right)^{2}
\end{align*}
$$

where $\operatorname{Pe}(u, v)=\operatorname{Pe}(u)$ for $u=v$. Then, because the pdf $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ given by 83 is a large-number Gaussian mixture model, we formulate it as the pdf of a Gaussian distribution $\mathcal{N}\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right], \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ denoted by $f_{D_{\mathrm{e}}}^{\text {app }} \mathrm{(W)}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ i.e.,

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) \\
& =\frac{1}{\sqrt{2 \pi \sigma_{D_{\mathbf{e}}}^{2}(\mathrm{~W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}}  \tag{125}\\
& e x p \\
&
\end{align*}
$$

Next, we simplify the mean and variance of $D_{\mathrm{e}}^{(\mathrm{W})}$ conditioning on $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, as introduced in Lemma 8 , as well as to characterize the related covariance. Considering the probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$, the conditional mean
of $D_{\mathrm{e}}^{(\mathrm{W})}$, previously given by 98, can be simplified as

$$
\begin{align*}
\mathbb{E} & {\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right] } \\
& =\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \sum_{u=1}^{k} \sqrt{\widetilde{\mathbf{E}}_{u, u}}+\sum_{u=k+1}^{n} \operatorname{Pc}_{\mathbf{e}}(u \mid i(\leq)) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \tag{126}
\end{align*}
$$

where $\operatorname{Pc}_{\mathbf{e}}\left(u \mid i^{(\leq)}\right)=\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, u}=0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is given by 120 . Then, considering the joint probability $\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq\right.$ $\left.0, \tilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and using the same approach of obtaining 124, the conditional variance of $D_{\mathbf{e}}^{(\mathrm{W})}$, previously given by (99), can be simplified as

$$
\begin{align*}
& \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \\
& \\
& =\sum_{u=1}^{k} \frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}}[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{u, u}+2 \sum_{u=1}^{k-1} \sum_{v=u+1}^{k} \frac{b_{0:(i-2)}^{k-2}}{b_{0: i}^{k}}[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v} \\
& +2 \sum_{u=1}^{k} \sum_{v=k+1}^{n}\left(\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \mathrm{Pc}_{\mathbf{e}}\left(v \mid i^{(\leq)}\right)\right)[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{u, v} \\
&  \tag{127}\\
& +\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \mathrm{Pc}_{\mathbf{e}}\left(u, v \mid i^{(\leq)}\right)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, u} \\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right]\right)^{2}
\end{align*}
$$

where $\operatorname{Pc}_{\mathbf{e}}\left(u, v \mid i^{(\leq)}\right)=\operatorname{Pr}\left(\widetilde{d}_{\mathbf{e}, \ell} \neq 0, \widetilde{d}_{\mathbf{e}, h} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is given by 122. In particular, $\mathrm{Pc}_{\mathbf{e}}\left(u, v \mid i^{(\leq)}\right)=\mathrm{P}_{\mathbf{e}}\left(u \mid i^{(\leq)}\right)$ for $u=v$. On the conditions that $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, we can also simplify the covariance given in 97) as

$$
\begin{align*}
& \operatorname{cov}\left(D_{\mathbf{e}}^{(\mathrm{W})}, D_{\hat{\mathbf{e}}}^{(\mathrm{W})}\right) \\
& =\sum_{u=1}^{k} \sum_{v=k+1}^{n}\left(\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \cdot \frac{b_{0: i}^{k-1}}{b_{0: i}^{k}} \mathrm{Pc}_{\mathbf{e}}\left(\bar{u} \mid i^{(\leq)}\right) \mathrm{Pc}_{\mathbf{e}}\left(v \mid i^{(\leq)}\right)\right) \widetilde{\boldsymbol{\Sigma}}_{u, v} \\
& +2 \sum_{u=k+1}^{n-1} \sum_{v=u+1}^{n} \mathrm{Pc}_{\mathbf{e}}\left(\bar{u}, v \mid i^{(\leq)}\right) \mathrm{Pc}_{\mathbf{e}}\left(u, \bar{v} \mid i^{(\leq)}\right) \widetilde{\boldsymbol{\Sigma}}_{u, v} \\
& +2\left(\frac{b_{0:(i-1)}^{k-2}}{b_{0: i}^{k}}\right)^{2} \sum_{u=1}^{k-1} \sum_{v=u+1}^{k} \widetilde{\boldsymbol{\Sigma}}_{u, v} . \tag{128}
\end{align*}
$$

Utilizing (127) and (128, the correlation efficiency $\rho_{1}$ given by 100 is numerically computed. Replacing probabilities $\mathrm{Pc}_{\mathbf{e}}\left(\cdot \mid i^{(\leq)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\cdot, \cdot \mid i^{(\leq)}\right)$with $\mathrm{Pc}_{\mathbf{e}}\left(\cdot \mid i^{(>)}\right)$and $\mathrm{Pc}_{\mathbf{e}}\left(\cdot, \cdot \mid i^{(>)}\right)$in 126, 127, and 128, we can also obtain the mean $\mathbb{E}\left[D_{\mathbf{e}}^{\text {(N) }} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right]$, the variance $\sigma_{D_{\mathrm{e}}}^{2}{ }^{(\mathrm{W})} \mid \widetilde{\mathrm{e}}_{\mathrm{B}} \neq \mathrm{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$, and the covariance regarding $D_{\mathbf{e}}^{(\mathrm{W})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i, \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right\}$, and numerically calculate $\rho_{2}$. Finally, by substituting $f_{D_{\mathrm{e}}^{(\mathrm{W})}}^{\text {app }}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ in 125 , the means and variances of $D_{\mathbf{e}}^{(\mathrm{W})}$, and $\rho_{1}$ and $\rho_{2}$ into 101 , the distribution of the $D_{i}^{(\mathrm{W})}$ is finally approximated as

$$
\begin{aligned}
f_{D_{i}^{(\mathrm{W})}}(x) & \approx \sum_{v=0}^{i} p_{E_{1}^{k}}(v) \\
& \cdot\left(f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) \int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) d u\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \int_{x}^{\infty} f_{D_{\mathrm{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) d u\right) \\
& +\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v)\right) f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{0: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right), \tag{129}
\end{align*}
$$

where $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ and $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{0: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ are respectively given by 102 , and 103 , and $f_{D_{\mathrm{e}}}^{\text {app }}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\right.$ e) is given by 125.

We enabled the numerical calculation of $\sqrt{101}$ by introducing the approximation (129). To verify (129), We compare the approximated distribution 129 of $D_{i}^{(\mathrm{W})}$ with the simulation results in decoding the $(128,64,22)$ eBCH code and the $(64,21,16)$ Polar code, as depicted in Fig. 10 and Fig. 11 respectively. As can be seen, 129 is a tight approximation of $f_{D_{(\mathrm{W})}}(x)$. Similar to the distribution of $D_{i}^{(\mathrm{H})}$, the pdf of $D_{i}^{(\mathrm{W})}$ also concentrates towards the left part when the reprocessing order increases. This is because the weight of the two combined components in $f_{D_{i}^{(W)}}(x)$ are given by $\sum_{v=0}^{i} p_{E_{1}^{k}}(v)$ and $1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v)$, respectively. The extent to which the distribution concentrates towards the left reflects the improvement in the decoding performance, i.e., the more the distribution is concentrated to the left, the better the error performance. In addition, similar to the distribution of $D_{i}^{(\mathrm{H})}$, the distribution $D_{i}^{(\mathrm{W})}$ given by 101 or 129 is only compatible with codes with the minimum distance $d_{\mathrm{H}}$ not much lower than $n-k$, where the correlations between any two codeword estimates generated in OSD can be ignored. However, when $d_{\mathrm{H}} \ll n-k$ or the generator matrix is sparse, the result given by 129 will show discrepancies with the simulation results.

From Fig. 10 and Fig. 11, we can also notice that although (129) provides a relatively tight approximation, there are still a few deviations between (129) and the simulation results. These deviations are mainly due to the reasons: 1) the approximation of ordered reliabilities enlarges the deviations of approximating $D_{i}^{(\mathrm{W})}$, as $D_{i}^{(\mathrm{W})}$ is composed of ordered reliabilities, 2) we approximately obtained the mean and variance of $D_{\mathbf{e}}^{(\mathrm{W})}$ for the simplicity of numerical calculations, e.g., step (a) of 126. Furthermore, the pdf in $(129)$ is not truncated to consider only non-negative values of $D_{0}^{(\mathrm{W})}$ for the simplicity of expression. One can further improve the accuracy of 129 by considering the truncated distributions in the derivation.

## VI. Hard-decision Decoding Techniques Based on the Hamming Distance Distribution

For the OSD approach, the decoding complexity can be reduced by applying the discarding rule (DR) and stopping rule (SR). Given a TEP list, DRs are usually designed to identify and discard the unpromising TEPs, while SRs are typically designed to determine whether the best decoding result has been found and terminate the decoding process in advance. In this Section, we propose several SRs and DRs based on the derived Hamming distance distributions in Section IV. We mainly take BCH codes as examples to demonstrate the performance of the proposed conditions. The


Fig. 10. The distribution of $D_{i}^{(\mathrm{W})}$ in decoding $(128,64,22)$ eBCH code when $\mathrm{SNR}=1 \mathrm{~dB}$.


Fig. 11. The distribution of $D_{i}^{(\mathrm{W})}$ in decoding $(64,21,16)$ Polar code when SNR $=1 \mathrm{~dB}$.
efficient decoding algorithms of BCH codes are of particular interest because they can hardly be decoded by using modern well-designed decoders (e.g., successive cancellation for Polar codes and belief propagation for LDPC). In Section VIII, we will further show that the proposed techniques are especially effective for codes with binomial-like weight spectrum (e.g., the BCH code), in which case the SRs and the DRs can be efficiently implemented.

## A. Hard Success Probability of Codeword Estimates

Recalling the statistics of the Hamming distance $D_{0}^{(\mathrm{H})}$ proposed in Theorem 11 the pmf of Hamming distance $D_{0}^{(H)}$ is a mixture of two random variables $E_{k+1}^{n}$ and $W_{\mathbf{c}_{\mathrm{P}}}$ which represent the number of errors in redundant positions and the Hamming weight of the redundant part of a codeword from $\mathcal{C}(n, k)$, respectively. Furthermore, from Lemma 3 it is clear that $E_{k+1}^{n}$ can represent the Hamming distance between $\widetilde{\mathbf{y}}$ and the 0-reprocessing estimate $\widetilde{\mathbf{c}}_{0}$ if no errors occur in MRB positions and $W_{\mathbf{c}_{P}}$ can represent the Hamming distance if there are some errors in the MRB positions.

It is known that 0 -reprocessing of OSD can be regarded as the reprocessing of a special all-zero TEP $\mathbf{0}$, where $\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus$ $\mathbf{0}$ is re-encoded. Thus, Eq. (45) in Theorem 1 is in fact the Hamming distance between $\hat{\mathbf{c}}_{\mathbf{e}}$ and $\mathbf{y}$ in the special case that $\mathbf{e}=\mathbf{0}$. In order to obtain the SRs and DRs for an arbitrary TEP e, we first introduce the following Corollary from Theorem 1

Corollary 1. Given a linear block code $\mathcal{C}(n, k)$ and a specific TEP e satisfying $w(\mathbf{e})=v$, the pmf of the Hamming distance between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{\mathbf{e}}$, i.e., $D_{\mathrm{e}}^{(\mathrm{H})}$, is given by

$$
\begin{align*}
p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j) & =\operatorname{Pe}(\mathbf{e}) p_{E_{k+1}^{n}}(j-v) \\
& +(1-\operatorname{Pe}(\mathbf{e})) p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j-v \mid w(\mathbf{e})=v) \tag{130}
\end{align*}
$$

for $j \geq w(\mathbf{e})$, where $\operatorname{Pe}(\mathbf{e})$ is given by

$$
\begin{align*}
\operatorname{Pe}(\mathbf{e}) & =\underbrace{\int_{0}^{\infty} \cdots}_{k-w(\mathbf{e})} \underbrace{\int_{-\infty}^{0} \cdots}_{w(\mathbf{e})} \\
& \cdot\left(\frac{n!}{(n-k)!} F_{A}\left(\left|x_{k}\right|\right) \prod_{\ell=1}^{k} f_{R}\left(x_{\ell}\right) \prod_{\ell=2}^{k} \mathbf{1}_{\left[0,\left|x_{\ell-1}\right|\right]}\left(\left|x_{\ell}\right|\right)\right) \\
& \cdot \prod_{\substack{0<\ell \leq k \\
\mathbf{e}_{\ell} \neq 0}} d x_{\ell} \prod_{\substack{0<\ell \leq k \\
\mathbf{e}_{\ell}=0}} d x_{\ell}, \tag{131}
\end{align*}
$$

$p_{E_{k+1}^{n}}(j)$ is the pmf of random variable $E_{k+1}^{n}$ given by (12), and $p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{p}}}}(j \mid w(\mathbf{e})=v)$ is the conditional pmf of random variable $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$ defined in Lemma 5. The conditional pmf $p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid w(\mathbf{e})=v)$ is given by
$p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid w(\mathbf{e})=v)$
$=\sum_{\ell=0}^{n-k} \sum_{u=0}^{n-k} \frac{\binom{u}{\delta}\binom{n-k-u}{\ell-\delta}}{\binom{n-k}{\ell}} \sum_{q=0}^{k}\left(p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}(q \mid w(\mathbf{e})=v) p_{\mathbf{c}_{\mathrm{P}}}(\ell, q)\right)$

- $p_{E_{k+1}^{n}}(u) \cdot \mathbf{1}_{\mathbb{N}} \cap[0, \min (u, \ell)](\delta)$,
where $\delta=\frac{\ell+u-j}{2}$, and $p_{W_{\mathrm{e}, \tilde{\mathrm{e}}_{\mathrm{B}}}}(q \mid w(\mathbf{e})=v)$ is the conditional pmf of random variable $W_{\mathbf{e}, \widetilde{e}_{\mathrm{B}}}^{\mathbf{e}_{\mathrm{B}}}$ introduced in Lemma 4 which is given by
$p_{W_{\mathbf{e}, \tilde{\mathbf{e}}_{\mathrm{B}}}}(q \mid w(\mathbf{e})=v)=\sum_{u=0}^{k} \frac{\binom{u}{\delta^{\prime}}\binom{k-u}{v-\delta^{\prime}}}{\binom{k}{v}} p_{E_{1}^{k}}(u) \cdot \mathbf{1}_{\mathbb{N},[0, \min (u, v)]}\left(\delta^{\prime}\right)$,
for $\delta^{\prime}=\frac{u+v-q}{2}$.
Proof: Similar to (45) in Theorem 1 with respect to the all-zero TEP 0, the pmf of $D_{\mathrm{e}}^{(\mathrm{H})}$ with respect to a general TEP e can be derived by replacing $p_{E_{1}^{k}}(0)$ and $1-p_{E_{1}^{k}}(0)$ by $\operatorname{Pe}(\mathbf{e})$ and $1-\mathrm{Pe}(\mathbf{e})$, respectively, where $\mathrm{Pe}(\mathbf{e})$ is the probability that only the nonzero positions of $\mathbf{e}$ are in error in $\widetilde{\mathbf{y}}_{\mathrm{B}}$, i.e., e can eliminate the errors in MRB. Furthermore, slightly different from $D_{0}^{(\mathrm{H})}$ given by 35 , the Hamming distance $D_{\mathbf{e}}^{(\mathrm{H})}$ is given by $E_{1}^{k}+w(\mathbf{e})$ when $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}$, because the Hamming distance contributed by MRB positions needs to be included. In contrast, when $\widetilde{\mathbf{e}}_{B} \neq \mathbf{e}$, the difference pattern between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is given by $\widetilde{\mathbf{d}}_{\mathbf{e}}=\left[\mathbf{e} \quad\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right) \widetilde{\mathbf{P}}\right]$ and $D_{\mathbf{e}}^{(\mathrm{H})}$ is given by
$w(\mathbf{e})+w\left(\widetilde{\mathbf{d}}_{\mathbf{e}, \mathrm{P}}\right)$. The Hamming weight $w\left(\widetilde{\mathbf{d}}_{\mathbf{e}, \mathrm{P}}\right)$ is described by the random variable $W_{\mathbf{e}, \mathbf{c}_{P}}$ introduced in Lemma 5. The pmf of $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$ conditioning on $w(\mathbf{e})=v$, given by 132), can be easily obtained from (52).

From Corollary 1, we know that for the Hamming distance $D_{\mathbf{e}}^{\mathrm{H}}$ with respect to an arbitrary TEP $\mathbf{e}$, the $\operatorname{pmf} p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j)$ is also a mixture of two random variables $E_{1}^{k}+w(\mathbf{e})$ and $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}+w(\mathbf{e})$, and the weight of the mixture is determined by probability $\mathrm{Pe}(\mathbf{e})$. In fact, $\mathrm{Pe}(\mathbf{e})$ is the probability that $\mathbf{e}$ could eliminate the MRB errors $\widetilde{\mathbf{e}}_{\mathrm{B}}$, and we refer to $\operatorname{Pe}(\mathbf{e})$ as the a priori correct probability of the codeword estimate $\widetilde{\mathbf{c}}_{\mathbf{e}}$ with respect to $\mathbf{e}$. Nevertheless, based on 130 we can further find the probability that TEP e could eliminate the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ when given the Hamming distance $d_{\mathrm{e}}^{(\mathrm{H})}$ (a sample of $D_{\mathrm{e}}^{(\mathrm{H})}$ ), which is referred to as the hard success probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$. The hard success probability can be regarded as the $a$ posterior correct probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$, given the value of $D_{\mathbf{e}}^{(\mathrm{H})}$. We characterize the hard success probability in the following Corollary.

Corollary 2. Given a linear block code $\mathcal{C}(n, k)$ and TEP e, if the Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is calculated as $d_{\mathrm{e}}^{(\mathrm{H})}$, the probability that the errors in MRB are eliminated by $T E P \mathbf{e}$ is given by

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}\left(d_{\mathbf{e}}^{(\mathrm{H})}\right)=\operatorname{Pe}(\mathbf{e}) \frac{p_{E_{k+1}^{n}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)}{p_{D_{\mathbf{e}}^{(\mathrm{H})}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)}, \tag{134}
\end{equation*}
$$

where $p_{D_{\mathrm{e}}^{(\mathrm{H})}}(j)$ is the $\operatorname{pmf}$ given by 130 .
Proof: For the probability $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}\right)$, we observe

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})}\right)=\frac{\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})}, \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)}{\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})}, \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)+\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})}, \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)}, \tag{135}
\end{equation*}
$$

where $\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})}, \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ is derived as $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\right.$ $\mathbf{e}) \operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$, and $\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})}, \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)$ is derived as $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right) \operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)$. From Corollary 1, $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ is given by $\operatorname{Pe}(\mathbf{e})$, and $\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=\right.$ $\left.d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ and $\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{H})}=d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)$ are in fact given by $p_{E_{k+1}^{n}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)$ and $p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)$ in 130 , respectively. Substituting $\mathrm{Pe}(\mathbf{e}), p_{E_{k+1}^{n}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)$ and $p_{W_{\mathbf{e}, \mathrm{c}_{\mathrm{P}}}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)$ into 135 , we obtain 134 .

We show $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})}\right)$ as a function of $d_{\mathbf{e}}^{(\mathrm{H})}$ for TEP $\mathbf{e}=$ $[0, \ldots, 0,1,1,0]$ in decoding $(128,64,22)$ eBCH code in Fig. 12 As can be seen, when $d_{\mathbf{e}}^{(\mathrm{H})}$ decreases, the probability that errors in MRB are eliminated increases rapidly. In other words, the a posterior correct probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$ increases as $d_{\mathbf{e}}^{(\mathrm{H})}$ decreases. It is of interest that although the WHD usually measures the likelihood of a codeword estimate to the hard-decision vector, the Hamming distance can also represent the likelihood. Because $\mathrm{Pe}(\mathbf{e})$ in 134 involves large-number integrals, we adopted a numerical calculation with limited precision to keep the overall complexity affordable, which introduced the discrepancies between the simulation curves


Fig. 12. $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})}\right)$ in decoding $(128,64,22) \mathrm{eBCH}$ code at different SNR , for TEP $\mathbf{e}=[0, \ldots, 0,1,1,0]$.
and the analytical curves shown in Fig. 12 .
Similarly, instead of calculating the success probability for each TEP, after the $i$-reprocessing $(0 \leq i \leq m)$ of an order- $m$ OSD, we can obtain the minimum Hamming distance as $d_{i}^{(\mathrm{H})}$ and the locally best codeword estimate $\widetilde{\mathbf{c}}_{i}$. The a posterior probability that the number of errors in MRB is less than or equal to $i$, i.e., $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \mid d_{i}^{(\mathrm{H})}\right)$, can be evaluated. If $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, an order $-i$ OSD is capable of obtaining the correct decoding result. Thus, we refer to $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \mid d_{i}^{(\mathrm{H})}\right)$ as the hard success probability $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})}\right)$ of $\widetilde{\mathbf{c}}_{i}$. This is summarized in the following Corollary.

Corollary 3. In an order-m OSD of decoding a linear block code $\mathcal{C}(n, k)$, if the minimum Hamming distance between the codeword estimates and the hard-decision vector after $i$ reprocessing is given by $d_{i}^{(\mathrm{H})}$, the probability that the number of errors in MRB is less than or equal to $i$ is given by

$$
\begin{align*}
& \mathrm{P}_{i}^{\mathrm{suc}}\left(d_{i}^{(\mathrm{H})}\right)= 1-\left(1-\sum_{u=0}^{i} p_{E_{1}^{k}}(u)\right) \\
& \sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v) p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(d_{i}^{(\mathrm{H})}-i, b_{0: i}^{k} \mid i^{(>)}, v\right)  \tag{136}\\
& p_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H})}\right)
\end{align*}
$$

where $p_{D_{i}^{(\mathrm{H})}}(d)$ is given by $\sqrt{55)}$ and $p_{\widetilde{W}_{\mathrm{c}_{\mathrm{P}}}}\left(j-i, b_{0: i}^{k} \mid i^{(>)}, v\right)$ is given by 57).

Proof: Following the same steps as the proof of Corollary 2 and using Theorem 2, we can obtain 136.

We compare 136 with simulations in decoding the $(128,64,22)$ eBCH code at various SNRs in Fig. 13. As can be seen, the Hamming distance after $i$-reprocessing can be an indicator of the decoding quality. Furthermore, the hard success probability of codeword $\widetilde{\mathbf{c}}_{i}$ tends to 1 if the Hamming distance $d_{i}^{(\mathrm{H})}$ goes to 0 .

## B. Stopping Rules

In 134 and 136, we have shown that the Hamming distances can be used to determine the a posterior probability


Fig. 13. $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})}\right)$ in decoding $(128,64,22)$ eBCH code at different SNR, when $i=1$.
that the MRB errors can be eliminated. This section develops the decoding SR based on (134) and (136, attempting to reduce the decoding complexity of OSD.

Let us assume that at the receiver, a sequence of the samples of $[\widetilde{A}]_{1}^{n}$ is given by $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$, i.e., the receiver receives a signal sequence $\mathbf{r}$ with reliabilities $\widetilde{\boldsymbol{\alpha}}$. Thus, conditioning on $\widetilde{A}_{u}=\widetilde{\alpha}_{u}$, the error probability of the $u$-th $(1 \leq u \leq n)$ bit of $\tilde{\mathbf{y}}$ can be obtained as

$$
\begin{equation*}
\operatorname{Pe}\left(u \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right)=\frac{f_{R}\left(-\widetilde{\alpha}_{u}\right)}{f_{R}\left(-\widetilde{\alpha}_{u}\right)+f_{R}\left(\widetilde{\alpha}_{u}\right)} \tag{137}
\end{equation*}
$$

where $f_{R}(x)$ is given by Eq. (5). For simplicity, we denote $\operatorname{Pe}\left(u \mid \widetilde{A}_{u}=\widetilde{\alpha}_{u}\right)$ as $\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$. Then, the joint error probability of $u$-th and $v$-th $(1 \leq u<v \leq n)$ bits can be derived as

$$
\begin{align*}
\operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) & =\frac{f_{R}\left(-\widetilde{\alpha}_{u}\right)}{f_{R}\left(-\widetilde{\alpha}_{u}\right)+f_{R}\left(\widetilde{\alpha}_{u}\right)} \cdot \frac{f_{R}\left(-\widetilde{\alpha}_{v}\right)}{f_{R}\left(-\widetilde{\alpha}_{v}\right)+f_{R}\left(\widetilde{\alpha}_{v}\right)} \\
& =\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \operatorname{Pe}\left(v \mid \widetilde{\alpha}_{v}\right) \tag{138}
\end{align*}
$$

From (138), we can see that although the bit-wise error probabilities of ordered received symbols are dependent as shown in (11), the conditional error probabilities are independent and $\operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right)=\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \operatorname{Pe}\left(v \mid \widetilde{\alpha}_{v}\right)$ holds. Next, we introduce the SR design based on the reliabilities $\widetilde{\boldsymbol{\alpha}}$, which is obtained from the channel as a priori information.

1) Hard Individual Stopping Rule (HISR): Given the ordered reliabilities of received symbols, i.e., $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$, the conditional correct probability $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ of TEP e can be simply derived as

$$
\begin{equation*}
\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})=\prod_{\substack{0<u \leq k \\ e_{u} \neq 0}} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{0<u \leq k \\ e_{u}=0}}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right) \tag{139}
\end{equation*}
$$

We can also estimate conditional pmf of $E_{a}^{b}$, denoted by $p_{E_{a}^{b}}(j \mid \widetilde{\boldsymbol{\alpha}})$ (i.e., the number of errors over $\left.[\widetilde{y}]_{a}^{b}\right)$, as

$$
\begin{align*}
p_{E_{a}^{b}}(j \mid \widetilde{\boldsymbol{\alpha}}) & =\binom{b-a+1}{j}\left(\frac{1}{b-a+1} \sum_{u=a}^{b} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)^{j} \\
& \cdot\left(1-\frac{1}{b-a+1} \sum_{u=a}^{b} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)^{b-a+1-j} \tag{140}
\end{align*}
$$

Accordingly, when $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$, the hard success probability $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be simplt obtained as

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)=\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) \frac{p_{E_{k+1}^{n}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}}\right)}{p_{D_{\mathbf{e}}^{(\mathrm{H})}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}}\right)}, \tag{141}
\end{equation*}
$$

where $p_{D_{\mathrm{e}}^{(\mathrm{H})}}(j \mid \widetilde{\boldsymbol{\alpha}})$ is given by 130 , but in which $\operatorname{Pe}(\mathbf{e})$ is replaced by $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$, and $p_{E_{1}^{k}}(\jmath)$ and $p_{E_{k+1}^{n}}(j)$ are replaced with $p_{E_{1}^{k}}(j \mid \widetilde{\boldsymbol{\alpha}})$ and $p_{E_{k+1}^{n}}(j \mid \widetilde{\boldsymbol{\alpha}})$, respectively. Despite the complicated form, in Section VIII-A we will show that 140) can be computed with $O(n)$ floating-pointing operations (FLOPs) when $\mathcal{C}(n, k)$ has the binomial-like weight spectrum.

We now introduce the hard individual stopping rule (HISR). Given a predetermined threshold success probability $\mathrm{P}_{t}^{\text {suc }} \in$ $[0,1]$, if the Hamming distance $d_{\mathbf{e}}^{(\mathrm{H})}$ between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ satisfies the following condition

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }} \tag{142}
\end{equation*}
$$

the codeword $\hat{\mathbf{c}}_{\mathbf{e}}=\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}\right)\right)$ is selected as the decoding output, and the decoding is terminated. Therefore, the probability that errors in MRB are eliminated is lower bounded by $\mathrm{P}_{t}^{\text {suc }}$ because of 142 .

Next, we give the performance bound and complexity analysis for an order- $m$ OSD decoding that only applies the HISR technique, attempting to characterize the complexity improvements and error rate performance loss introduced by the HISR. For an arbitrary TEP e, there exists a maximum $d_{\mathbf{e}}^{(\mathrm{H})}$, referred to as $d_{\text {max }}^{(\mathrm{H})}, \mathbf{e}$, satisfying $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}$, i.e., $d_{\text {max }, \mathbf{e}}^{(\mathrm{H})}=\max \left\{d_{\mathbf{e}}^{(\mathrm{H})} \mid \mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\}$. It can be seen that $d_{\text {max }, \mathrm{e}}^{(\mathrm{H})}$ depends on the values of reliabilities $\widetilde{\boldsymbol{\alpha}}$. Thus, we define $d_{b, \mathbf{e}}^{(\mathrm{H})}$ as the mean of $d_{\text {max, }}^{(\mathrm{H})}$ with respect to $\widetilde{\boldsymbol{\alpha}}$, i.e., $d_{b, \mathbf{e}}^{(\mathrm{H})}=\mathbb{E}\left[d_{\max , \mathbf{e}}^{(\mathrm{H})}\right]$. Because $\widetilde{\boldsymbol{\alpha}}$ is a random vector with dependent distributions, $d_{b, \mathbf{e}}^{(\mathrm{H})}$ can be hardly determined. Thus, we give an approximation of $d_{b, \mathbf{e}}^{(\mathrm{H})}$ using $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})}\right)$ to enable the subsequent analysis . Let $\mathrm{P}_{\mathbf{e}}^{\text {suc, },-1}(x)$ and $\mathrm{P}_{\mathbf{e}}^{\text {suc, }}-1(x \mid \widetilde{\boldsymbol{\alpha}})$ denote the inverse functions of (134) and (141), respectively. It can be seen that $\mathrm{P}_{\mathrm{e}}^{\text {suc }}(x \mid \widetilde{\boldsymbol{\alpha}})$ is a decreasing function and accordingly $\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x \mid \widetilde{\boldsymbol{\alpha}})$ is a decreasing function. In addition, $\mathrm{P}_{\mathbf{e}}^{\text {suc },-1}(x)$ is also a decreasing function. For the sake of brevity, we omit the proof of the monotonicity of $\mathrm{P}_{\mathrm{e}}^{\text {suc, }-1}(x)$ and $\mathrm{P}_{\mathrm{e}}^{\text {suc, },-1}(x \mid \widetilde{\boldsymbol{\alpha}})$, which can also be observed in Fig. 12 Note that $\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x)$ and $\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x \mid \widetilde{\boldsymbol{\alpha}})$ are discrete functions, i.e., $x$ cannot be a continuous real number, and it is possible that $\mathrm{P}_{t}^{\text {suc }}$ is not in the domains of $\mathrm{P}_{\mathrm{e}}^{\text {suc, }-1}(x)$ and $\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x \mid \widetilde{\boldsymbol{\alpha}})$. In this regard, let us define $\mathrm{P}_{t^{\prime}}^{\text {suc }}$ as $\mathrm{P}_{t^{\prime}}^{\text {suc }}=\min \left\{x \mid x \geq \mathrm{P}_{t}^{\text {suc }}, x\right.$ is in the domain of $\left.\mathrm{P}_{\mathrm{e}}^{\text {suc, }-1}(x)\right\}$
and define $\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}})$ as $\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}})=\min \{x \mid x \geq$ $\mathrm{P}_{t}^{\text {suc }}, x$ is in the domain of $\left.\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x \mid \widetilde{\boldsymbol{\alpha}})\right\}$. Based on these definitions, we can notice that

$$
\begin{align*}
d_{\max , \mathbf{e}}^{(\mathrm{H})} & =\max \left\{d_{\mathbf{e}}^{(\mathrm{H})} \mid \mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\}  \tag{143}\\
& =\mathrm{P}_{\mathbf{e}}^{\text {suc },-1}\left(\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}}) \mid \widetilde{\boldsymbol{\alpha}}\right)
\end{align*}
$$

and the difference between $\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}})$ and $\mathrm{P}_{t^{\prime}}^{\text {suc }}$ is upper bounded by

$$
\begin{align*}
& \left|\mathrm{P}_{t^{\prime}}^{\mathrm{suc}}-\mathrm{P}_{t^{\prime}}^{\mathrm{suc}}(\widetilde{\boldsymbol{\alpha}})\right| \\
& \quad \leq \max \left\{\left|\Delta_{1} \mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}\left(\mathrm{P}_{t^{\prime}}^{\mathrm{suc}}\right)\right|,\left|\Delta_{1} \mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}\left(\mathrm{P}_{t^{\prime}}^{\mathrm{suc}}(\widetilde{\boldsymbol{\alpha}}) \mid \widetilde{\boldsymbol{\alpha}}\right)\right|\right\} \tag{144}
\end{align*}
$$

where $\Delta_{1} \mathrm{P}_{\mathbf{e}}^{\text {suc }}(j)=\mathrm{P}_{\mathbf{e}}^{\text {suc }}(j+1)-\mathrm{P}_{\mathbf{e}}^{\text {suc }}(j)$. Therefore, for $\mathrm{P}_{t}^{\text {suc }}$ close to 0 or 1 (recall Fig. 12), we simply take $\mathrm{P}_{t^{\prime}}^{\text {suc }} \approx$ $\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}})$. Then, $d_{b, \mathbf{e}}^{(\mathrm{H})}$ can be approximated as

$$
\begin{align*}
d_{b, \mathbf{e}}^{(\mathrm{H})} & =\mathbb{E}\left[\mathrm{P}_{\mathbf{e}}^{\text {suc },-1}\left(\mathrm{P}_{t^{\prime}}^{\text {suc }}(\widetilde{\boldsymbol{\alpha}}) \mid \widetilde{\boldsymbol{\alpha}}\right)\right] \\
& \approx \mathbb{E}\left[\mathrm{P}_{\mathbf{e}}^{\text {suc },-1}\left(\mathrm{P}_{t^{\prime}}^{\text {suc }} \mid \widetilde{\boldsymbol{\alpha}}\right)\right] \\
& \stackrel{(a)}{=} \mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}\left(\mathrm{P}_{t^{\prime}}^{\text {suc }}\right)  \tag{145}\\
& \stackrel{(b)}{=} \max \left\{d_{\mathbf{e}}^{(\mathrm{H})} \mid \mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\} .
\end{align*}
$$

Step (a) of 145 follows from that $\mathrm{P}_{\mathrm{e}}^{\text {suc, }-1}(x)=$ $\mathbb{E}\left[\mathrm{P}_{\mathbf{e}}^{\text {suc, }-1}(x \mid \widetilde{\boldsymbol{\alpha}})\right]$, and step (b) applies the equivalence 143 ) over $\mathrm{P}_{\mathbf{e}}^{\text {suc, }}-1(x)$.
let $\overline{\mathrm{P}}_{\mathrm{e}}^{\text {suc }}$ denote the expectation of the hard success probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$ with respect to $D_{\mathbf{e}}^{(\mathrm{H})} \leq d_{b, \mathbf{e}}^{(\mathrm{H})}$, i.e., $\overline{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}=\operatorname{Pr}(\mathbf{e}=$ $\left.\widetilde{\mathbf{e}}_{\mathrm{B}} \mid D_{\mathbf{e}}^{(\mathrm{H})} \leq d_{b, \mathbf{e}}^{(\mathrm{H})}\right)$. Thus, if $\widetilde{\mathbf{c}}_{\mathbf{e}}$ satisfies the HISR, $\overline{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}$ is derived as

$$
\begin{equation*}
\overline{\mathrm{P}}_{\mathbf{e}}^{\mathrm{suc}}=\left(\sum_{j=w(\mathbf{e})}^{d_{b, \mathbf{e}}^{(\mathrm{H})}} \mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}(j) p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j)\right)\left(\sum_{j=w(\mathbf{e})}^{d_{b, \mathbf{e}}^{(\mathrm{H})}} p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j)\right)^{-1} . \tag{146}
\end{equation*}
$$

On the other hand, given a specific reprocessing sequence $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{b_{0: m}^{k}}\right\}$ (i.e., the decoder processes TEPs sequentially from $\mathbf{e}_{1}$ to $\mathbf{e}_{b_{0: m}^{k}}$ ), for any $j, 1<j \leq b_{0: m}^{k}$, the probability that $\hat{\mathbf{c}}_{\mathbf{e}_{j}}=\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{\mathbf{e}_{j}}\right)\right)$ is identified and output by the HISR is given by

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}_{j}}=\left(\sum_{u=w\left(\mathbf{e}_{j}\right)}^{d_{b, \mathbf{e}_{j}}^{(\mathrm{H})}} p_{D_{\mathbf{e}_{j}}^{(\mathrm{H})}}(u)\right) \prod_{v=1}^{j-1}\left(1-\sum_{u=w\left(\mathbf{e}_{v}\right)}^{d_{b, \mathbf{\mathbf { e } _ { v }}}^{(\mathrm{H})}} p_{D_{\mathbf{e}_{v}}^{(\mathrm{H})}}(u)\right) . \tag{147}
\end{equation*}
$$

Particularly, $\mathrm{P}_{\mathbf{e}_{1}}=\sum_{u=w\left(\mathbf{e}_{1}\right)}^{d_{b, \mathbf{e}_{1}}^{(\mathrm{H})}} p_{D_{\mathbf{e}_{1}}^{(\mathrm{H})}}(u)$.
Generally, the overall decoding error probability of an original OSD can be upper bounded by [11]

$$
\begin{equation*}
\epsilon_{e} \leq \mathrm{P}_{\mathrm{list}}+\mathrm{P}_{\mathrm{ML}} \tag{148}
\end{equation*}
$$

where $\mathrm{P}_{\mathrm{ML}}$ is the error rate of maximum-likelihood decoding (MLD), and $\mathrm{P}_{\text {list }}$ is the probability that the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ (recall the definition of $\widetilde{\mathbf{e}}_{\mathrm{B}}$ in the proof of Lemma 3) is excluded in the list of TEPs of OSD, i.e., the probability that OSD does not eliminate the errors in MRB, which can be derived as $\mathrm{P}_{\text {list }}=1-\sum_{i=0}^{m} p_{E_{1}^{k}}(i)$. For an order- $m$ OSD employing the HISR with the threshold success probability
$\mathrm{P}_{t}^{\text {suc }}$, the error rate upper bounded as

$$
\begin{equation*}
\epsilon_{e}^{\mathrm{HISR}} \leq \mathrm{P}_{\mathrm{list}}+\mathrm{P}_{\mathrm{HISR}}+\mathrm{P}_{\mathrm{ML}} \tag{149}
\end{equation*}
$$

where $\mathrm{P}_{\text {HISR }}$ is the probability that the HISR outputs an incorrect codeword estimate, which introduces performance degradation in $\epsilon_{e}^{\mathrm{HISR}}$ compared to $\epsilon_{e}$. Considering the probabilities given by 146) and 147, $\mathrm{P}_{\text {HISR }}$ can be derived as

$$
\begin{equation*}
\mathrm{P}_{\mathrm{HISR}}=\sum_{j=1}^{b_{0: m}^{k}} \mathrm{P}_{\mathbf{e}_{j}}\left(1-\overline{\mathrm{P}}_{\mathbf{e}_{j}}^{\mathrm{suc}}\right) \tag{150}
\end{equation*}
$$

Then, if the second permutation $\pi_{2}$ is omitted, by substituting (150) into 149, we can finally obtain the error rate upper bound of an order- $m$ OSD applying the HISR, i.e.,

$$
\begin{align*}
\epsilon_{e}^{\mathrm{HISR}} & \leq 1-\sum_{j=1}^{m} p_{E_{1}^{k}}(j)+\sum_{j=1}^{b_{0: m}^{k}} \mathrm{P}_{\mathbf{e}_{j}}\left(1-\overline{\mathrm{P}}_{\mathbf{e}_{j}}^{\mathrm{suc}}\right)+\mathrm{P}_{\mathrm{ML}} \\
& =1-\left(1-\theta_{\mathrm{HISR}}\right) \sum_{j=0}^{m} p_{E_{1}^{k}}(j)+\mathrm{P}_{\mathrm{ML}} \tag{151}
\end{align*}
$$

where $\theta_{\text {HISR }}$ is defined as the error performance loss factor of the HISR, which is given by

$$
\begin{equation*}
\theta_{\mathrm{HISR}}=\frac{\sum_{j=1}^{b . m} \mathrm{P}_{\mathbf{e}_{j}}^{k}\left(1-\overline{\mathrm{P}}_{\mathbf{e}_{j}}^{\text {suc }}\right)}{\sum_{j=0}^{m} p_{E_{1}^{k}}(j)} \tag{152}
\end{equation*}
$$

It can be noticed that the performance loss rate $\theta_{\text {HISR }}$ is controlled by $\mathrm{P}_{t}^{\text {suc }}$ and the value of $\theta_{\text {HISR }}$ is bounded by

$$
\begin{equation*}
0 \leq \theta_{\mathrm{HISR}} \leq \frac{1-p_{E_{1}^{k}}(0)}{\sum_{j=0}^{m} p_{E_{1}^{k}}(j)} \tag{153}
\end{equation*}
$$

We elaborate on the impact of $\mathrm{P}_{t}^{\text {suc }}$ over the error rate as follows

- When $\mathrm{P}_{t}^{\text {suc }}$ goes to $1, \mathrm{P}_{\mathbf{e}_{j}}$ goes to 0 for any $j$, which implies that no TEP will satisfy the HISR. In this case, $\theta_{\text {HISR }}$ goes to 0 , and 151 tends to be the performance upper bound of the original OSD.
- When $\mathrm{P}_{t}^{\text {suc }}$ goes to $0, \mathrm{P}_{\mathbf{e}_{1}}=\sum_{u=w\left(\mathbf{e}_{1}\right)}^{d_{b, \mathbf{e}_{1}}^{(\mathrm{H})}} p_{D_{\mathbf{e}_{1}}^{(\mathrm{H})}}(u)$ goes to 1 as $d_{b, \mathbf{e}_{1}}^{(\mathrm{H})}$ tends to be as large as $n$, which implies that the decoder will only process the first TEP (i.e., 0 reprocessing). When $d_{b, \mathbf{e}_{1}}^{(\mathrm{H}}$ goes to $n, \overline{\mathrm{P}}_{\mathrm{e}_{1}}^{\text {suc }}$ given in 146 tends to be $\overline{\mathrm{P}}_{\mathbf{e}_{1}}^{\text {suc }}=\operatorname{Pe}\left(\mathbf{e}_{1}\right)=p_{E_{1}^{k}}(0)$. In this case, we can observe that $\theta_{\mathrm{HISR}}=\frac{1-p_{E_{1}^{k}}(0)}{\sum_{j=0}^{m} p_{E_{1}^{k}}^{(j)}}$ and $\epsilon_{e}^{\mathrm{HISR}}=1-$ $p_{E_{1}^{k}}(0)+\sum_{m+1}^{k} p_{E_{1}^{k}}(0)+\mathrm{P}_{\mathrm{ML}}$, which upper bounds the error rate of the 0 -reprocessing OSD.
We illustrate the performance loss factor $\theta_{\text {HISR }}$ with different values of $\mathrm{P}_{t}^{\text {suc }}$ in the order-1 decoding of $(64,30,14)$ eBCH code in Fig. 14 It is worth mentioning that even for small $\mathrm{P}_{t}^{\text {suc }}$ (e.g., 0.1 or 0.5 ), the loss $\theta_{\text {HISR }}$ tends to be decreased significantly as SNR increases. For $\mathrm{P}_{t}^{\text {suc }}=0.99$, it can be seen that only less than $0.1 \%$ of error correction probability is lost (recall that $1-\theta_{\text {HISR }}$ is the coefficient of $\sum_{j=0}^{m} p_{E_{1}^{k}}(j)$ in $\left.151 p\right)$.

Regarding the decoding complexity, given a specific re-


Fig. 14. The performance loss factor $\theta_{\text {HISR }}$ of decoding $(64,30,14) \mathrm{eBCH}$ code with an order-1 OSD applying the HISR.
processing sequence $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{b_{0: m}^{k}}\right\}$ and considering the probability given by (147), the average number of re-encoded TEPs, denoted by $N_{a}$, can be derived as

$$
\begin{equation*}
N_{a}=\sum_{j=1}^{b_{0: m}^{k}} j \cdot \mathrm{P}_{\mathbf{e}_{j}}+b_{0: m}^{k}\left(1-\sum_{j=1}^{b_{0: m}^{k}} \mathrm{P}_{\mathbf{e}_{j}}\right) \tag{154}
\end{equation*}
$$

It can be seen that when $\mathrm{P}_{t}^{\text {suc }}$ goes to $1, N_{a}$ goes to $b_{0: m}^{k}$, which is the number of TEPs required in the original OSD. In contrast, when $\mathrm{P}_{t}^{\mathrm{suc}}$ goes to $0, N_{a}$ goes to 1 as $\mathrm{P}_{\mathrm{e}_{1}}$ goes to 1 , which indicates that only one TEP is re-encoded.

Compared to the conventional approaches of maximumlikelihood decoding or OSD decoding, the HISR finds the decoding output by calculating the Hamming distance rather than comparing the WHD for every re-encoding products. Furthermore, the HISR can find the promising decoding result during the reprocessing and terminate the decoding without traversing all the TEP. This reduces the decoding complexity. Note that $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{b_{0: m}^{k}}\right\}$ is non-exchangeable in 151$\}$ and (154) as different reprocessing sequences may result in different decoding complexity and loss rate. According to (151) and 154, the best sequence solution should be always prioritizing TEP $\mathbf{e}_{j}, 1 \leq j \leq b_{0: m}^{k}$, with higher $\sum_{u=w\left(\mathbf{e}_{j}\right)}^{d_{b, e_{j}}^{(\mathrm{H})}} p_{d_{\mathbf{e}_{j}}^{(\mathrm{H})}}(u)$.

We consider the implementation of an order-1 OSD algorithm applying the HISR. The decoding error performance and the average number of TEPs is compared with different threshold $\mathrm{P}_{t}^{\text {suc }}$ settings in decoding $(64,30,14)$ eBCH code, as depicted in Fig. 15(a) and Fig. 15(b), respectively. As can be seen, HISR can be an effective stopping condition to reduce complexity, even if it is calculated based on the Hamming distance. In particular, with a high $\mathrm{P}_{t}^{\text {suc }}$ (e.g., 0.99), the average number of TEPs $N_{a}$ is also significantly reduced at high SNRs. At the same time, the error performance is almost identical to the original OSD. It needs to be noted that the approximation in (145) introduces the discrepancies between (154) and the simulations in Fig. 15(b) As explained in 144, the approximation may lose tightness particularly for medium $\mathrm{P}_{t}^{\mathrm{suc}}$.


Fig. 15. Decoding $(64,30,14)$ eBCH code with an order-1 OSD applying the HISR.
2) Hard Group Stopping Rule: Although the HISR can accurately evaluate the successful probabilities of TEPs, $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ needs to be determined for each TEP individually and the reprocessing TEP sequence should also be carefully considered. We further propose a hard group stopping rule (HGSR) based on Theorem 2 and Corollary 3 as an alternative efficient implementation. Given the a prior information $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}=\widetilde{\boldsymbol{\alpha}}$, we can simplify 136 in Corollary 3 as

$$
\begin{align*}
\mathrm{P}_{i}^{\mathrm{suc}}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) & =1-\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) \\
& \cdot \frac{\sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v \mid \widetilde{\boldsymbol{\alpha}}) p_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}\left(d_{i}^{(\mathrm{H})}-i, b_{0: i}^{k} \mid i^{(>)}, v, \widetilde{\boldsymbol{\alpha}}\right)}{p_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}, \tag{155}
\end{align*}
$$

where $p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})$ and $p_{E_{k+1}^{n}}(v \mid \widetilde{\boldsymbol{\alpha}})$ are derived from $p_{E_{a}^{b}}(v \mid \widetilde{\boldsymbol{\alpha}})$ in 140. In 155, $p_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}\left(j-i, b_{0: i}^{k} \mid i^{(>)}, v, \widetilde{\boldsymbol{\alpha}}\right)$ and
$p_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ are the conditional pmfs obtained by replacing all $p_{E_{a}^{b}}(j)$ with $p_{E_{a}^{b}}(j \mid \widetilde{\boldsymbol{\alpha}})$ inside $p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(j-i, b_{0: i}^{k} \mid i^{(>)}, v\right)$ and $p_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H})}\right)$, respectively, where $p_{D_{i}^{(\mathrm{H})}}(d)$ is given by 55 and $p_{\widetilde{W}_{\mathbf{c p}_{\mathrm{P}}}}\left(j-i, b_{0: i}^{k} \mid i^{(>)}, v\right)$ is given by 57 . Despite the complicated form of 155), in Section VII-A we further show that it can be implemented with $O\left(n^{2}\right)$ FLOPs if $C(n, k)$ has the binomial-like weight spectrum.

Therefore, we can calculate the hard success probability $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ according to 155 for the entire reprocessing stage, rather than calculating $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ for each TEP $\mathbf{e}$ individually as in the HISR. All TEPs in the first $i$ phases of reprocessing can be regarded as a group and $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is calculated after each reprocessing. If $P_{i}^{\text {suc }}\left(d_{i}^{(H)} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is larger than a determined parameter, the decoder can be terminated. This approach is referred to as the HGSR.

The HGSR is described as follows. Given a predetermined threshold success probability $\mathrm{P}_{t}^{\text {suc }} \in[0,1]$, after the $i$ reprocessing ( $0 \leq i \leq m$ ) of an order- $m$ OSD, if the minimum Hamming distance $\overline{d_{i}^{(H)}}$ satisfies the following condition

$$
\begin{equation*}
\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }} \tag{156}
\end{equation*}
$$

the decoding is terminated and the codeword estimate found best so far, $\hat{\mathbf{c}}_{i}=\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}_{i}}\right)\right)$, is claimed as the decoding output. If $\hat{\mathbf{c}}_{i}$ is output, the probability that the errors in MRB are eliminated is lower bounded by $\mathrm{P}_{t}^{\text {suc }}$ according to 156 .

Next, we consider an order- $m$ ( $m \geq 1$ ) OSD decoding employing the HGSR with a given threshold success probability $\mathrm{P}_{t}^{\text {suc }}$, and derive an upper bound on the error rate $\epsilon_{e}^{\mathrm{HGSR}}$ in a similar approach as described in Section VI-B1. For the sake of brevity, we omit some details of the derivations in the analysis that follows in this section.

For the $i$-reprocessing $(0 \leq i \leq m)$, there exists a maximum $d_{i}^{(\mathrm{H})}$, referred to as $d_{\max , i}^{(\mathrm{H})}$, satisfying $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}$, i.e., $d_{\max , i}^{(\mathrm{H})}=\max \left\{d_{i}^{(\mathrm{H})} \mid \mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\}$. We define $d_{b, i}$ as the mean of $d_{\max , i}^{(\mathrm{H})}$, which can be derived as

$$
\begin{equation*}
d_{b, i}^{(\mathrm{H})} \approx \max \left\{d_{i}^{(\mathrm{H})} \mid \mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\} \tag{157}
\end{equation*}
$$

where the approximation takes the same approach as 145. Then, the probability that $\widetilde{\mathbf{c}}_{i}(1 \leq i \leq m)$ satisfies the HGSR can be derived as

$$
\begin{equation*}
\mathrm{P}_{i}=\left(\sum_{u=0}^{d_{b, i}^{(\mathrm{H})}} p_{D_{i}^{(\mathrm{H})}}(u)\right) \prod_{v=0}^{i-1}\left(1-\sum_{u=0}^{d_{b, v}^{(\mathrm{H})}} p_{D_{v}^{(\mathrm{H})}}(u)\right) \tag{158}
\end{equation*}
$$

Particularly, $\mathrm{P}_{0}=\sum_{u=0}^{d_{b, 0}^{(\mathrm{H})}} p_{D_{\mathrm{h}}^{(\mathrm{H})}}(u)$. Let $\overline{\mathrm{P}}_{i}^{\text {suc }}$ denote the mean of the hard success probability of $i$-reprocessing conditioning on $D_{i}^{(\mathrm{H})} \leq d_{b, i}^{(\mathrm{H})}$, i.e., $\overline{\mathrm{P}}_{i}^{\text {suc }}=\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \mid D_{i}^{(\mathrm{H})} \leq d_{b, i}^{(\mathrm{H})}\right)$, then $\overline{\mathrm{P}}_{i}^{\text {suc }}$ can be derived as

$$
\begin{equation*}
\overline{\mathrm{P}}_{i}^{\mathrm{suc}}=\frac{\sum_{u=0}^{d_{b, i}^{(\mathrm{H})}} \mathrm{P}_{i}^{\mathrm{suc}}(u) p_{D_{i}^{(\mathrm{H})}}(u)}{\sum_{u=0}^{d_{b, i}^{(\mathrm{H})}} p_{D_{i}^{(\mathrm{H})}}(u)} \tag{159}
\end{equation*}
$$

Next, let us define $\mathrm{P}_{\text {HGSR }}$ as the probability that the HGSR outputs an incorrect codeword estimate. Similar to obtaining


Fig. 16. The performance loss rate $\theta_{\mathrm{HGSR}}$ of decoding $(64,30,14) \mathrm{eBCH}$ code with an order-2 OSD applying the HGSR.

151, the error rate $\epsilon_{e}^{\mathrm{HGSR}}$ of an order- $m$ OSD applying the HGSR is upper bounded as

$$
\begin{align*}
\epsilon_{e}^{\mathrm{HGSR}} & \leq \mathrm{P}_{\mathrm{list}}+\mathrm{P}_{\mathrm{HGSR}}+\mathrm{P}_{\mathrm{ML}} \\
& =1-\sum_{j=1}^{m} p_{E_{1}^{k}}(j)+\sum_{j=0}^{i} \mathrm{P}_{j}\left(1-\overline{\mathrm{P}}_{j}^{\mathrm{suc}}\right)+\mathrm{P}_{\mathrm{ML}} \\
& =1-\left(1-\theta_{\mathrm{HGSR}}\right) \sum_{j=0}^{m} p_{E_{1}^{k}}(j)+\mathrm{P}_{\mathrm{ML}} \tag{160}
\end{align*}
$$

where $\theta_{\text {HGSR }}$ is the error performance loss rate given by

$$
\begin{equation*}
\theta_{\mathrm{HGSR}}=\frac{\sum_{j=0}^{i} \mathrm{P}_{j}\left(1-\overline{\mathrm{P}}_{j}^{\mathrm{suc}}\right)}{\sum_{j=0}^{m} p_{E_{1}^{k}}(j)} \tag{161}
\end{equation*}
$$

Similar to the HISR, when $\mathrm{P}_{t}^{\text {suc }}$ goes to 1,160 tends to be the performance upper bound of the original OSD, i.e., $\epsilon_{e}^{\mathrm{HGSR}} \leq 1-\sum_{j=0}^{m} p_{E_{1}^{k}}(j)+\mathrm{P}_{\mathrm{ML}}$. In contrast, when $\mathrm{P}_{t}^{\text {suc }}$ goes to 0,160 goes to $\epsilon_{e}^{\mathrm{HGSR}}=\frac{1-p_{E_{1}^{k}}(0)}{\sum_{j=0}^{m} p_{E_{1}^{k}}^{(j)}}$, indicating that the OSD only performs the 0 -reprocessing. We illustrate the performance loss $\theta_{\mathrm{HGSR}}$ with different values of $\mathrm{P}_{t}^{\text {suc }}$ in decoding a $(64,30.14)$ eBCH code with an order-2 OSD applying the HGSR, as depicted in Fig. 16

Considering the probability $\overline{\mathrm{P}}_{i}^{\text {suc }}$ given by 158 , the average number of TEPs $N_{a}$ can be derived as

$$
\begin{equation*}
N_{a}=b_{0: m}^{k}\left(1-\sum_{j=0}^{m} \mathrm{P}_{i}\right)+\sum_{j=0}^{m} b_{0: j}^{k} \cdot \mathrm{P}_{j} \tag{162}
\end{equation*}
$$

We consider the implementation of an order-2 OSD algorithm applying the HGSR. The decoding error performance and the average number of TEPs is compared in decoding $(64,30,14)$ eBCH code, as depicted in Fig. 17(a) and Fig. 17(b), respectively. From the simulation, it can be seen that HGSR is also effective in reducing complexity. Compared to the HISR, HGSR does not need to consider the sequence order of TEPs, and it only calculates the hard success probability


Fig. 17. Decoding $(64,30,14)$ eBCH code with an order-2 OSD applying the HGSR.
after each round of reprocessing, thus is more suitable for high-order OSD implementations.

## C. Discarding Rules

Although OSD looks for the best codeword by finding the minimum WHD, if a codeword estimate $\hat{\mathbf{c}}_{\mathrm{e}}$ could provide a better estimation, its Hamming distance $d_{\mathrm{e}}^{(\mathrm{H})}$ from $\mathbf{y}$ should be less than or around the minimum Hamming weight $d_{\mathrm{H}}$ of the code. According to [2, Theorem 10.1], if and only if $d_{\mathrm{e}}^{(\mathrm{H})} \leq d_{\mathrm{H}}$, the correct codeword estimate is possible to be located in the region $\mathcal{R} \triangleq\left\{\hat{\mathbf{c}}_{\mathbf{e}^{\prime}} \in \mathcal{C}(n, k): d^{(\mathrm{H})}\left(\hat{\mathbf{c}}_{\mathbf{e}^{\prime}}, \hat{\mathbf{c}}_{\mathbf{e}}\right) \leq\right.$ $\left.d_{\mathrm{H}}\right\}$ [2. Corollary 10.1.1]. In other words, if $d_{\mathrm{e}}^{(\mathrm{H})} \leq d_{\mathrm{H}}$, the codeword estimate $\hat{\mathbf{c}}_{\mathbf{e}}$ is likely to be the correct estimate. In this section, we introduce a DR to discard unpromising TEP by evaluating the probability of producing a valid codeword estimate based on the Hamming distance, which is referred to as Hard Discarding Rule (HDR).

In the decoding of one received signal sequence with the OSD algorithm, if the samples of ordered reliabilities sequence
$[\widetilde{A}]_{1}^{n}$ are given by $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$ and the minimum Hamming weight of $\mathcal{C}(n, k)$ is given by $d_{\mathrm{H}}$, for the re-encoding of an arbitrary TEP e, the probability that $D_{\mathrm{e}}^{(\mathrm{H})}$ is less than or equal to $d_{\mathrm{H}}$ is given by

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)=\sum_{j=0}^{d_{\mathrm{H}}} p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j \mid \widetilde{\boldsymbol{\alpha}}) \tag{163}
\end{equation*}
$$

which is referred to as the hard promising probability. In (163), $p_{D_{\mathrm{e}}^{(\mathrm{H})}}(j \mid \widetilde{\boldsymbol{\alpha}})$ is given by 130 , but in which $\operatorname{Pe}(\mathbf{e})$ is replaced by $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$, and $p_{E_{1}^{k}}(\jmath)$ and $p_{E_{k+1}^{n}}^{n}(j)$ are replaced with $p_{E_{1}^{k}}(j \mid \widetilde{\boldsymbol{\alpha}})$ and $p_{E_{k+1}^{n}}(j \mid \widetilde{\boldsymbol{\alpha}})$, respectively.

The HDR is described as follows. Given a threshold of the promising probability $\mathrm{P}_{t}^{\text {pro }} \in[0,1]$ and the minimum Hamming weight $d_{\mathrm{H}}$, if the hard promising probability of $\mathbf{e}$ satisfies the following condition

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right) \leq \mathrm{P}_{t}^{\mathrm{pro}} \tag{164}
\end{equation*}
$$

the TEP e is discarded without reprocessing.
We further define $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}}\right)$ as

$$
\begin{equation*}
\mathrm{P}_{\mathrm{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}}\right)=\sum_{j=0}^{d_{\mathrm{H}}} p_{D_{\mathrm{e}}^{(\mathrm{H})}}(j) \tag{165}
\end{equation*}
$$

where $p_{D_{\mathbf{e}}^{(\mathrm{HH})}}(j)$ is given by 130 . It can be seen that $\mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}}\right)$ is the mean of $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ with respect to $\widetilde{\boldsymbol{\alpha}}$, i.e., $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}}\right)=$ $\mathbb{E}\left[\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right]$.

For a linear block code $\mathcal{C}(n, k)$ with truncated binomial weight spectrum as described in 65], it is unnecessary for the decoder to check the HDR for each TEP. For the hard promising probability defined by 163 , we have the following property.

Proposition 1. In the decoding of $\mathcal{C}(n, k)$ with truncated binomially distributed weight spectrum, for an arbitrary TEP $\mathbf{e}$ with the Hamming weight $w(\mathbf{e}), \mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is a monotonically increasing function of $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$.

## Proof: The proof is provided in Appendix H

Note that it is also easy to prove that the monotonicity given in Proposition 1 also holds for $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}}\right)$. We omit the proof for brevity. Section VIII-A will show that 163 can be computed with complexity $O(n)$ FLOPs when $\mathcal{C}(n, k)$ has a binomiallike weight spectrum.

Next, we consider the decoding performance and complexity of HDR. In order to find the decoding performance of HDR, the TEP e which first satisfies the HDR check in the $i$-reprocessing needs to be determined. Assume that the decoder reprocesses TEPs with a specific sequence $\left\{\mathbf{e}_{i, 1}, \mathbf{e}_{i, 2}, \ldots, \mathbf{e}_{i,\binom{k}{i}}\right\}$. Given the threshold promising probability $\mathrm{P}_{t}^{\text {pro }}$, there exists a non-negative integer $\beta_{i}^{\mathrm{HDR}}$, such that

$$
\begin{equation*}
\beta_{i}^{\mathrm{HDR}}=\sum_{j=1}^{\binom{k}{i}} \mathbf{1}_{\left[\mathrm{P}_{t}^{\text {pro }},+\infty\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right) \tag{166}
\end{equation*}
$$

where $\beta_{i}^{\mathrm{HDR}}$ in fact represents the number of TEPs re-encoded in the $i$-reprocessing conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$. Then, the
mean of $\beta_{i}^{\mathrm{HDR}}$ can be represented as

$$
\begin{equation*}
\mathbb{E}\left[\beta_{i}^{\mathrm{HDR}}\right]=\underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty}}_{n} \beta_{i}^{\mathrm{HDR}} f_{[\widetilde{A}]_{1}^{n}}\left(\widetilde{\alpha}_{1}, \widetilde{\alpha}_{2}, \ldots, \widetilde{\alpha}_{n}\right) \prod_{u=1}^{n} d \widetilde{\alpha}_{u} \tag{167}
\end{equation*}
$$

where $f_{[\widetilde{A}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the joint distribution of random variables $[\widetilde{A}]_{1}^{n}$, which can be derived as 27]

$$
\begin{equation*}
f_{[\widetilde{A}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n!\prod_{u=1}^{n} f_{A}\left(x_{u}\right) \prod_{u=2}^{n} \mathbf{1}_{\left[0, x_{u-1}\right]}\left(x_{u}\right) \tag{168}
\end{equation*}
$$

Similar to the approximation in (145, by considering $\mathbb{E}\left[\mathrm{P}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right]=\mathrm{P}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}}\right)$ with respect to $\widetilde{\boldsymbol{\alpha}}, \mathbb{E}\left[\beta_{i}^{\mathrm{HDR}}\right]$ can be approximated by

$$
\begin{equation*}
\mathbb{E}\left[\beta_{i}^{\mathrm{HDR}}\right] \approx \sum_{j=1}^{\binom{k}{i}} \mathbf{1}_{\left[\mathrm{P}_{t}^{\mathrm{pro}},+\infty\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\mathrm{pro}}\left(d_{\mathrm{H}}\right) \tag{169}
\end{equation*}
$$

Therefore, the average number of re-encoded TEP $N_{a}$ can be easily derived as

$$
\begin{equation*}
N_{a}=\sum_{i=0}^{m} \mathbb{E}\left[\beta_{i}^{\mathrm{HDR}}\right] \tag{170}
\end{equation*}
$$

In the $i$-reprocessing with the HDR, the probability that the MRB errors $\widetilde{\mathbf{e}}_{\mathrm{B}}$ are eliminated can be lower bounded by 171. on the top of the next page.

Therefore, the decoding error performance is upper bounded by

$$
\begin{align*}
\epsilon_{e}^{\mathrm{HDR}} & \leq\left(1-\sum_{i=0}^{m} \mathrm{P}_{\text {found }}(i)\right)+\mathrm{P}_{\mathrm{ML}}  \tag{172}\\
& \leq 1-\sum_{i=0}^{m}\left(p_{E_{1}^{k}}(i)-\eta_{\mathrm{HDR}}(i)\right)+\mathrm{P}_{\mathrm{ML}}
\end{align*}
$$

where $\eta_{\mathrm{HDR}}(i)$ is the degradation factor of $i$-reprocessing given by

$$
\begin{align*}
\eta_{\mathrm{HDR}}(i) & =\underbrace{\int_{0}^{\infty} \cdots}_{n}\left(\sum_{j=1}^{\binom{k}{i}}\left(\mathbf{1}_{\left[0, \mathrm{P}_{t}^{\mathrm{pro}}\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) \operatorname{Pe}\left(\mathbf{e}_{i, j} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) \\
& \cdot f_{[\widetilde{A}]_{1}^{n}}\left(\widetilde{\alpha}_{1}, \widetilde{\alpha}_{2}, \ldots, \widetilde{\alpha}_{n}\right) \prod_{u=1}^{n} d x_{u} . \tag{173}
\end{align*}
$$

If $\mathrm{P}_{t}^{\text {pro }}=1$, because $\mathbf{1}_{\left[0, \mathrm{P}_{t}^{\text {pro }}\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)=1$ for $1 \leq j \leq$ $\binom{k}{i}$, it can be noticed that $\eta_{\mathrm{HDR}}(i)=\sum_{j=1}^{\binom{k}{i}} \operatorname{Pe}\left(\mathbf{e}_{i, j}\right)=$ $p_{E_{1}^{k}}(i)$, which indicates the worst error rate performance and $\epsilon_{e}^{\mathrm{HDR}} \leq 1+\mathrm{P}_{\mathrm{ML}}$. Furthermore, $\eta_{\mathrm{HDR}}(i)$ decreases as $\mathrm{P}_{t}^{\text {pro }}$ decreases. This is because the smaller $\mathrm{P}_{t}^{\text {pro }}$, the smaller $\sum_{j=1}^{\binom{k}{i}} \mathbf{1}_{\left[0, \mathrm{P}_{t}^{\text {pro }}\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$. In particular, if $\mathrm{P}_{t}^{\text {pro }}=0$, $\mathbf{1}_{\left[0, \mathrm{P}_{t}^{\text {pro }}\right]} \mathrm{P}_{\mathrm{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)=0$ for $1 \leq j \leq\binom{ k}{i}$ and $\eta_{\mathrm{HDR}}(i)=0$, indicating the error rate performance is the same as the original OSD , i.e., $\epsilon_{e}^{\mathrm{HDR}} \leq 1-\sum_{i=0}^{m} p_{E_{1}^{k}}(i)+\mathrm{P}_{\mathrm{ML}}$.

If the weight spectrum of $\mathcal{C}(n, k)$ is binomial as described by 65), the monotonicity described in Proposition 1 holds.

Thus, in 173 , for each $\operatorname{Pe}\left(\mathbf{e}_{i, j} \mid \widetilde{\boldsymbol{\alpha}}\right)$ satisfying $\mathrm{P}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right) \leq$ $\mathrm{P}_{t}^{\text {pro }}$, we can find the following inequity by referring to the definition of the HDR

$$
\begin{equation*}
\left\{\mathrm{P}_{\mathbf{e}_{i, j}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right) \leq \mathrm{P}_{t}^{\mathrm{pro}}\right\} \equiv\left\{\operatorname{Pe}\left(\mathbf{e}_{i, j} \mid \widetilde{\boldsymbol{\alpha}}\right) \leq \mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right\} \tag{174}
\end{equation*}
$$

where $\mathrm{P}_{\mathbf{e}}^{\text {pro, }-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is the inverse function of $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ with respect to $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$. The equivalence naturally holds because of Proposition 1. Thus, for $\mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq 0$, the degradation factor $\eta_{\mathrm{HDR}}(i)$ can be scaled by

$$
\begin{align*}
\eta_{\mathrm{HDR}}(i) \leq & \underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty} \beta_{i}^{\mathrm{HDR}} \cdot \mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right)}_{n} \\
& \cdot f_{\left[\widetilde{A}_{1}^{n}\right.}\left(\widetilde{\alpha}_{1}, \widetilde{\alpha}_{2}, \ldots, \widetilde{\alpha}_{n}\right) \prod_{u=1}^{n} d x_{u}  \tag{175}\\
& \stackrel{(a)}{\leq}\binom{k}{i} \mathbb{E}\left[\mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right] \\
= & \binom{k}{i} \mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}}\right)
\end{align*}
$$

where step (a) follows from $\beta_{i}^{\mathrm{HDR}} \leq\binom{ k}{i}$ as shown by 166. Particularly when $\mathrm{P}_{\mathbf{e}}^{\text {pro, }-1}\left(\mathrm{P}_{t}^{\mathrm{pro}} \mid \widetilde{\boldsymbol{\alpha}}\right)<0, \beta_{i}^{\mathrm{HDR}}=0$ and $\eta_{\mathrm{HDR}}(i)=0 . \mathrm{P}_{\mathbf{e}}^{\text {pro, }-1}\left(\mathrm{P}_{t}^{\mathrm{pro}}\right)$ is the inverse function of $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}}\right)$ with respect to $\mathrm{Pe}(\mathbf{e})$, which is derived as

$$
\begin{equation*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{pro},-1}\left(\mathrm{P}_{t}^{\mathrm{pro}}\right)=\frac{\mathrm{P}_{t}^{\mathrm{pro}}-\sum_{j=i}^{d_{\mathrm{H}}} p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j-i \mid i)}{\sum_{j=i}^{d_{\mathrm{H}}}\left(p_{E_{k+1}^{n}}(j-i)-p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j-i \mid i)\right)} \tag{176}
\end{equation*}
$$

where $p_{E_{k+1}^{n}}^{n}(j)$ is given by 12 and $p_{W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid i)$ is given by 132.

We consider an order-1 OSD algorithm applying HDR in decoding a $(64,30,14)$ eBCH code. According to 175$)$ and (176), the threshold promising probability is set to $\mathrm{P}_{t}^{\text {pro }}=$ $\frac{\lambda}{\binom{k}{i}} p_{E_{1}^{k}}(i)+\sum_{j=i}^{d_{\mathrm{H}}} p_{W_{\mathrm{e}, \mathbf{c}_{\mathrm{P}}}}(j-i \mid i)$ in the $i$ reprocessing to adapt to the channel conditions, where $\lambda$ is a non-negative real parameter. The comparisons of error performance and average number of TEPs $N_{a}$ are depicted in Fig 18(a) and Fig 18(b) respectively. The performance degradation $\eta_{\mathrm{HDR}}$ with different $\lambda$ is also illustrated in Fig. 19 As can be seen, the trade-off between error performance and decoding complexity can be maintained by changing $\lambda$. The decoding complexity decreases and the frame error rate suffers more degradation when $\lambda$ increases, and vice versa. Compared with the HISR or HGSR, HDR has better error performance at low SNRs but worse error performance at high SNRs with the same level of $N_{a}$, which implies that one can combine HDR as a DR and HISR or HGSR as SRs to reduce the decoding complexity in both low and high SNR scenarios.

## VII. Soft-decision Decoding Techniques Based on WHD Distribution

## A. Soft Success Probability of codeword estimate

Based on the WHD distribution we derived in Section $V$. we can also propose different SRs and DRs for improving

$$
\begin{align*}
\mathrm{P}_{\text {found }}(i) & =\underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty}}_{n}\left(p_{E_{1}^{k}}(i \mid \widetilde{\boldsymbol{\alpha}})-\sum_{j=1}^{\binom{k}{i}}\left(\mathbf{1}_{\left[0,,_{t}^{\text {pro }}\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) \operatorname{Pe}\left(\mathbf{e}_{i, j} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) f_{[\widetilde{A}]_{1}^{n}}\left(\widetilde{\alpha}_{1}, \widetilde{\alpha}_{2}, \ldots, \widetilde{\alpha}_{n}\right) \prod_{u=1}^{n} d x_{u} \\
& =p_{E_{1}^{k}}(i)-\underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty}}_{n}\left(\sum_{j=1}^{\binom{k}{i}}\left(\mathbf{1}_{\left[0, \mathrm{P}_{t}^{\mathrm{pro}}\right]} \mathrm{P}_{\mathbf{e}_{i, j}}^{\operatorname{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) \operatorname{Pe}\left(\mathbf{e}_{i, j} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) f_{[\widetilde{A}]_{1}^{n}}\left(\widetilde{\alpha}_{1}, \widetilde{\alpha}_{2}, \ldots, \widetilde{\alpha}_{n}\right) \prod_{u=1}^{n} d x_{u} . \tag{171}
\end{align*}
$$


(a) Frame error rate

(b) Average number of TEPs

Fig. 18. Decoding $(64,30,14)$ eBCH code with an order-1 OSD applying the HDR.
the decoding efficiency of OSD. Different from the harddecision decoding techniques proposed in Section VI , the softdecision decoding techniques can make better use of the $a$ priori information.

We first investigate the distribution of WHD $D_{\mathrm{e}}^{(\mathrm{W})}$ between $\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e}\right] \mathbf{G}$ and $\widetilde{\mathbf{y}}$. For a specific TEP $\mathbf{e}=[e]_{1}^{k}$, let $\mathbf{t}_{\mathbf{e}}^{\mathrm{B}}=$ $\left[t^{\mathrm{B}}\right]_{1}^{w(\mathbf{e})}$ represent the positions indices of nonzero elements of $\mathbf{e}$. Also, following in the same definition of $\mathbf{t}_{h}^{\mathrm{P}}$ in Section


Fig. 19. The performance degradation factor $\eta_{\text {HGSR }}$ of decoding $(64,30,14)$ eBCH code with an order-1 OSD applying HDR.
V. let us consider an index vector $\mathbf{t}_{\mathbf{e}}^{h}$ defined as $\mathbf{t}_{\mathbf{e}}^{h}=\left[\begin{array}{ll}\mathbf{t}_{\mathbf{e}}^{\mathrm{B}} & \mathbf{t}_{h}^{\mathrm{P}}\end{array}\right]$ with the length $w(\mathbf{e})+h$, where $\mathbf{t}_{h}^{\mathrm{P}}=\left[t^{\mathrm{P}}\right]_{1}^{h}$. Based on the Lemma 7 and Lemma 8, we derive the distribution of $D_{\mathbf{e}}^{(\mathrm{W})}$ for a specific $\mathbf{e}=[e]_{1}^{k}$ in the following Corollary.

Corollary 4. Given a linear block code $\mathcal{C}(n, k)$ with its respective $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ and a specific TEP $\mathbf{e}=[e]_{1}^{k}$, the pdf of the weighted Hamming distance between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{\mathbf{e}}$, denoted by $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right)$, is given by

$$
\begin{align*}
f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right) & =\sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right) f_{\widetilde{A}_{\mathbf{t}_{\mathbf{e}}}}(x) \\
& +(1-\operatorname{Pe}(\mathbf{e})) \sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pc}\left(\mathbf{t}_{\mathbf{e}}^{h}\right) f_{\widetilde{A}_{\mathbf{t}_{\mathbf{e}}^{h}}}(x), \tag{177}
\end{align*}
$$

where

$$
\operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right)=\underbrace{\int_{0}^{\infty} \cdots}_{n-h-w(\mathbf{e})} \underbrace{\int_{-\infty}^{0} \cdots}_{h+w(\mathbf{e})}\left(n!\prod_{v=1}^{n} f_{R}\left(x_{v}\right) \prod_{v=2}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right)\right)
$$

$$
\begin{equation*}
\prod_{\substack{1 \leq v \leq n \\ v \in \mathbf{t}_{\mathbf{e}}^{h}}} d x_{v} \prod_{\substack{1 \leq v \leq n \\ v \notin \mathbf{t}_{\mathbf{e}}^{h}}} d x_{v} \tag{178}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pc}\left(\mathbf{t}_{\mathbf{e}}^{h}\right)=\sum_{\mathbf{x} \in\{0,1\}^{n-k}} \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right) \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right) \tag{179}
\end{equation*}
$$

where x is a length- $(n-k)$ binary vectors. The probability $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)$ is given by
$\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)=\sum_{\substack{q=1 \\ \mathbf{x} \in\{0,1\}^{k} \\ w(\mathbf{e} \oplus \mathbf{x})=q}} \sum_{\substack{w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right)}} \frac{\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)}{\left(\mathbf{c}_{\mathrm{P}}\right.}{ }^{n-k}\left(w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x}\right), q\right)$.
where $\mathbf{x}$ is a length- $k$ binary vector satisfying $w(\mathbf{e} \oplus \mathbf{x})=q$, and $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)$ is given by 89 . The probability $\mathrm{Pe}(\mathbf{e})$ is given by $\left(131\right.$ and $f_{\tilde{A}_{\mathbf{t}_{\mathbf{e}}^{h}}}(x)$ is the pdf of $\widetilde{A}_{\mathbf{t}_{\mathbf{e}}^{h}}=\sum_{v=1}^{w(\mathbf{e})} \widetilde{A}_{t_{v}^{\mathrm{B}}}+$ $\sum_{v=1}^{h} \widetilde{A}_{t}{ }_{v}^{\mathrm{P}}$.

Proof: The proof is provided in Appendix I
Note that Corollary 4 is slightly different from a simple combination of Lemma 7 and 8 , because Corollary 4 assumes that the TEP $\mathbf{e}=[e]_{1}^{k}$ is known. However, Lemma 7 and 8 assume that $\mathbf{e}$ is unknown to the decoder. Henceforth, we use $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right\}$ to represent the condition that the MRB errors are eliminated by a TEP $\mathbf{e}$ and $\mathbf{e}$ is known as $\mathbf{e}=[e]_{1}^{k}$. By using a similar approach as in Section V-C, we approximate the distribution $f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right)$ of $D_{\mathbf{e}}^{(\mathrm{W})}$ as a mixture of Gaussian distributions, i.e.

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right) \\
& =\operatorname{Pe}(\mathbf{e}) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right) \\
& +(1-\operatorname{Pe}(\mathbf{e})) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}\right) \\
& \approx \frac{\operatorname{Pe}(\mathbf{e})}{\sqrt{2 \pi \sigma_{D_{\mathbf{e}}^{(\mathrm{w})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right]\right)^{2}}{2 \sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}}^{2}}\right) \\
& +\frac{1-\operatorname{Pe}(\mathbf{e})}{\sqrt{2 \pi \sigma_{D_{\mathrm{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}}^{2}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}\right]\right)^{2}}{2 \sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}}}\right), \tag{181}
\end{align*}
$$

where $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right]$ and $\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}}^{2}$ are respectively given by

$$
\begin{equation*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right]=\sum_{u=1}^{w(\mathbf{e})} \sqrt{\widetilde{\mathbf{E}}_{t_{u}^{\mathrm{B}}, t_{u}^{\mathrm{B}}}}+\sum_{u=k+1}^{n} \operatorname{Pe}(u) \sqrt{\widetilde{\mathbf{E}}_{u, u}} \tag{182}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}}^{2} & =2 \sum_{u=1}^{w(\mathbf{e})} \sum_{v=k+1}^{n} \operatorname{Pe}(v)[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{t_{u}^{\mathrm{B}}, v} \\
& +\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}(u, v)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v}  \tag{183}\\
& +\sum_{u=1}^{w(\mathbf{e})} \sum_{v=1}^{w(\mathbf{e})}[\widetilde{\mathbf{E}}+\widetilde{\boldsymbol{\Sigma}}]_{t_{u}^{\mathrm{B}}, t_{v}^{\mathrm{B}}} \\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right]\right)^{2} .
\end{align*}
$$

Then $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}\right]$ and $\sigma_{D_{\mathbf{e}}^{(\mathrm{w})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}$ are respectively given by

$$
\begin{align*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}\right] & =\sum_{u=1}^{w(\mathbf{e})} \sqrt{\widetilde{\mathbf{E}}_{t_{u}^{\mathrm{B}}, t_{u}^{\mathrm{B}}}}  \tag{184}\\
& \left.+\sum_{u=k+1}^{n} \operatorname{Pc}_{\mathbf{e}}\left(u \mid \mathbf{e}=[e]_{1}^{k}\right]\right) \sqrt{\widetilde{\mathbf{E}}_{u, u}},
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}}^{2} & \left.=2 \sum_{u=1}^{w(\mathbf{e})} \sum_{v=k+1}^{n} \mathrm{Pc}_{\mathbf{e}}\left(v \mid \mathbf{e}=[e]_{1}^{k}\right]\right)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{t_{u}^{\mathrm{B}}, v} \\
& \left.+\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \mathrm{Pc}_{\mathbf{e}}\left(u, v \mid \mathbf{e}=[e]_{1}^{k}\right]\right)[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{u, v} \\
& +\sum_{u=1}^{w(\mathbf{e})} \sum_{v=1}^{w(\mathbf{e})}[\widetilde{\mathbf{E}}+\widetilde{\mathbf{\Sigma}}]_{t_{u}^{\mathrm{B}}, t_{v}^{\mathrm{B}}}  \tag{185}\\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}\right]\right)^{2}
\end{align*}
$$

where $\left.\operatorname{Pc}_{\mathbf{e}}\left(u \mid \mathbf{e}=[e]_{1}^{k}\right]\right)$ is the probability of $\widetilde{d}_{\mathbf{e}, u} \neq 0$ given that $\mathbf{e}=[e]_{1}^{k}$, while $\left.\operatorname{Pc}_{\mathbf{e}}\left(u, v \mid \mathbf{e}=[e]_{1}^{k}\right]\right)$ is the joint conditional probability of $\widetilde{d}_{\mathbf{e}, u} \neq 0$ and $\widetilde{d}_{\mathbf{e}, v} \neq 0$. Similar to 120, $\left.\mathrm{Pc}_{\mathbf{e}}\left(u \mid \mathbf{e}=[e]_{1}^{k}\right]\right)$ can be derived as

$$
\begin{align*}
& \left.\operatorname{Pc}_{\mathbf{e}}\left(u \mid \mathbf{e}=[e]_{1}^{k}\right]\right) \\
& =\sum_{q=1}^{k} \sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\
w(\mathbf{e} \oplus \mathbf{x})=q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right) p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)(1-\operatorname{Pe}(u))  \tag{186}\\
& +\left(1-p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)\right) \operatorname{Pe}(u)
\end{align*}
$$

where $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)$ is given by 89 and $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}$ is given by 105. The joint probability $\left.\mathrm{Pc}_{\mathbf{e}}\left(u, v \mid \mathbf{e}=[e]_{1}^{k}\right]\right)$ can be obtained similarly following the derivation of 122. We omit the details for the sake of brevity.

Based on Corollary 4 for a specific TEP $\mathbf{e}=[e]_{1}^{k}$, the probability that the TEP e can eliminate the MRB errors $\widetilde{\mathbf{e}}_{\mathrm{B}}$ can be obtained if $D_{\mathbf{e}}^{(\mathrm{W})}$ is given by $d_{\mathrm{e}}^{(\mathrm{W})}$, i.e., $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\right.$ $\left.\mathbf{e} \mid D_{\mathbf{e}}^{(\mathrm{W})}=d_{\mathbf{e}}^{(\mathrm{W})}\right)$. We refer to $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{W})}\right)=\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\right.$ $\left.\mathbf{e} \mid D_{\mathbf{e}}^{(\mathrm{W})}=d_{\mathbf{e}}^{(\mathrm{W})}\right)$ as the soft success probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$. After re-encoding $\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e}\right] \widetilde{\mathbf{G}}$, if the WHD between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is given by $d_{\mathbf{e}}^{(\mathrm{W})}$, the soft success probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$ is given by

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{W})}\right)=\operatorname{Pe}(\mathbf{e}) \frac{f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}\right)}{f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{e}}^{(\mathrm{W})} \mid \mathbf{e}=[e]_{1}^{k}\right)} \tag{187}
\end{equation*}
$$

where $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right)$ is given by 177 . The success probability $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{W})}\right)$ can be approximately computed using the normal approximations introduced in 181.

We illustrate the result of $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{W})}\right)$ as the function of $d_{\mathbf{e}}^{(\mathrm{W})}$ for TEP $\mathbf{e}=[0, \ldots, 0,1,0]$ in decoding the $(64,30,14)$ eBCH code in Fig. 20 As can be seen, when WHD $d_{\mathbf{e}}^{(\mathrm{W})}$ decreases, the success probability of $\widetilde{\mathbf{c}}_{\mathbf{e}}$ increases rapidly. At all SNRs, the success probability tends to be very close to 1 when the WHD $d_{\mathrm{e}}^{(\mathrm{W})}$ is less than 3 . Therefore, the WHD


Fig. 20. $\widetilde{\mathrm{P}}_{\mathrm{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{W})}\right)$ in decoding $(64,30,14) \mathrm{eBCH}$ code at different SNR, when $\mathbf{e}=[0, \ldots, 0,1,0]$.
of one codeword estimate can be a good indicator to identify promising decoding output.

After the $i$-reprocessing $(0 \leq i \leq m)$, if the recorded minimum WHD is given as $d_{i}^{(\mathrm{W})}$, the conditional probability $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i \mid D_{i}^{(\mathrm{W})}=d_{i}^{(\mathrm{W})}\right)$ can also be calculated according to Theorem 4, which is referred to as the soft success probability $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(\vec{d}_{i}^{(\mathrm{W})}\right)$ of codeword $\hat{\mathbf{c}}_{i}$, i.e.,

$$
\begin{align*}
\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})}\right) & =1-\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v)\right) \\
& \cdot \frac{f_{\widetilde{D}_{i}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}}\left(x, b_{0: i}^{k} \mid w(\widetilde{\mathbf{e}}) \geq i\right)}{f_{D_{i}^{(\mathrm{W})}}\left(d_{i}^{(\mathrm{W})}\right)} \tag{188}
\end{align*}
$$

where $f_{D_{i}^{(\mathrm{W})}}(x)$ is given by 101) and $f_{\widetilde{D}_{i}^{(\mathrm{W})}}{ }_{\mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}}\left(x, b_{0: i}^{k} \mid w(\widetilde{\mathbf{e}}) \geq i\right)$ is given by 103 .

We illustrate the probability $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})}\right)$ as a function of $d_{i}^{(\mathrm{W})}$ in Fig. 21. It can be seen that the minimum WHD $d_{i}^{(\mathrm{W})}$ after the $i$-th reprocessing indicates the probability that the errors in MRB are eliminated by an OSD algorithm. It is worth noting that the discrepancies between the simulated curves and analytical curves are because of applying the approximation (129) in numerical computation of 188.

## B. Stopping Rules

Next, we introduce the soft-decision SRs based on the success probabilities described in Section VII-A Soft-decision SRs give more accurate information of success probability than the hard-decision SRs introduced in Section IV because the soft information is utilized.

1) Soft Individual Stopping Rule: Let us first re-consider the distribution of $D_{\mathbf{e}}^{(\mathrm{W})}$ if the reliability information $[\widetilde{A}]_{1}^{n}=$ $[\widetilde{\alpha}]_{1}^{n}$ is given. Note that conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}, D_{\mathbf{e}}^{(\mathrm{W})}$ is no longer a continuous random variable, but is a discrete random variable, and the sample space of $D_{\mathbf{e}}^{(\mathrm{W})}$ is all possible linear combinations of elements of $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$ with the coefficient 0 or 1 . Given a specific TEP $\mathbf{e}=[e]_{1}^{k}$, a sample of $D_{\mathbf{e}}^{(\mathrm{W})}$ can be represented as $d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})}=\left[\mathbf{e} \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right] \widetilde{\boldsymbol{\alpha}}^{\mathrm{T}}$ with $\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}$,


Fig. 21. $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})}\right)$ in decoding $(64,30,14)$ eBCH code when $i=1$.
$1 \leq h \leq n-k$. Based on Corollary 4, we summarize the distribution of WHD $D_{\mathrm{e}}^{(\mathrm{W})}$ conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$ in the following Corollary.
Corollary 5. Given a linear block code $\mathcal{C}(n, k)$ and a specific $T E P \mathbf{e}=[e]_{1}^{k}$, if the ordered reliability is given by $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$, the probability mass function of the Weighted Hamming distance between $\widetilde{\mathbf{y}}$ and $\widetilde{\mathbf{c}}_{\mathbf{e}}$ is given by

$$
\begin{align*}
& p_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\left(d_{\mathbf{t}_{\mathbf{e}}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)} \\
& =\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) \prod_{\substack{k<u \leq n \\
u \in \mathbf{t}_{h}^{\mathrm{P}}}} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{k<u \leq n \\
u \notin \mathbf{t}_{h}^{\mathrm{P}}}}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right) \\
& +(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})) \prod_{\substack{k<u \leq n \\
u \in \mathbf{t}_{h}^{\mathrm{P}}}} \operatorname{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{k<u \leq n \\
u \notin \mathbf{t}_{h}^{\mathrm{P}}}}\left(1-\operatorname{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)\right), \tag{189}
\end{align*}
$$

where $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ is given by (139), $\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$ is given by (137), and $\mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)$ is given by

$$
\begin{align*}
\operatorname{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right) & =\sum_{\substack{q=1}}^{k} \sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\
w(\mathbf{e} \oplus \mathbf{x})=q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x} \mid \widetilde{\boldsymbol{\alpha}}\right) p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right. \\
& +\left(1-p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)\right) \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \tag{190}
\end{align*}
$$

where $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)$ is given by 105 and $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is derived as

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x} \mid \widetilde{\boldsymbol{\alpha}}\right)=\prod_{\substack{1 \leq u \leq k \\ x_{u} \neq 0}} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{1 \leq u \leq k \\ x_{u}=0}}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right) \tag{191}
\end{equation*}
$$

Proof: The proof is provided in Appendix J.
Corollary 5 describes the pmf of $D_{\mathrm{e}}^{(\mathrm{W})}$ with respect to TEP e if channel reliabilities are known. It can be found that WHD $d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})}=\left[\mathbf{e} \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right] \widetilde{\boldsymbol{\alpha}}^{\mathrm{T}}$ is only determined by the TEP $\mathbf{e}$ and the positions $\mathbf{t}_{h}^{\mathrm{P}}$ that differ between $\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}$ and $\widetilde{\mathbf{y}}_{\mathrm{P}}$. In other words, $D_{\mathbf{e}}^{(\mathrm{W})}=d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})}$ when the difference pattern between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is


Corollary about the soft success probability utilizing WHD.
Corollary 6. Given a linear block code $\mathcal{C}(n, k)$ and the ordered reliability observation $\widetilde{\boldsymbol{\alpha}}=[\widetilde{\alpha}]_{1}^{n}$, for a specific TEP $\mathbf{e}=[e]_{1}^{k}$, if the difference pattern between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ is given by $\widetilde{\mathbf{d}}_{\mathbf{e}}=\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}=\left[\widetilde{d}_{\mathbf{e}}\right]_{1}^{n}$, the probability that the errors in $M R B$ are eliminated by $\mathbf{e}$ is given by

$$
\begin{align*}
& \widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right) \\
& =\left(1+\frac{1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}{\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})} \prod_{\substack{k<u \leq n \\
\widetilde{d}_{\mathbf{e}, u} \neq 0}} \frac{\operatorname{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)}{\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)} \prod_{\substack{k<u \leq n \\
\widetilde{d}_{\mathbf{e}, u}=0}} \frac{1-\mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)}{1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)}\right)^{-1} \tag{192}
\end{align*}
$$

Proof: Following the same step as the proof of Corollary 2 and using Corollary 5, 192) can be obtained.

We propose the soft individual stopping rule (SISR) to terminate the decoding in advance by utilizing the WHD. After each re-encoding, given a success probability threshold $\mathrm{P}_{t}^{\text {suc }} \in[0,1]$, if the difference pattern $\widetilde{\mathbf{d}}_{\mathbf{e}}=\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}$ between the generated codeword $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ satisfies the following condition

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\tilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }} \tag{193}
\end{equation*}
$$

the decoding is terminated and the codeword estimate $\hat{\mathbf{c}}_{\mathbf{e}}=$ $\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}\right)\right)$ is selected as the decoding output, where $\widetilde{\mathrm{P}}_{\mathrm{e}}^{\text {suc }}\left(\tilde{\mathbf{d}}_{\mathrm{e}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is given by 192. Section VIII-A will further show that 192 is computed with $O(n)$ FLOPs when $\mathcal{C}(n, k)$ has a binomial-like weight spectrum.

Compared with the HISR, SISR terminates the decoding based on the difference pattern, rather than the number of different positions (Hamming distance), making it more accurate for estimating the probability of decoding success.

Next, using the similar approach in Section VI-B1, we give an upper bound of the decoding error rate when applying the SISR. Let us consider an order- $m$ OSD applying the SISR with a threshold $\mathrm{P}_{t}^{\text {suc }}$. Given a specific reprocessing sequence $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{b_{0: m}^{k}}\right\}$ (i.e., the decoder processes TEPs sequentially from $\mathbf{e}_{1}$ to $\mathbf{e}_{b_{0: m}^{k}}$ ), for an arbitrary TEP $\mathbf{e}_{j}$ $\left(1 \leq j \leq b_{0: m}^{k}\right)$, there exists a maximum WHD $d_{\max , \mathrm{e}_{j}}^{(\mathrm{W})}$ with respect to $\mathbf{e}_{j}$ which satisfies $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}$, where $d_{\max , \mathbf{e}_{j}}^{(\mathrm{W})}=\widetilde{\mathbf{d}}_{\mathrm{e}} \widetilde{\boldsymbol{\alpha}}^{\mathrm{T}}$. Let us define $d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}$ as the mean of $d_{\text {max }, \mathbf{e}_{j}}^{(\mathrm{W})}$ with respect to $\widetilde{\boldsymbol{\alpha}}$, then similar to $145, d_{b, \mathrm{e}_{j}}^{(\mathrm{W})}$ can be derived as

$$
\begin{equation*}
d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}=\mathrm{P}_{\mathbf{e}_{j}}^{\mathrm{suc},-1}\left(\mathrm{P}_{t}^{\text {suc }}\right), \tag{194}
\end{equation*}
$$

where $\mathrm{P}_{\mathbf{e}_{j}}^{\mathrm{suc},-1}(x)$ is the inverse function of 187 . Then, similar to 151 , we can obtain the error rate upper bound of an order- $m$ OSD applying the SISR as

$$
\begin{equation*}
\epsilon_{e}^{\mathrm{SISR}}=1-\left(1-\theta_{\mathrm{SISR}}\right) \sum_{j=0}^{m} p_{E_{1}^{k}}(j)+\mathrm{P}_{\mathrm{ML}} \tag{195}
\end{equation*}
$$

where $\theta_{\text {SISR }}$ is the error rate performance loss factor of the SISR, i.e.,

$$
\begin{equation*}
\theta_{\mathrm{SISR}}=\frac{\sum_{j=1}^{b_{0: m}^{k}} \widetilde{\mathrm{P}}_{\mathbf{e}_{j}}\left(1-\overline{\widetilde{\mathrm{P}}}_{\mathrm{e}_{j}}^{\mathrm{suc}}\right)}{\sum_{j=0}^{m} p_{E_{1}^{k}}(j)} \tag{196}
\end{equation*}
$$

In $196, \overline{\widetilde{P}}_{\mathbf{e}_{j}}^{\text {suc }}$ is the mean of $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ with respect to $\widetilde{\boldsymbol{\alpha}}$ and conditioning on $D_{\mathbf{e}_{j}}^{(\mathrm{W})} \leq d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}$, i.e., $\widetilde{\widetilde{\mathrm{P}}}_{\mathbf{e}}^{\text {suc }}=\operatorname{Pr}\left(\mathbf{e}=\widetilde{\mathbf{e}}_{\mathrm{B}} \mid D_{\mathbf{e}}^{(\mathrm{W})} \leq\right.$ $\left.d_{b, \mathbf{e}}^{(\mathrm{W})}\right)$, which is given by
$\overline{\mathrm{P}}_{\mathbf{e}_{j}}^{\mathrm{suc}}=\left(\int_{0}^{d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}} p_{D_{\mathbf{e}_{j}}^{(\mathrm{W})}}(x) d x\right)^{-1} \int_{0}^{d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}} \widetilde{\mathrm{P}}_{\mathbf{e}_{j}}^{\mathrm{suc}}(x) p_{D_{\mathbf{e}_{j}}^{(\mathrm{W})}}(x) d x$,
and $\widetilde{\mathrm{P}}_{\mathbf{e}_{j}}$ is the probability of that $\widetilde{\mathbf{c}}_{\mathbf{e}_{j}}\left(1 \leq j \leq b_{0: m}^{k}\right)$ satisfies the SISR, which is given by

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{\mathbf{e}_{j}}=\prod_{v=1}^{j-1}\left(1-\int_{0}^{d_{b, \mathbf{e}_{v}}^{(\mathrm{W})}} f_{D_{\mathbf{e}_{v}}^{(\mathrm{W})}}(x) d x\right) \int_{0}^{d_{b, \mathbf{e}_{j}}^{(\mathrm{W})}} f_{D_{\mathbf{e}_{j}}^{(\mathrm{W})}}(x) d x . \tag{198}
\end{equation*}
$$

Particularly, $\mathrm{P}_{\mathbf{e}_{1}}=\int_{0}^{d_{b, \mathbf{e}_{1}}^{(\mathrm{W})}} f_{D_{\mathbf{e}_{1}}^{(\mathrm{W})}}(x) d x$.
Similar to (154), given a specific reprocessing sequence $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{b 0 k}^{k}\right\}$, the average number of re-encoded TEPs, denoted by $N_{a}$, is derived as

$$
\begin{equation*}
N_{a}=b_{0: m}^{k}\left(1-\sum_{j=1}^{b_{0: m}^{k}} \widetilde{\mathrm{P}}_{\mathbf{e}_{j}}\right)+\sum_{j=1}^{b_{0: m}^{k}} j \widetilde{\mathrm{P}}_{\mathbf{e}_{j}} \tag{199}
\end{equation*}
$$

We compare the frame error rate and decoding complexity in terms of the number of TEPs $N_{a}$ in decoding the $(64,30,14)$ eBCH code with an order-1 OSD applying the SISR in Fig. 22(a) and Fig. 22(b) respectively. As can be seen in Fig. 22(a) even for $\mathrm{P}_{t}^{\text {suc }}=0.5$, the frame error performance exhibits no performance loss compared with the original OSD, while the number of re-encoded TEPs $N_{a}$ is significantly reduced. It is because for an arbitrary TEP $\mathbf{e}, \mathrm{P}_{\mathrm{e}}^{\text {suc }} \geq \mathrm{P}_{t}^{\text {suc }} \geq 0.5$ can ensure the codeword estimate $\widetilde{\mathbf{c}}_{\mathbf{e}}$ has higher a posterior correct probability than other candidates. In other words, $\mathrm{P}_{\mathrm{e}}^{\text {suc }} \geq \mathrm{P}_{t}^{\text {suc }} \geq 0.5$ can be regarded as a sufficient condition of $\widetilde{\mathbf{c}}_{\mathbf{e}}$ being the best codeword estimate. It is also worthy of noting that for $\mathrm{P}_{t}^{\text {suc }}=0.01$, the loss of coding gain is still smaller than 0.2 dB compared with the original OSD at error rate $10^{-3}$.

We illustrate the performance loss factor $\theta_{\text {SISR }}$ in Fig. 23 Comparing $\theta_{\text {SISR }}$ with $\theta_{\text {HISR }}$ demonstrated in Fig 14, at the same channel SNR and $\mathrm{P}_{t}^{\text {suc }}$, SISR has a lower performance loss and similar number of TEPs $N_{a}$. Further comparisons between SISR and HISR will be discussed in Section VIII
2) Soft Group Stopping Rule: We first give an approximation of $i$-reprocessing success probability (188) conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$. As introduced in Section V-C, the distribution of $i$-reprocessing WHD can be approximated to the ordered statistics of Gaussian distributions with positive correlation. However, given values of the ordered reliabilities $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$, the WHDs between codeword estimates and the hard-decision vector are not correlated because the correlations introduced by $[\widetilde{A}]_{1}^{n}$ are removed. Then, based on Theorem 4 and approximation 129 , the pdf of $D_{i}^{(\mathrm{W})}$ after $i$-reprocessing


Fig. 22. Decoding $(64,30,14)$ eBCH code with an order-1 OSD applying the SISR.
( $0 \leq i \leq m$ ) can be approximated as

$$
\begin{align*}
& f_{D_{i}^{(W)}}(x \mid \widetilde{\boldsymbol{\alpha}}) \approx \sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}}) \\
& \cdot\left(f_{D_{\mathrm{e}}^{(\mathbb{W})}}^{\mathrm{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(u, b_{1: i}^{k} \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right) d u\right. \\
& \left.+f_{\widetilde{D}_{i}^{\text {(W) }}}^{\text {app }}\left(x, b_{1: i}^{k} \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right) \int_{x}^{\infty} f_{D_{\mathrm{e}}}^{\text {app }}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) d u\right) \\
& +\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(x, b_{0: i}^{k} \mid w\left(\mathbf{e}_{\mathrm{B}}\right)>i, \widetilde{\boldsymbol{\alpha}}\right), \tag{200}
\end{align*}
$$



Fig. 23. The performance loss rate $\theta_{\text {SISR }}$ of decoding $(64,30,14) \mathrm{eBCH}$ code with an order-1 OSD applying the SISR.
where $p_{E_{1}^{k}}(u \mid \widetilde{\boldsymbol{\alpha}})$ is given by 140, and $f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\text {app }}\left(u, b_{1: i}^{k} \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)$ is given by

$$
\begin{align*}
f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(u, b \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right) & =b\left(1-F_{D_{\mathbf{e}}(\mathrm{W})}^{\mathrm{app}}\left(x \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)\right)^{b-1} \\
& \cdot f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right) . \tag{201}
\end{align*}
$$

In 201 , $f_{D_{\mathrm{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)$ and $F_{D_{\mathrm{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)$ are respectively the pdf and cdf of the normal distribution $\mathcal{N}\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right], \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)$. In 200, $f_{D_{i}^{(\mathrm{W})}}^{\text {app }}\left(x \mid w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right)$ is given by 201$\}$ by replacing the condition $\left\{w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i\right\}$ with $\left\{w\left(\mathbf{e}_{\mathrm{B}}\right)>\imath\right\}$ in each pdf and cdf, and $f_{D_{\mathrm{e}}(\mathrm{W})}^{\text {app }}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ is the pdf of the normal distribution $\mathcal{N}\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right], \sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}}^{2}\right)$. Therefore, to numerically compute 201, the means and variances of $D_{\mathrm{e}}^{(\mathrm{W})}$ conditioning on $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\mathbf{e}_{\mathrm{B}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right\},\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\mathbf{e}_{\mathrm{B}}\right)>\right.$ $i, \widetilde{\boldsymbol{\alpha}}\}$, and $\left\{\mathbf{e}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right\}$ need to be determined respectively. We take $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right]$ and $\sigma_{D_{\mathbf{e}}^{(W)}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}} \quad$ as examples; they can be respectively approximated as

$$
\begin{align*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right] & \approx\left(1-\frac{p_{E_{1}^{k}}(i \mid \widetilde{\boldsymbol{\alpha}})}{\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})}\right) \sum_{u=1}^{k} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \widetilde{\alpha}_{u} \\
& +\sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \widetilde{\alpha}_{u} \tag{202}
\end{align*}
$$

and

$$
\begin{align*}
& \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \widetilde{\mathrm{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}} \\
& \approx\left(1-\frac{p_{E_{1}^{k}}(i \mid \widetilde{\boldsymbol{\alpha}})+p_{E_{1}^{k}}(i-1 \mid \widetilde{\boldsymbol{\alpha}})}{\sum_{\ell=0}^{i} p_{E_{1}^{k}}(\ell \mid \widetilde{\boldsymbol{\alpha}})}\right) \sum_{u=1}^{k} \sum_{v=1}^{k} \operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \\
& +2\left(1-\frac{p_{E_{1}^{k}}(i \mid \widetilde{\boldsymbol{\alpha}})}{\sum_{\ell=0}^{i} p_{E_{1}^{k}}(\ell \mid \widetilde{\boldsymbol{\alpha}})}\right) \sum_{u=1}^{k} \sum_{v=k+1}^{n} \operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \tag{203}
\end{align*}
$$

$$
\begin{aligned}
& +\sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right]\right)^{2}
\end{aligned}
$$

where $\operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right)$ is given by 138 . Eq. 202 and 203 ) follows from considering $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$ in 123 and 124 , respectively. On the conditions $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\overline{\mathbf{e}_{\mathrm{B}}}\right) \leq i, \widetilde{\boldsymbol{\alpha}}\right\}$ and $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\mathbf{e}_{\mathrm{B}}\right)>i, \widetilde{\boldsymbol{\alpha}}\right\}$, the means and variances of $D_{\mathbf{e}}^{(\mathrm{W})}$ can be obtained similarly based on (126) and (127). We omit the detailed expressions for the sake of brevity.

From (200, we can obtain the soft success probability conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$. After the $i$-reprocessing, if the minimum WHD is calculated as $d_{i}^{(\mathrm{W})}$, the soft success probability of the codeword estimate $\widetilde{\mathbf{c}}_{i}$ corresponding to the minimum WHD can be calculated as

$$
\begin{align*}
\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)= & 1-\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) \\
& \cdot \frac{f_{D_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(x, b_{0: i}^{k} \mid w\left(\mathbf{e}_{\mathrm{B}}\right)>i, \widetilde{\boldsymbol{\alpha}}\right)}{f_{D_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)} \tag{204}
\end{align*}
$$

Note that $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ defined in 204 is only an approximation of $\operatorname{Pr}\left(w(\widetilde{\mathbf{e}}) \leq i \mid D_{i}^{(\mathrm{W})}=d_{i}^{(\mathrm{W})}\right)$, by using the approximated pdf 200). In Section VIII-A, we will further show that 204) can be computed with $O\left(n^{2}\right)$ FLOPs with simplifications.

Based on (204, we can propose a soft group stopping rule (SGSR), which checks the success probability only after each reprocessing. With the help of the SGSR, a high-order OSD does not need to perform all reprocessing stages, but only adaptively performs several low-order reprocessings. The SGSR is described as follows. Given a predetermined threshold success probability $\mathrm{P}_{t}^{\text {suc }} \in[0,1]$, after the $i$-reprocessing $(0 \leq i \leq m)$ of an order- $m$ OSD, if the minimum WHD $d_{i}^{(\mathrm{W})}$ satisfies

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }} \tag{205}
\end{equation*}
$$

the decoding is terminated and the codeword $\hat{\mathbf{c}}_{i}=$ $\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{i}\right)\right)$ is output as the decoding result, where $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is given by 204 .

We next give an upper bound on the error rate of an order$m$ OSD algorithm applying the SGSR. For the $i$-reprocessing $(0 \leq i \leq m)$, we define $d_{b, i}^{(\mathrm{W})}$ as the mean of $d_{\max , i}^{(\mathrm{W})}=$ $\max \left\{d_{i}^{(\mathrm{W})} \mid \widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \mathrm{P}_{t}^{\text {suc }}\right\}$ with respect to $\widetilde{\boldsymbol{\alpha}}$. By considering that $\widetilde{\mathrm{P}}_{i}^{\text {suc }}(x \mid \widetilde{\boldsymbol{\alpha}})$ is the variant of $\widetilde{\mathrm{P}}_{i}^{\text {suc }}(x)$ given by 188 conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}, d_{b, i}^{(\mathrm{W})}$ can be derived as

$$
\begin{equation*}
d_{b, i}^{(\mathrm{W})}=\widetilde{\mathrm{P}}_{i}^{\text {suc, }-1}\left(\mathrm{P}_{t}^{\mathrm{suc}}\right), \tag{206}
\end{equation*}
$$

where $\widetilde{\mathrm{P}}_{i}^{\text {suc, }-1}(x)$ is the inverse function of $\widetilde{\mathrm{P}}_{i}^{\text {suc }}(x)$. Then, following the approach of obtaining (160) in Section VI-B2, the error rate of an order- $m$ OSD applying the SGSR, denoted by $\epsilon_{e}^{\mathrm{SGSR}}$, is upper bounded by

$$
\begin{equation*}
\epsilon_{e}^{\mathrm{SGSR}} \leq 1-\left(1-\theta_{\mathrm{SGSR}}\right) \sum_{j=0}^{m} p_{E_{1}^{k}}(j)+\mathrm{P}_{\mathrm{ML}} \tag{207}
\end{equation*}
$$

where $\theta_{\text {SGSR }}$ is the error performance loss rate given by

$$
\begin{equation*}
\theta_{\mathrm{SGSR}}=\frac{\sum_{j=0}^{i} \widetilde{\mathrm{P}}_{j}\left(1-\overline{\widetilde{\mathrm{P}}}_{j}^{\mathrm{suc}}\right)}{\sum_{j=0}^{m} p_{E_{1}^{k}}(j)} \tag{208}
\end{equation*}
$$

In 208, $\widetilde{\mathrm{P}}_{j}$ and $\widetilde{\widetilde{\mathrm{P}}}_{j}^{\text {suc }}$ are respectively given by

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{j}=\prod_{v=1}^{j-1}\left(1-\int_{0}^{d_{b, v}^{(\mathrm{W})}} f_{D_{v}^{(\mathrm{W})}}(x) d x\right) \int_{0}^{d_{b, j}^{(\mathrm{W})}} f_{D_{j}^{(\mathrm{W})}}(x) d x \tag{209}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\widetilde{\mathrm{P}}}_{j}^{\mathrm{suc}}=\int_{0}^{d_{b, j}^{(\mathrm{W})}} \widetilde{\mathrm{P}}_{j}^{\text {suc }}(x) f_{D_{j}^{(\mathrm{W})}}(x) d x\left(\int_{0}^{d_{b, j}^{(\mathrm{W})}} f_{D_{j}^{(\mathrm{W})}}(x) d x\right)^{-1} \tag{210}
\end{equation*}
$$

where $f_{D_{j}^{(\mathrm{W})}}(x)$ is the pdf of $D_{j}^{(\mathrm{W})}$ given by 101 . In particular, $\mathrm{P}_{0}=\int_{0}^{d_{b, 0}^{(\mathrm{W})}} p_{D_{0}^{(\mathrm{W})}}(x) d x$.

Similar to 162, for an order- $m$ OSD applying the SGSR, the average number of TEPs, denoted by $N_{a}$, can be derived as

$$
\begin{equation*}
N_{a}=b_{0: m}^{k}\left(1-\sum_{j=0}^{m} \widetilde{\mathrm{P}}_{i}\right)+\sum_{j=0}^{m} b_{0: j}^{k} \cdot \widetilde{\mathrm{P}}_{j} \tag{211}
\end{equation*}
$$

We implemented an order-2 OSD algorithm applying the SGSR as the decoding stopping rule, where the decoder has the opportunity to be terminated early at the end of 0 -reprocessing or 1 -reprocessing. We illustrate the frame error rate $\epsilon_{e}^{\text {SGSR }}$ and decoding complexity in terms of the average number of TEPs $N_{a}$ in decoding the $(64,30,12)$ eBCH code in Fig. 24(a) and Fig. 24(b) respectively. As can be seen in Fig. 24(a) the decoder has almost the same error rate performance as the original OSD when the threshold $\mathrm{P}_{t}^{\text {suc }}$ is set to 0.99 , while $N_{a}$ is significantly reduced. In particular, $N_{a}$ is shown to be less than 10 , when SNR reaches 3.5 dB and $\epsilon_{e}^{\mathrm{SGSR}}$ reaches $10^{-4}$. Compared with the HGSR, SGSR can help the decoder reach better error performance with a smaller $N_{a}$. We also illustrate the loss factor of SGSR $\theta_{\text {SGSR }}$ in Fig. 25. It can be seen that when $\mathrm{P}_{t}^{\text {suc }}=0.99$, the loss factor $\theta_{\text {SGSR }}$ can reach $10^{-5}$ at $\mathrm{SNR}=4 \mathrm{~dB}$, indicating that SGSR has a negligible effect on the error performance according to 207.

## C. Discarding Rule

In this Section, we introduce the soft discarding rule (SDR) based on the distribution of WHD. Compared to HDR, SDR is more accurate since it calculates the promising probability directly from the WHD. However, the computational complexity is accordingly higher.

According to Corollary 5, if the ordered reliabilities of the received signal is given by $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$ and the recorded minimum WHD is given by $d_{\min }^{(\mathcal{W})}$, for a specific TEP e, the probability that $D_{\mathbf{e}}^{(\mathrm{W})}$ is less than $d_{\min }^{(\mathrm{W})}$ is given by

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\min }^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)=\sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}} \\ d_{\mathbf{t}_{\mathrm{e}}}^{(\mathrm{W})}<d_{\min }^{(\mathrm{W})}}} p_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right), \tag{212}
\end{equation*}
$$



Fig. 24. Decoding $(64,30,14)$ eBCH code with an order-2 OSD applying the SGSR.
where $p_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is given by 189 . The probability $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {pro }}\left(d_{\text {min }}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is referred to as the soft promising probability of TEP e. In Section VIII-A we will show that by introducing an \left. approximation of ${\stackrel{\mathrm{P}_{\mathbf{e}}}{\text { pro }}\left(d_{\text {min }}\right.}_{\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right), 212$ can be evaluated with complexity of $O(n)$ FLOPs.

The SDR is described as follows. Given the threshold promising probability $\mathrm{P}_{t}^{\text {pro }} \in[0,1]$ and the current recorded minimum WHD $d_{\text {min }}^{(\mathrm{W})}$, if the soft promising probability of $\mathbf{e}$ calculated by 212 satisfies

$$
\begin{equation*}
\widetilde{\mathrm{P}}_{\mathrm{e}}^{\mathrm{pro}}\left(d_{\mathrm{min}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)<\mathrm{P}_{t}^{\mathrm{pro}} \tag{213}
\end{equation*}
$$

the TEP e can be discarded without reprocessing.
For a linear block code $\mathcal{C}(n, k)$ with truncated binomial weight spectrum, the soft promising probability increases when $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ increases, which is summarized in the following proposition.

Proposition 2. In the $i$-reprocessing $(0<i \leq m)$ of the decoding of $\mathcal{C}(n, k)$ with truncated binomially distributed


Fig. 25. The performance loss rate $\theta_{\text {SGSR }}$ of decoding $(64,30,14) \mathrm{eBCH}$ code with an order-2 OSD applying the HGSR.
weight spectrum, $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {pro }}\left(d_{\min }^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is an increasing function of $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$.

Proof: The proof is provided in Appendix K
From Proposition 2, it can be seen that for an order$m$ OSD decoder that processes the TEPs in the or$\operatorname{der}\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{b_{0 . m}^{k}}\right\}$ satisfying $\operatorname{Pe}\left(\mathbf{e}_{1} \mid \widetilde{\boldsymbol{\alpha}}\right) \geq \cdots \geq$ $\operatorname{Pe}\left(\mathbf{e}_{b_{0: m}^{k}} \mid \widetilde{\boldsymbol{\alpha}}\right)$, if one TEP fails in the SDR check, all following TEPs in the list can be also discarded.

Next, we give simple upper bounds on the frame error rate $\epsilon_{e}^{\mathrm{SDR}}$ and the average number of TEPs $N_{a}$ of for an order$m$ OSD employing the SDR. We assume that the decoder processes TEPs in a specific order $\left\{\mathbf{e}_{i, 1}, \mathbf{e}_{i, 2}, \ldots, \mathbf{e}_{i,\binom{k}{i}}\right\}$ in the $i$-reprocessing. Then, for the TEP $\mathbf{e}_{i, j}, 1 \leq j \leq\binom{ k}{i}$, the mean of its soft promising probability with respect to $\widetilde{\boldsymbol{\alpha}}$, denoted by $\widetilde{\widetilde{\mathrm{P}}}_{\mathrm{e}_{i, j}}^{\text {pro }}$, can be derived as

$$
\begin{align*}
\overline{\widetilde{\mathrm{P}}}_{\mathbf{e}_{i, j}}^{\text {pro }} & =\mathbb{E}\left[\widetilde{\mathrm{P}}_{\mathbf{e}_{i, j}}^{\text {pro }}\left(d_{i, j}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)\right] \\
& =\mathbb{E}\left[\operatorname{Pr}\left(D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}<D_{i, j}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)\right]  \tag{214}\\
& =\int_{0}^{y} \int_{0}^{\infty} f_{D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}_{i, j}=[e]_{1}^{k}\right) f_{D_{i, j}^{(\mathrm{W})}}(y) d y d x
\end{align*}
$$

where $D_{i, j}^{(\mathrm{W})}$ is the random variable of the minimum WHD before that $\mathbf{e}_{j}$ is processed, with pdf $f_{D_{i, j}^{(\mathrm{W})}}(y)$, and $f_{D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}_{i, j}=[e]_{1}^{k}\right)$ is the pdf of $D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}$ given by 177 . However, $f_{D_{i, j}^{(W)}}(y)$ is difficult to be characterized because it varies with $i$ and $j$. Note that $\mathbf{e}_{i, j}$ is a TEP to be processed in the $i$-reprocessing, thus $D_{i-1}^{(\mathrm{W})} \geq D_{i, j}^{(\mathrm{W})} \geq D_{i}^{(\mathrm{W})}$ holds, where $D_{i-1}^{(\mathrm{W})}$ and $D_{i}^{(\mathrm{W})}$ are random variables representing the minimum WHDs after $(i-1)$-reprocessing and $i$-reprocessing, respectively. Thus, $\widetilde{\widetilde{P}}_{\mathbf{e}_{i, j}}^{\text {pro }}$ can be bounded by

$$
\begin{align*}
\overline{\widetilde{\mathrm{P}}}_{\mathbf{e}_{i, j}}^{\text {pro }} & \geq \operatorname{Pr}\left(D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}<D_{i}^{(\mathrm{W})}\right) \\
& =\int_{0}^{y} \int_{0}^{\infty} f_{D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}_{i, j}=[e]_{1}^{k}\right) f_{D_{i}^{(\mathrm{W})}}(y) d y d x \tag{215}
\end{align*}
$$

and

$$
\begin{align*}
\overline{\widetilde{\mathrm{P}}}_{\mathbf{e}_{i, j}}^{\text {pro }} & \leq \operatorname{Pr}\left(D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}\right. \\
& \left.<D_{i-1}^{(\mathrm{W})}\right)=\int_{0}^{y} \int_{0}^{\infty} f_{D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}_{i, j}=[e]_{1}^{k}\right) f_{D_{i-1}^{(\mathrm{W})}}(y) d y d x \tag{216}
\end{align*}
$$

where $f_{D_{i}^{(\mathrm{W})}}(y)$ and $f_{D_{i-1}^{(\mathrm{W})}}(y)$ are given by 101 .
Therefore, the average number of re-encoded TEPs can be upper bounded by

$$
\begin{equation*}
N_{a} \leq \sum_{i=0}^{m} \beta_{i}^{\text {upper }} \tag{217}
\end{equation*}
$$

where $\beta_{i}^{\text {upper }}$ is given by

$$
\begin{equation*}
\beta_{i}^{\text {upper }}=\sum_{j=1}^{\binom{k}{i}} \mathbf{1}_{\left[\mathrm{P}_{t}^{\text {pro }},+\infty\right]} \operatorname{Pr}\left(D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}<D_{i-1}^{(\mathrm{W})}\right) \tag{218}
\end{equation*}
$$

It can be seen that $\beta_{i}^{\text {upper }}$ is in fact the upper bound of the number of re-encoded TEPs in the $i$-reprocessing with threshold $\mathrm{P}_{t}^{\mathrm{pro}}$.

Utilizing the inequality 216, the decoding error performance of an order- $m$ OSD algorithm applying the SDR can be upper bounded by

$$
\begin{equation*}
\epsilon_{e}^{\mathrm{SDR}} \leq\left(1-\sum_{i=0}^{m}\left(p_{E_{1}^{k}}(i)-\eta_{\mathrm{SDR}}(i)\right)\right)+\mathrm{P}_{\mathrm{ML}} \tag{219}
\end{equation*}
$$

where $\eta_{\mathrm{SDR}}(i)$ is the $\operatorname{SDR}$ degradation factor of $i$ reprocessing, i.e.,

$$
\begin{equation*}
\eta_{\mathrm{HDR}}(i)=\sum_{j=1}^{\binom{k}{i}}\left(\mathbf{1}_{\left[0, \mathrm{P}_{t}^{\mathrm{pro}}\right]} \operatorname{Pr}\left(D_{\mathbf{e}_{i, j}}^{(\mathrm{W})}<D_{i}^{(\mathrm{W})}\right)\right) \operatorname{Pe}\left(\mathbf{e}_{i, j}\right), \tag{220}
\end{equation*}
$$

for $0<i<m$. In particular, $\eta_{\mathrm{HDR}}(0)=0$ because $d_{\min }^{(\mathrm{W})}$ has not been recorded in the 0 -reprocessing. From 220, it can be seen that if $\mathrm{P}_{t}^{\text {pro }}=1, \eta_{\mathrm{HDR}}(i)=p_{E_{1}^{k}}(i)$ for $0<i<m$, then $\epsilon_{e}^{\mathrm{SDR}} \leq 1-p_{E_{1}^{k}}(0)+\mathrm{P}_{\mathrm{ML}}$ upper bounds the error rate of the 0 -reprocessing decoding. In contrast, when $\mathrm{P}_{t}^{\text {pro }}=0$ and $\eta_{\mathrm{HDR}}(i)=0$ for $0 \leq i \leq m, \epsilon_{e}^{\mathrm{SDR}} \leq 1-\sum_{i=0}^{m} p_{E_{1}^{k}}(i)+\mathrm{P}_{\mathrm{ML}}$ is the error rate upper bound of the order- $m$ original OSD.

Next, we demonstrate the performance of an order-1 OSD algorithm employing the SDR in terms of the decoding error probability and complexity. The threshold $\mathrm{P}_{t}^{\text {pro }}$ is set as $\mathrm{P}_{t}^{\text {pro }}=\lambda \frac{p_{E_{1}^{k}}(i)}{\binom{k}{i}}$, where $\lambda$ is a non-negative parameter. The frame error rate $\epsilon_{e}^{\mathrm{SDR}}$ and number of TEPs, $N_{a}$, with different parameter $\lambda$ in decoding the $(64,30,14) \mathrm{eBCH}$ code are depicted in Fig. 26(a) and Fig. 26(b), respectively. It can be seen that when $\lambda=1$, the decoder with SDR has almost the same frame error rate performance as the original OSD, but the average number of TEPs $N_{a}$ is less than 5 at high SNRs, which is significantly decreased from 31 for the original OSD. Even for a higher $\lambda=5$, the decoder can still maintain the error performance within only 0.5 dB gap to the original OSD at SNR as high as 4 dB , and the number TEP $N_{a}$ is reduced from 31 to less than 2. From the simulation, it can be concluded that the SDR can effectively decrease the complexity in terms


Fig. 26. Decoding $(64,30,14)$ eBCH code with an order-1 OSD applying the SDR.
of $N_{a}$ with a negligible loss of error performance, and the trade-off between $\epsilon_{e}^{\mathrm{SDR}}$ and $N_{a}$ can be adjusted by carefully tuning $\lambda$. However, it is hard to derive tight bounds for $\epsilon_{e}^{\mathrm{SDR}}$ and $N_{a}$ because of the difficulty in deriving $f_{D_{i}^{(\mathrm{w})}}(x)$. From Fig. 26(a) and Fig. 26(b), it can be seen that 217) and 219) only provide simple and loose upper bounds of $N_{a}$ and $\epsilon_{e}^{\text {SDR }}$ , respectively, and they can be further tightened if $f_{D_{i, j}^{(\mathrm{W})}}(x)$ is derived accurately.

## VIII. Implementation and Comparisons

## A. Practical Implementation of the Proposed Decoding Techniques

Section VI and Section VII proposed several decoding techniques to reduce the number of TEPs re-encoded in the OSD algorithm. However, it is worth to note that the overhead of the applied techniques also contributes to the overall decoding complexity. Thus, it is essential to analyze the overall complexity of the decoders when employing the proposed techniques. In this section, we show that the proposed
techniques can be efficiently implemented when $\mathcal{C}(n, k)$ has a binomial-like weight spectrum.

1) Implementation of the HISR and HGSR: If $\mathcal{C}(n, k)$ has the weight spectrum represented by the truncated binomial distribution, as described by (65), we have obtained that $p_{\mathbf{c}_{\mathrm{P}}}(u, q) \approx \frac{1}{2^{n-k}}\binom{n-k}{u}$ in 66 and $p_{\mathrm{W}_{\mathbf{c}_{\mathrm{P}}}}(j) \approx \frac{1}{2^{n-k}}\binom{n-k}{u}$ in 68. Similarly, substituting $p_{\mathbf{c}_{\mathrm{P}}}(u, q) \approx \frac{1}{2^{n-k}}\binom{n-k}{j}$ into 1322, we can also obtain that

$$
\begin{equation*}
p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid w(\mathbf{e})=v) \approx \frac{1}{2^{n-k}}\binom{n-k}{j} \tag{221}
\end{equation*}
$$

which is independent of $w(\mathbf{e})=v$. Therefore, recall the HISR and the hard success probability $\mathrm{P}_{\mathbf{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ given by 141 , $\mathrm{P}_{\mathrm{e}}^{\text {suc }}\left(d_{\mathrm{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be further approximated by substituting (221) into (141, i.e.,

$$
\begin{align*}
& \mathrm{P}_{\mathbf{e}}^{\mathrm{suc}}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)=\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) \frac{p_{E_{k+1}^{n}}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}}\right)}{p_{D_{\mathbf{e}}^{(\mathrm{H})}\left(d_{\mathbf{e}}^{(\mathrm{H})}-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}}\right)}} \begin{array}{l}
\approx\left(1+\left(\frac{1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}{\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}\right)\left(\frac{2^{k-n}}{p^{\left(d_{\mathrm{e}}^{(\mathrm{H})}-w(\mathbf{e})\right)}(1-p)^{\left(n-k-d_{\mathrm{e}}^{(\mathrm{H})}+w(\mathbf{e})\right)}}\right)\right)^{-1}
\end{array}, .
\end{align*}
$$

where $p=\frac{1}{n-k} \sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$ is the arithmetic mean of the bit-wise error probabilities of $\widetilde{\mathbf{y}}_{\mathrm{P}}$ conditioning on $[\widetilde{A}]_{1}^{n}=$ $[\widetilde{\alpha}]_{1}^{n}$. Note that $p$ is independent of $\mathbf{e}$ and can be reused for the computations of the success probabilities of different TEPs. In addition, $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ given by $\sqrt{139}$ can be computed with linear complexity in terms of the number of FLOPs. Therefore, it can be seen that by utilizing the approximation 222, the overhead of computing $\mathrm{P}_{\mathrm{e}}^{\text {suc }}\left(d_{\mathbf{e}}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ in checking the HISR is given by $O(n)$ FLOPs.

In the HGSR, the hard success probability $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is calculated as 155). Eq. 155) can be simplified using the approximations of $p_{D_{i}^{(\mathrm{H})}}$ introduced in Section IV-C. Specifically, when $\mathcal{C}(n, k)$ has a weight spectrum described as 65, we have shown that the pmf of $D_{i}^{(\mathrm{H})}$ can be approximated by a continuous pdf $f_{D_{i}^{(\mathrm{H})}}(x)$ given by 72 . Then, $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ in 155 can be approximated by $f_{D_{i}^{(H)}}(x)$, i.e., 223 on the top of the next page, where

$$
\begin{align*}
f_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(x, b) & =b f_{W_{\mathbf{c}_{\mathrm{P}}}}(x)\left(1-\int_{-\infty}^{x} f_{W_{\mathbf{c}_{\mathrm{P}}}}(v) d v\right)^{b-1}  \tag{224}\\
& =b f_{W_{\mathbf{c}_{\mathrm{P}}}}(x) Q\left(\frac{2 x-n+k}{\sqrt{n-k}}\right)^{b-1}
\end{align*}
$$

In 223,,$f_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is given by 72 but with replacing $p_{E_{1}^{k}}(u)$ and $f_{E_{k+1}^{n}}(x)$ with $p_{E_{1}^{k}}(u \mid \widetilde{\boldsymbol{\alpha}})$ and $f_{E_{k+1}^{n}}(x \mid \widetilde{\boldsymbol{\alpha}})$, respectively, where $p_{E_{1}^{k}}(u \mid \widetilde{\boldsymbol{\alpha}})$ is given by 140 and $f_{E_{k+1}^{n}}(x \mid \widetilde{\boldsymbol{\alpha}})$ is the pdf of $\mathcal{N}((n-k) p,(n-k) p(\mathrm{I}-p))$ for $p=$ $\frac{1}{n-k} \sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$. Step (a) of 223) follows from that $p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(j, b \mid i, v, \widetilde{\boldsymbol{\alpha}})$ is approximated to $\int_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(x, b)$, which is a pdf independent of $E_{k+1}^{n}=v$ and $\left[\widetilde{c_{1}}\right]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$. In 224, $f_{W_{\mathrm{c}_{\mathrm{P}}}}(x)$ is the pdf of $\mathcal{N}\left(\frac{1}{2}(n-k), \frac{1}{4}(n-k)\right)$ given by $\sqrt{69}$.

By using 223, the overhead of computing $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be reduced. Precisely, the integral operation in computing
$p_{\widetilde{W}_{\mathrm{c}_{\mathrm{P}}}}(j, b \mid i, v, \widetilde{\boldsymbol{\alpha}})$ inside $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is approximated to the $Q$-function as shown by (224, which can be efficiently computed by its polynomial approximations, i.e., $Q(x)=$ $e^{a x^{2}+b x+c}$ for $a=-0.385, b=-0.765$ and $c=-0.695$ [28]. Thus, $f_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ dominates the overhead of computing 223 , where the integral $\int_{x}^{\infty} f_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(v, b) d v$ is involved (recall $\sqrt{72})$. In the numerical integration of $\int_{x}^{\infty} f_{\widetilde{W}_{c_{\mathrm{P}}}}(v, b) d v$, one can control the number of sub-intervals to limit complexity. For example, setting $n$ sub-intervals could provide acceptable accuracy and limit the overhead of 223 to $O\left(n^{2}\right)$ FLOPs.
2) Implementation of the SISR and SGSR: When $\mathcal{C}(n, k)$ has the weight spectrum described by 65, and $p_{\mathbf{C D}_{\boldsymbol{p}}}(u, q) \approx$ $\frac{1}{2^{n-k}}\binom{n-k}{u}$, the probability $p_{\mathbf{c}_{\mathrm{P}}}^{\text {bit }}(\ell, q)$ given by 105 can be approximated as

$$
\begin{align*}
p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q) & =\sum_{u=0}^{n-k} \frac{u}{n-k} p_{\mathbf{c}_{\mathrm{P}}}(u, q) \\
& \approx \sum_{u=0}^{n-k} \frac{u}{n-k} \cdot \frac{\binom{n-k}{u}}{2^{n-k}}=\frac{1}{2} \tag{225}
\end{align*}
$$

In other words, for an arbitrary parity bit of an arbitrary codeword from $\mathcal{C}(n, k)$, it approximately has the probability $\frac{1}{2}$ to be nonzero. Then, by taking $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(\ell, q)=\frac{1}{2}$ for any $\stackrel{2}{k}+1 \leq \ell \leq n$ and $1 \leq q \leq k$, the probability $\stackrel{2}{\operatorname{Pc}_{\mathbf{e}}}\left(u \mid \widetilde{\alpha}_{u}\right)$ given by 190 can be approximated as

$$
\begin{align*}
\mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right) & \approx \sum_{q=1}^{k}\left(\sum_{\xi=1}^{\binom{k}{q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\widetilde{\mathbf{e}}_{\mathrm{B}}^{\xi} \mid \widetilde{\boldsymbol{\alpha}}\right)\right)  \tag{226}\\
& \cdot\left(\frac{1}{2}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)+\frac{1}{2} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)=\frac{1}{2}\right.
\end{align*}
$$

Then, substitute 226 into 192 and the soft success probability $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ computed in the SISR can be approximated as

$$
\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathrm{e}} \mid \widetilde{\boldsymbol{\alpha}}\right)
$$

$$
\begin{equation*}
\approx\left(1+\frac{1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}{\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})} \prod_{\substack{k<u \leq n \\ \widetilde{d}_{\mathbf{e}, u} \neq 0}} \frac{1}{2 \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)} \prod_{\substack{k<u \leq n \\ \tilde{d}_{\mathbf{e}, u}=0}} \frac{1}{2-2 \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)}\right)^{-1} \tag{227}
\end{equation*}
$$

where $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ is given by 139 . As $\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$ can be reused for computing $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {suc }}\left(\widetilde{\mathbf{d}}_{\mathbf{e}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ for different TEPs, it can be seen that 227, can be simply calculated with complexity $O(n)$ FLOPs.

Similar to 226, when $p_{\mathbf{c}_{\mathrm{P}}}(u, q) \approx \frac{1}{2^{n-k}}\binom{n-k}{u}$, we can also obtain that $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{btu}}(\ell, h, q) \approx \frac{1}{4}$ for $k+1 \leq \ell<h \leq n$. Then, recalling $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right]$ and $\sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$ respectively given by (126) and 127, it can be observed that when $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}$, the mean and variance of $D_{\mathbf{e}}^{(\mathrm{W})}$ tends to be unrelated to $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)$. Thus, we have $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right] \approx$ $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right] \approx \mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right]$ and $\left.\sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2}\right|_{\mathrm{e}_{\mathrm{B}} \neq \mathrm{e}} \approx \sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathrm{e}}_{\mathrm{B}} \neq \mathbf{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i} \approx \sigma_{D_{\mathrm{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathrm{e}, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i}$. Therefore, the pdf $f_{D_{i}^{(W)}}^{(\mathrm{W})}(x \mid \widetilde{\boldsymbol{\alpha}})$ given by 200 can be further

$$
\begin{align*}
& \mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{H})} \mid \widetilde{\boldsymbol{\alpha}}\right)=1-\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) \frac{\sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v \mid \widetilde{\boldsymbol{\alpha}}) \cdot p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(d_{i}^{(\mathrm{H})}-i, b_{0: i}^{k} \mid i^{(>)}, v, \widetilde{\boldsymbol{\alpha}}\right)}{p_{D_{i}^{(\mathrm{H})}}\left(d_{i}^{(\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}  \tag{223}\\
& \stackrel{(a)}{\approx} 1-\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) \frac{f_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(x, b_{0: i}^{k}\right)}{f_{D_{i}^{(\mathrm{H})}\left(d_{i}^{(\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}},
\end{align*}
$$

approximated as

$$
\begin{align*}
& f_{D_{i}^{(\mathrm{W})}}(x \mid \widetilde{\boldsymbol{\alpha}}) \approx \sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}}) \\
& \cdot\left(f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(u, b_{1: i}^{k} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) d u\right. \\
& \left.+f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(x, b_{1: i}^{k} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \int_{x}^{\infty} f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) d u\right) \\
& +\left(1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v \mid \widetilde{\boldsymbol{\alpha}})\right) f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{app}}\left(x, b_{0: i}^{k} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \tag{228}
\end{align*}
$$

where

$$
\begin{align*}
& f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\operatorname{app}}\left(x, b \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \\
& =b\left(1-F_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\operatorname{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)\right)^{b-1} f_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\operatorname{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right), \tag{229}
\end{align*}
$$

and $f_{D_{\mathrm{e}}(\mathrm{W})}^{\text {app }}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \quad \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ and $F_{D_{\mathbf{e}}^{(\mathrm{W})}}^{\text {app }}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \quad \neq\right.$ $\mathbf{e}, \widetilde{\boldsymbol{\alpha}}) \quad{ }_{\mathbf{e}}$ are respectively the pdf and cdf of $\mathcal{N}\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right], \sigma_{D_{\mathbf{e}}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) . \quad$ Based on 126 and $\sqrt[127]{ }, \mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right]$ and $\sigma_{D_{\mathbf{e}}}^{2}{ }^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}$ are given by

$$
\begin{equation*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right]=\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \sum_{u=1}^{k} \widetilde{\alpha}_{u}+\sum_{u=k+1}^{n} \frac{\widetilde{\alpha}_{u}}{2}, \tag{230}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}}^{2} & =+\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \sum_{u=1}^{k} \widetilde{\alpha}_{u}^{2}+\frac{b_{0:(i-1)}^{k-1}}{b_{0: i}^{k}} \sum_{u=1}^{k} \sum_{v=k+1}^{n} \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \\
& +2 \frac{b_{0:(i-2)}^{k-2}}{b_{0: i}^{k}} \sum_{u=1}^{k-1} \sum_{v=u+1}^{k} \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \\
& +\sum_{u=k+1}^{n-1} \sum_{v=u}^{n} \frac{\widetilde{\alpha}_{u} \widetilde{\alpha}_{v}}{2} \\
& -\left(\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right]\right)^{2} . \tag{231}
\end{align*}
$$

Therefore, the approximation 228 can be used in computing the soft success probability, i.e., $\mathrm{P}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ given in 204 , in the SGSR. As can be shown, $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right]$ in 230 is computed with complexity $O(n)$ and $\sigma_{D_{\mathrm{e}}}^{(\mathrm{W})}{\widetilde{\widetilde{e}_{\mathrm{B}}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}}^{2}$ in 231 is computed with complexity $O\left(n^{2}\right)$. In 228, the terms
$\int_{x}^{\infty} f_{D_{\mathrm{e}}(\mathrm{W})}^{\mathrm{app}}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) d u$ and $1-F_{D_{\mathrm{e}}^{(\mathrm{W})}}^{\mathrm{app}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ can be both efficiently computed utilizing the polynomial approximation of the $Q$-function [28]. Thus, the overhead of computing $\widetilde{\mathrm{P}}_{i}^{\text {suc }}\left(d_{i}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ will be dominated by the numerical integration $\int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}^{\mathrm{ap}}\left(u, b_{1: i}^{k} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) d u$ in 228 . One can set the maximum number of sub-intervals to $n$ in the numerical integration, and therefore limit the overhead of computing 223 to $O\left(n^{2}\right)$ FLOPs.
3) Implementation of the $H D R$ and $S D R$ : Similar to 223 and 224, after approximating $p_{E_{k+1}^{n}}(j \mid \widetilde{\boldsymbol{\alpha}})$ and $p_{W_{\mathrm{e}, \mathbf{c}_{\mathrm{P}}}}(j \mid w(\mathbf{e})=v)$ to $f_{E_{k+1}^{n}}(x \mid \widetilde{\boldsymbol{\alpha}})$ and $f_{W_{\mathbf{c}_{\mathrm{P}}}}(x)$, respectively, the hard promising probability, i.e., $\mathrm{P}_{\mathrm{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ given by (163), can also be approximated as

$$
\begin{align*}
\mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right) & =\sum_{j=0}^{d_{\mathrm{H}}} p_{D_{\mathbf{e}}^{(\mathrm{H})}}(j \mid \widetilde{\boldsymbol{\alpha}}) \\
& \stackrel{(a)}{\approx} \operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) \int_{-\infty}^{d_{\mathrm{H}}} f_{E_{k+1}^{n}}(x \mid \widetilde{\boldsymbol{\alpha}}) d x \\
& +(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})) \int_{-\infty}^{d_{\mathrm{H}}} f_{W_{\mathbf{c}_{\mathrm{P}}}}(x) d x  \tag{232}\\
& =\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})\left(1-Q\left(\frac{d_{\mathrm{H}}-(n-k) p}{\sqrt{((n-k) p(1-p))}}\right)\right) \\
& +(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}))\left(1-Q\left(\frac{2 d_{\mathrm{H}}-n+k}{\sqrt{n-k}}\right)\right)
\end{align*}
$$

where $p=\frac{1}{n-k} \sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$. Thus, by using the polynomial approximations of $Q(x)$, i.e., $Q(x)=e^{a x^{2}+b x+c}$ [28], $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is efficiently evaluated with complexity $O(n)$ FLOPs. Note that the approximation 232 can be further tightened by truncating the domain $\{x<0\}$ for $f_{E_{k+1}^{n}}(x \mid \widetilde{\boldsymbol{\alpha}})$ and $f_{W_{\text {cP }}}(x)$ in step (a).

In the SDR, the soft promising probability $\widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {pro }}\left(d_{\text {min }}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ is computed as (212). However, it can be noticed that 212) is involved with a large number of summations, which makes it hard to implement with acceptable overhead when the parity part length $n-k$ is large. Therefore, approximations have to be introduced for efficient implementation. For example, in 212, the pmf $p_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ of $D_{\mathbf{e}}^{(\mathrm{W})}$ for a specific TEP e conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$ can be approximated by a continuous pdf using the similar approach to obtain 181. Specifically, we approximate the distribution of $D_{\mathbf{e}}^{(\mathrm{W})}$ by a $\operatorname{pdf} f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right)$ given by 233 on the top of the next page.

Note that in 233, , the conditions $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right\}$ and $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right\}$ are different from the conditions $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}}=\right.$

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right) \\
& =\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right)+(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right) \\
& =\frac{\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}{\sqrt{2 \pi \sigma_{D_{\mathbf{e}}^{(W)}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]\right)^{2}}{2 \sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}^{2}}\right)  \tag{233}\\
& +\frac{1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}{\sqrt{2 \pi \sigma_{D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}^{2}}} \exp \left(-\frac{\left(x-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{W})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]\right)^{2}}{2 \sigma_{D_{\mathbf{e}}^{(\mathrm{W})}}^{2} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}\right),
\end{align*}
$$

$\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\}$ and $\left\{\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right\}$ in 200 and 228. Specifically, we assume that $\mathbf{e}$ is unknown to the decoder in (200) and 228, while $\left[233\right.$ ) assumes that $\mathbf{e}=[e]_{1}^{k}$ is specified. Then, based on 182], 183), 184, and 185 and considering $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$, we can obtain that

$$
\begin{align*}
\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]= & \sum_{\substack{1 \leq u \leq k \\
e_{u} \neq 0}} \widetilde{\alpha}_{u}+\sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \widetilde{\alpha}_{u}  \tag{234}\\
\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathrm{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}^{2}= & \sum_{u=k+1}^{n} \sum_{v=k+1}^{n} \operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right) \widetilde{\alpha}_{u} \widetilde{\alpha}_{v} \\
& -\left(\sum_{u=k+1}^{n} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \widetilde{\alpha}_{u}\right)^{2}, \tag{235}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]=\sum_{\substack{1 \leq u \leq k \\
e_{u} \neq 0}} \widetilde{\alpha}_{u}+\sum_{u=k+1}^{n} \frac{\widetilde{\alpha}_{u}}{2},  \tag{236}\\
& \sigma_{D_{\mathrm{e}}(\mathrm{w}) \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}^{2}=\sum_{u=k+1}^{n-1} \sum_{v=u}^{n} \frac{\widetilde{\alpha}_{u} \widetilde{\alpha}_{v}}{2}-\left(\sum_{u=k+1}^{n} \frac{\widetilde{\alpha}_{u}}{2}\right)^{2}, \tag{237}
\end{align*}
$$

where $\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$ and $\operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right)$ are respectively given by 137. and 138. Particularly, $\operatorname{Pe}\left(u, v \mid \widetilde{\alpha}_{u}, \widetilde{\alpha}_{v}\right)=\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$ for $u=v$.

Using $f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right)$ given by 233 , we approximate the soft promising probability given by 212 as

$$
\begin{aligned}
& \widetilde{\mathrm{P}}_{\mathbf{e}}^{\text {pro }}\left(d_{\text {min }}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right) \\
& =\sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}} \\
d_{\mathbf{t}_{h}^{h}}^{(\mathrm{W})}<d_{\text {min }}^{(\mathrm{W})}}} p_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right) \\
& \stackrel{(a)}{\approx} \int_{-\infty}^{d_{\min }^{(\mathrm{W})}} f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right) d x \\
& \stackrel{(b)}{=} \operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})\left(1-Q\left(\frac{d_{\min }^{(\mathrm{W})}-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]}{\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid{ }_{\mathbf{e}}^{\mathrm{B}}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}\right)\right) \\
& +(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}))\left(1-Q\left(\frac{d_{\min }^{(\mathrm{W})}-\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]}{\sigma_{D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}}}\right)\right),
\end{aligned}
$$

where step (a) approximate the summation of the pmf of a discrete variable to the cdf of a continuous distribution. Note that although $D_{\mathrm{e}}^{(\mathrm{W})} \geq 0$, step (a) does not exclude the domain $\{x<0\}$ for $f_{D_{\mathrm{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right)$ for the sake of simplicity, and 238 can be further tightened by truncating the domain $\{x<0\}$. Step (b) of 238) converts the cdfs of normal distributions as $Q$-functions, which can be efficiently computed by the polynomial approximation [28]. Therefore,
 independent of TEP e and can be reused in computing (238), and $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]$ and $\mathbb{E}\left[D_{\mathbf{e}}^{(\mathrm{w})} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}=[e]_{1}^{k}, \widetilde{\boldsymbol{\alpha}}\right]$ are simply computed with $O(n)$ FLOPs, the overhead of computing $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ in the SDR can be as low as $O(n)$ FLOPs

## B. Overall Complexity Analysis

Next, we evaluate the overall computational complexity of OSD algorithms applying the proposed decoding techniques when $\mathcal{C}(n, k)$ has the binomial weight spectrum as described in 65). Let the $C_{\text {total }}$ denote the computational complexity of an OSD algorithm applying one of stopping rules (including the HISR, HGSR, SISR, and SGSR) and one of discarding rules (including the HDR and SDR). $C_{\text {total }}$ can be derived as

$$
\begin{align*}
C_{\text {total }} & =O(n)+\underbrace{O(n \log n)}_{\text {sorting (FLOP) }}+\underbrace{O(n \min (n, n-k))}_{\text {Gaussian elimination (BOP) }} \\
& +N_{a} \underbrace{O(k+k(n-k))}_{\text {re-encoding (BOP) }}+C_{\mathrm{SR}}+C_{\mathrm{DR}}, \tag{239}
\end{align*}
$$

where $N_{a}$ is the average number of re-encoded TEPs, $C_{\mathrm{SR}}$ and $C_{\mathrm{DR}}$ are the complexity of checking stopping rules and discarding rules, respectively, and other terms are the complexity of various stages in the original OSD [11]. Stopping rules and discarding rules are used to reduce the number of TEPs, $N_{a}$, so that the total number of re-encodings, each with complexity of $O(k+k(n-k))$ binary operations (BOPs), can be decreased. Let $N_{a}=N_{\max }-N_{s}$, where $N_{\text {max }}$ is the maximum TEP number (i.e., number of TEPs required of original OSD) and $N_{s}$ is the number of TEPs reduced by applying stopping rules and discarding rules. The simulations in Section VI and Section VII have shown that the proposed techniques can significantly reduce the number of re-encoded TEPs, i.e., $N_{a} \ll N_{s}<N_{\text {max }}$. Therefore, if $C_{\mathrm{SR}}+C_{\mathrm{DR}}$ is negligible compared to $N_{s} \cdot O(k+k(n-k))$, i.e., $C_{\mathrm{SR}}+C_{\mathrm{DR}} \ll N_{s} \cdot O(k+k(n-k))$, the overall computational
complexity can be effectively reduced compared to the original OSD, i.e.,

$$
\begin{align*}
C_{\mathrm{OSD}} & =O(n)+\underbrace{O(n \log n)}_{\text {sorting (FLOP) }}+\underbrace{O(n \min (n, n-k))}_{\text {Gaussian elimination (BOP) }} \\
& +N_{\max } \underbrace{O(k+k(n-k))}_{\text {re-encoding (BOP) }} . \tag{240}
\end{align*}
$$

1) Complexity Introduced by Stopping Rules: In our paper, the stopping rules can be implemented by one of the HISR, HGSR, SISR and SGSR. Commonly, in these four different techniques, a success probability is calculated first, and then the success probability is compared with a threshold. Let us denote the complexity $C_{\mathrm{SR}}$ of stopping rules as

$$
\begin{equation*}
C_{\mathrm{SR}}=N_{\mathrm{suc}} \cdot C_{\mathrm{suc}}, \tag{241}
\end{equation*}
$$

where $C_{\text {suc }}$ is the complexity of calculating a single success probability, and $N_{\text {suc }}$ is the number of success probabilities that are calculated.

In the HISR and SISR as described in (142) and 193), the success probabilities are calculated for each generated codeword estimate, and is compared with a threshold parameter to determine whether the best codeword estimate has been found. Thus, the success probabilities in the HISR and SISR can only be computed for a codeword estimate $\widetilde{\mathbf{c}}_{\mathbf{e}}$, when $\widetilde{\mathbf{c}}_{\mathbf{e}}$ results in a lower WHD $d_{\mathbf{e}}^{(\mathrm{W})}$ compared to the recorded minimum WHD $d_{\text {min }}^{(\mathrm{W})}$. This is because $\widetilde{\mathbf{c}}_{\mathbf{e}}$ cannot be the best output if $d_{\mathrm{e}}^{(\mathrm{W})}>d_{\min }^{(\mathrm{W})}$. Therefore, for the HISR and SISR, it can be concluded that $N_{\text {suc }}<N_{a} \ll N_{s}<N_{\text {max }}$.

Furthermore, in the HISR and SISR, the success probabilities can be calculated according to 222 and 227, respectively, each with complexity $O(n)$ FLOPs. Usually, it is a few times slower to run a FLOP than a BOP by a modern processor; nevertheless, modern processors have narrowed the gap between FLOPs and BOPs with float process units (FPU) [29]. Thus, let us assume that $O(n)_{(\mathrm{FLOP})} \approx O(k+k(n-$ $\overline{k)}_{(\mathrm{BOP})}$, i.e., we roughly take that the FLOP is about $\frac{n}{4}$ times slower than the BOP for $k \approx \frac{n}{2}$, which is reasonable when $n$ is not too small. Then, it can be still observed that $C_{\mathrm{SR}}=N_{\text {suc }} \cdot O(n) \ll N_{s} \cdot O(k+k(n-k))$ as $N_{\text {suc }} \ll N_{s}$. Therefore, the HISR and SISR can be implemented in OSD to effectively reduce the overall decoding complexity.

In the HGSR and SGSR, as described in 156) and 205, the success probability is calculated at the end of each order of reprocessing, so that $N_{\text {suc }} \leq m$, where $m$ is the maximum reprocessing order of OSD. Thus, only a small number of success probabilities need to be calculated in the HGSR and SGSR, because the decoder is asymptotically optimal when $m=\left\lfloor d_{\mathrm{H}} / 4-1\right\rfloor[11]$. Then, it can be found that $N_{\text {suc }} \ll$ $N_{\mathrm{a}} \ll N_{s}<N_{\max }$. However, the success probabilities calculated in the HGSR and SGSR could be time-consuming. As shown by (224) and (228), the success probabilities in the HGSR and SGSR involve numerical integration and could be computed with $O\left(n^{2}\right)$ FLOPs when limiting the maximum number of sub-intervals to $n$. Recall $N_{\text {suc }} \leq m$, then it can be seen that $C_{\text {SR }}$ for the HGSR and SGSR will be negligible compared with $N_{s} \cdot O(k+k(n-k))$ when $\frac{m}{N_{s}} \ll \frac{O(k+(n-k) k)_{(\mathrm{BOP})}}{O\left(n^{2}\right)_{(\mathrm{FLOP})}}$. By assuming the FLOP is about $\frac{n}{4}$ times slower than the

BOP for $k \approx \frac{n}{2}$, it can be approximately obtained that $\frac{O(k+(n-k) k)_{(\mathrm{BOP})}}{O\left(n^{2}\right)_{(\text {FLOP })}} \approx \frac{1}{n}$. Therefore, when $n m \ll N_{s}$, the HGSR and SGSR could effectively reduce the overall decoding complexity. For example, as shown in Fig. 24(b), the SGSR reduces the number of TEPs from over 450 to less than 10 in decoding $(64,30,14) \mathrm{eBCH}$ code with $m=2$. In this case, $N_{s}=440>n m=128$ and the SGSR could indeed reduce the overall complexity.
2) Complexity Introduced by Discarding Rules: The discarding rules can be implemented by one of the HDR and SDR. As described in 164 and 213), a promising probability is calculated in HDR and SDR before re-encoding a TEP, and the promising probability is compared with a threshold to determine whether the TEP can be discarded. Thus, let us denote the complexity $C_{\mathrm{DR}}$ of discarding rules as

$$
\begin{equation*}
C_{\mathrm{DR}}=N_{\mathrm{pro}} \cdot C_{\mathrm{pro}} \tag{242}
\end{equation*}
$$

where $C_{\text {pro }}$ is the complexity of calculating a single promising probability and $N_{\text {pro }}$ is the number of promising probabilities that are being calculated.

According to Proposition 1 and Proposition 2, the promising probabilities in the HDR and SDR are monotonically increasing functions of the reliability of TEPs. Thus, if the decoder re-encodes TEPs in descending order of their reliabilities, the HDR and SDR do not need to calculate the promising probability for each TEPs, but can discard all following TEPs when one TEP fails in the promising probability check. In this case, we can see that $N_{\text {pro }}=N_{a} \ll N_{s}$. Note that TEPs are ordered according to the received reliability (channel outputs), which can be efficiently implemented following the algorithm introduced in [30]. For long block codes, it is also possible to use the algorithm in [31] to further improve the efficiency.

Furthermore, utilizing the monotonicity of the promising probabilities, the decoder can further reduce $N_{\text {pro }}$. Precisely, the promising probabilities can be calculated every $\ell$ TEPs, where $\ell$ is a positive integer, so that $N_{\text {pro }}$ can be as low as $\frac{N_{a}}{\ell}$, but the average complexity will not be apparently increased for $\ell \ll N_{a}$. We refer to this implementation as " $\ell$-step discarding rule". For example, let us assume $\ell=5$, and the decoder calculates the promising probability every 5 TEPs. Because the decoder will discard all following TEPs when a TEP fails in the discarding rule check, the $N_{a}$ will not be apparently affected by the " 5 -step discarding rule" implementation. However, $N_{\text {pro }}$ is reduced to $N_{\text {pro }}=\frac{N_{a}}{5} \ll N_{s}$, and $C_{\mathrm{DR}}=N_{\text {pro }} \cdot C_{\text {pro }}$ can be reduced by 5 times accordingly.
In both HDR and SDR, we have shown in Section VIII-A that the promising probability can be calculated with $O(n)$ FLOPs. Therefore, the overhead satisfies $C_{\mathrm{DR}}=\frac{N_{a}}{\ell}$. $O(n)_{(\mathrm{FLOP})} \ll N_{s} \cdot O(k+k(n-k))_{(\mathrm{BOP})}$ by assuming that the FLOP is about $\frac{n}{4}$ times slower than the BOP. Hence, the HDR and SDR can effectively reduce the overall decoding complexity .

## C. Comparisons with state of the art

1) Comparison of Stopping Rules: In this section, we compare the stopping rules proposed in Section VI-B and Section VII-B with previous approaches introduced in [2] and
[17]. In [2, Theorem 10.1], a decoding optimality condition was proposed to terminate the decoding early. Specifically, it has been proved that for a codeword estimate $\widetilde{\mathbf{c}}_{\mathbf{e}}$ in OSD, if the following condition

$$
\begin{equation*}
d_{\mathbf{e}}^{(\mathrm{W})} \leq g\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, d_{\mathrm{H}}\right) \tag{243}
\end{equation*}
$$

is satisfied, $\hat{\mathbf{c}}_{\mathbf{e}}=\pi_{1}^{-1}\left(\pi_{2}^{-1}\left(\widetilde{\mathbf{c}}_{\mathbf{e}}\right)\right)$ is the maximum-likelihood estimate of the received sequence, where $d_{\mathrm{H}}$ is the minimum distance of $\mathcal{C}(n, k)$, and $g\left(\widetilde{\mathbf{c}}_{\mathbf{e}}, d_{\mathrm{H}}\right)$ is given by [2, Eq. (10.31)]. It has been proved that 243 is a rigorous sufficient condition of the maximum-likelihood decoding [2]. On the other hand, the trade-off between complexity and error rate cannot be tuned as no parameters are introduced. In the subsequent comparisons, we refer to 243) as the decoding optimality condition (DOC).

In [17], a probabilistic sufficient condition (PSC) on optimality for reliability based decoding was proposed. The PSC was also integrated with the decoder proposed in [8]. In the PSC, a syndrome-like index is calculated as

$$
p_{s c}=\left[\begin{array}{lll}
\widetilde{\mathbf{y}}_{\mathrm{B}} \oplus \mathbf{e} & \widetilde{\mathbf{y}}_{\mathrm{P}} \tag{244}
\end{array}\right] \widetilde{\mathbf{H}}^{\mathrm{T}}
$$

where $\widetilde{\mathbf{H}}$ is the ordered parity matrix corresponding to $\widetilde{\mathbf{G}}$. Then, $p_{s c}$ is compared with a parameter $\tau$, and the decoding is terminated if $w\left(p_{s c}\right) \leq \tau$. Authors of [17] have shown that the probability of the "False alarm" of PSC can be negligible when $\tau$ is carefully selected. Furthermore, $\tau$ provides the flexibility between the complexity and error rate.

Next, we compare the complexity of decoders with different stopping rules. The DOC [2] and PSC [17] are included as benchmarks and the HISR, HGSR, SISR, SGSR are compared. We consider the order-3 decoding of $(64,30,14) \mathrm{eBCH}$ codes, which reaches the near-maximum-likelihood error performance [11]. All decoders are fine-tuned to reach the same error performance as the original OSD [11] which applies no stopping conditions, and the sequence of TEPs are arranged in descending order of the reliabilities. The average number of processed TEPs are compared in Fig. 27(a), As can be seen, the proposed stopping techniques can significantly reduce the number of required TEPs compared to the DOC [2] and PSC [17]. Furthermore, the soft conditions (i.e., SISR and SGSR) outperform the hard conditions (i.e., HIHR and HGSR).

The average decoding times for decoding a single codeword are further compared using MATLAB implementation on a 3.0 GHz CPU, as depicted in Fig. 27(b) It can be seen that the SISR and SGSR can reduce the decoding time to less than 10 ms . However, the HGSR is not competitive in decoding time as it has the worst performance at low SNRs, where its overhead undermines the advantages. It is worth noting that the HGSR, DOC, and PSC require a longer time to decode a codeword than the original OSD at low SNRs.

The numbers of TEPs and decoding times of applying different stopping rules are recorded in Table $\square$
2) Comparison of Discarding Rules: We consider the discarding rules proposed in [16] as the benchmark, which can discard the unpromising TEPs before performing the re-encoding, to reduce the decoding complexity. In [16], a decoding necessary condition (DNC) was proposed as follows.


Fig. 27. Decoding $(64,30,14)$ eBCH code with order-3 OSD algorithms applying different stopping rules.

A lower bound of the reliabilities of the TEPs is first estimated based on the so-far recorded WHD $d_{\min }^{(\mathrm{W})}$, i.e.,

$$
\begin{equation*}
\ell^{*}=\frac{d_{\min }^{(\mathrm{W})} \sum_{u=1}^{k} \widetilde{\alpha}_{u}}{\sum_{u=1}^{k} \widetilde{\alpha}_{u}+\lambda \sum_{u=k+1}^{n} \widetilde{\alpha}_{u}} \tag{245}
\end{equation*}
$$

where $\lambda$ is a parameter to be chosen. Then, for an arbitrary TEP e, if the reliability of $\mathbf{e}$, i.e., $\ell(\mathbf{e})=\sum_{\substack{1 \leq u \leq k \\ e_{u} \neq 0}} \widetilde{\alpha}_{u}$, satisfies $\ell(\mathbf{e}) \geq \ell^{*}$, $\mathbf{e}$ is discarded without re-encoding.

Next, we compare the complexity of decoders with different discarding rules. The DNC [16] is considered as the benchmark and the HDR and SDR are compared. We consider the order- 3 decoding of $(64,30,14)$ eBCH codes. All parameters in the simulated decoder are carefully selected to ensure that they can reach the same error rate as the original OSD [11], and the sequence of TEPs are ordered in descending order of the reliabilities. As discussed in Section VIII-B we further adopt the " 5 -step" implementation for the HDR and SDR to reduce the overhead, i.e., checking the conditions every 5

TABLE I
DECODING $(64,30,14)$ EBCH CODE WITH ORDER-3 OSD ALGORITHMS APPLYING DIFFERENT STOPPING RULES.

| SNR (dB) |  | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Original <br> OSD [11] | Ave. TEP | 4526 |  |  |  |  |
|  | Time (ms) | 17.45 |  |  |  |  |
| DOC [2] | Ave. TEP | 4377 | 3924 | 2909 | 1477 | 377 |
|  | Time (ms) | 28.47 | 24.87 | 18.53 | 9.90 | 3.20 |
| PSC [17] | Ave. TEP | 3134 | 2564 | 1709 | 851 | 240 |
|  | Time (ms) | 20.77 | 17.71 | 12.04 | 6.38 | 2.40 |
| HISR | Ave. TEP | 3690 | 2712 | 1391 | 446 | 101 |
|  | Time (ms) | 16.65 | 12.62 | 7.09 | 3.21 | 1.72 |
| HGSR | Ave. TEP | 4107 | 2644 | 997 | 233 | 60 |
|  | Time (ms) | 45.69 | 32.57 | 15.63 | 4.92 | 2.21 |
| SISR | Ave. TEP | 2479 | 1267 | 445 | 96 | 13 |
|  | Time (ms) | 12.19 | 6.63 | 2.89 | 1.33 | 0.99 |
| SGSR | Ave. TEP | 2240 | 1095 | 296 | 46 | 7 |
|  | Time (ms) | 12.12 | 6.21 | 2.49 | 1.22 | 0.96 |

TABLE II
DECODING $(64,30,14)$ EBCH CODE WITH ORDER-3 OSD ALGORITHMS APPLYING DIFFERENT DISCARDING RULES.

| SNR (dB) |  | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Original <br> OSD [11] | Ave. TEP | 4526 |  |  |  |  |
|  | Time (ms) | 17.45 |  |  |  |  |
| DNC [16] | Ave. TEP | 1200 | 574 | 186 | 40 | 8 |
|  | Time (ms) | 6.39 | 3.43 | 1.73 | 1.11 | 1.00 |
| SDR | Ave. TEP | 396 | 192 | 61 | 21 | 10 |
|  | Time (ms) | 2.96 | 1.89 | 1.27 | 1.07 | 1.04 |
| HDR | Ave. TEP | 1657 | 870 | 366 | 164 | 52 |
|  | Time (ms) | 8.43 | 4.84 | 2.89 | 2.02 | 1.53 |

TEPs.
The average numbers of re-encoded TEPs are compared in Fig. 28(a) It can be seen that the proposed SDR can significantly reduce the number of re-encoded TEPs, and a notable improvement is shown compared to the DNC [16], especially at low SNRs. However, the HDR is the worst among its counterparts. This is because the soft information (i.e., channel reliabilities) are not well utilized to determine the likelihoods of TEPs in the HDR. In addition, the average decoding times of decoding a single codeword are compared in Fig. 28(b) As shown, each simulated approach can significantly reduce the decoding time compared to the original OSD in both low and high SNR regimes. The main reason is that as shown in Section VIII-A, the HDR and SDR can be efficiently implemented with $O(n)$ FLOPs, and the overhead is further reduced by $\ell$ times with the" $\ell$-step" implementation. We can also conclude that the SDR and DNC have similar decoding time at high SNRs, close to 1 ms ; nevertheless, the SDR outperforms at low SNRs. The numbers of TEPs and decoding times of different decoders are recorded in Table II

## IX. Conclusion

In this paper, we revisited the ordered statistics decoding algorithm as a promising decoding approach for short linear block codes approaching maximum-likelihood performance. We investigated and characterized the statistical properties of the Hamming distance and weighted Hamming distance


Fig. 28. Decoding $(64,30,14) \mathrm{eBCH}$ code with order-3 OSD algorithms different discarding rules.
in the reprocessing stages of the ordered statistics decoding (OSD) algorithm. The derived statistical properties can give insights into the relationship between the decoding quality and the distance in the decoding process. According to the derived Hamming and weighted Hamming distance (WHD) distributions, we proposed two classes of decoding techniques, namely hard and soft techniques, to improve the decoding complexity of the OSD algorithm. These decoding techniques are analyzed and simulated. It is shown that they can significantly reduce the complexity in terms of the number of test error patterns (TEPs), with a negligible error performance loss in comparison with the original OSD. For example, from the numerical results of decoding $(64,30,14) \mathrm{eBCH}$ code, the hard individual stopping rule (HISR) and hard group stopping rule (HGSR) with parameter $\mathrm{P}_{t}^{\text {suc }}=0.99$ can maintain the error performance of the original OSD, while reducing the TEP numbers from 31 to around 2 for the order- 1 decoding and from 466 to around 4 for the order- 2 decoding at high SNRs, respectively. The same improvement can also be observed by
using the soft individual stopping rule (SISR) and soft group stopping rule $(\mathrm{SGSR})$ with $\mathrm{P}_{t}^{\text {suc }}=0.5$. The hard discarding rule (HDR) with $\lambda=0.1$ can reduce the TEP numbers from 31 to 24 of the order- 1 decoding of $(64,30,14) \mathrm{eBCH}$ code with slight error performance loss, and the soft discarding rule (SDR) with $\lambda=0.1$ can reduce the TEP numbers from 21 to around 5 of the order- 1 decoding of $(30,21,16) \mathrm{eBCH}$ code with virtually the same error performance with the original OSD. Comparisons are further performed with approaches from the literature. As shown, the proposed techniques outperform the state of the art in terms of the number of TEPs and the run-time of decoding a single codeword.

These decoding techniques can be adopted to design reduced-complexity OSD algorithms in particular for short BCH codes in ultra-reliable and low-latency communications. For example, considering the hard techniques introduced in Section VI, HISR and HGSR can serve as the stopping rule (SR) to terminate decoding early, and the HDR can serve as the TEP discarding rule (DR) to further improve the decoding efficiency. Applying the soft techniques introduced in Section VII, the soft-technique decoder can be designed, where the SISR and SGSR can serve as SRs and the SDR can serve as a DR. Compared to hard techniques, soft techniques exhibit better error performance however with a slightly increased overhead due to the calculation of WHD distribution. All techniques proposed in this paper can be easily combined with other OSD techniques and approaches to further reduce the decoding complexity.

## Appendix A

## THE APPROXIMATION OF $f_{\widetilde{A}_{u}}(x)$

For a real number $t>0$, we note the equivalence between events $\left\{\widetilde{A}_{u} \geq t\right\}$ and $\left\{\sum_{v=1}^{n} \mathbf{1}_{[0, t]}\left(A_{v}\right) \leq n-u\right\}$, where $\mathbf{1}_{\mathcal{X}}(x)=1$ if $x \in \mathcal{X}$ and $\mathbf{1}_{\mathcal{X}}(x)=0$, otherwise. We define a new random variable $Z_{n}$ as

$$
\begin{equation*}
Z_{n}=\sum_{v=1}^{n} \mathbf{1}_{[0, t]}\left(A_{v}\right) \tag{246}
\end{equation*}
$$

which is a random variable with a binomial distribution $\mathcal{B}\left(n, F_{A}(t)\right)$. By using the Demoivre-Laplace theorem [23], $Z_{n}$ can be approximated by a normal distribution $\mathcal{N}\left(\mathbb{E}\left[Z_{n}\right], \sigma_{Z_{n}}^{2}\right)$ with mean

$$
\begin{equation*}
\mathbb{E}\left[Z_{n}\right]=n F_{A}(t), \tag{247}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\sigma_{Z_{n}}^{2}=n F_{A}(t)\left(1-F_{A}(t)\right) \tag{248}
\end{equation*}
$$

For a particular $t \leq 0$ and a large $n$ satisfying $n^{3} F_{A}^{2}(t)(1-$ $\left.F_{A}(t)\right) \gg 1$, the above normal approximation $\mathcal{N}\left(\mathbb{E}\left[Z_{n}\right], \sigma_{Z_{n}}^{2}\right)$ holds [23, equation 3-27]. To find an approximation independent of $t$, we first define a random variable dependent on $t$ as

$$
\begin{equation*}
W(t)=\frac{t\left(n-Z_{n}\right)}{u} \tag{249}
\end{equation*}
$$

Therefore, we can observe the following equivalence.

$$
\begin{equation*}
\left\{\widetilde{A}_{u} \geq t\right\} \equiv\left\{Z_{n} \leq n-u\right\} \equiv\{W(t) \geq t\} \tag{250}
\end{equation*}
$$

Because $Z_{n}$ is a normal random variable with mean and varianve given by 247, and 248, respectively, $W(t)$ is also a normal random variable with mean and variance respective given by

$$
\begin{equation*}
\mathbb{E}[W(t)]=\frac{\operatorname{tn}\left(1-F_{A}(t)\right)}{u} \tag{251}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{W(t)}^{2}=\frac{t^{2} n F_{A}(t)\left(1-F_{A}(t)\right)}{u^{2}} \tag{252}
\end{equation*}
$$

Finally, we can observe the following equivalence between $\widetilde{A}_{u}$ and $W(t)$ as

$$
\begin{align*}
\left\{\widetilde{A}_{u} \geq t\right\} & \equiv\{W(t) \geq t\} \\
& \equiv\left\{\mathcal{N}\left(\frac{\operatorname{tn}\left(1-F_{A}(t)\right)}{u}, \frac{t^{2} n F_{A}(t)\left(1-F_{A}(t)\right)}{u^{2}}\right) \geq t\right\} \tag{253}
\end{align*}
$$

Despite the equivalence of (253), the mean and variance of $\widetilde{A}_{u}$ itself should be independent of $t$. Assume that $\widetilde{A}_{u}$ follows a normal distribution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right)$, and we have the following equivalence

$$
\begin{align*}
& \left\{\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right) \geq t\right\} \\
& \equiv\left\{\mathcal{N}\left(\frac{\operatorname{tn}\left(1-F_{A}(t)\right)}{u}, \frac{t^{2} n F_{A}(t)\left(1-F_{A}(t)\right)}{u^{2}}\right) \geq t\right\} \tag{254}
\end{align*}
$$

In other words

$$
\begin{align*}
& \operatorname{Pr}\left(\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right) \geq t\right) \\
& =\operatorname{Pr}\left(\mathcal{N}\left(\frac{\operatorname{tn}\left(1-F_{A}(t)\right)}{u}, \frac{t^{2} n F_{A}(t)\left(1-F_{A}(t)\right)}{u^{2}}\right) \geq t\right) \tag{255}
\end{align*}
$$

Let $t=t_{0}=\mathbb{E}\left[\widetilde{A}_{u}\right]$, and it can be obtained that

$$
\begin{align*}
& \operatorname{Pr}\left(\mathcal{N}\left(t_{0}, \sigma_{\widetilde{A}_{u}}^{2}\right) \geq t_{0}\right) \\
& =\operatorname{Pr}\left(\mathcal{N}\left(\frac{t_{0} n\left(1-F_{A}\left(t_{0}\right)\right)}{u}, \frac{t_{0}^{2} n F_{A}\left(t_{0}\right)\left(1-F_{A}\left(t_{0}\right)\right)}{u^{2}}\right) \geq t_{0}\right) \\
& =\frac{1}{2} \tag{256}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{t_{0} n\left(1-F_{A}\left(t_{0}\right)\right)}{u}=t_{0} \tag{257}
\end{equation*}
$$

Therefore, the mean of $\widetilde{A}_{u}$ is derived as

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{u}\right]=t_{0}=F_{A}^{-1}\left(1-\frac{u}{n}\right) \tag{258}
\end{equation*}
$$

From (253, we can also observe that

$$
\begin{align*}
\left\{\widetilde{A}_{u} \geq t\right\} & \equiv\left\{\mathcal{N}(0,1) \geq \frac{u-n+n F_{A}(t)}{\sqrt{n F_{A}(t)\left(1-F_{A}(t)\right)}}\right\} \\
& \equiv\left\{\mathcal{N}(0,1) \geq-\frac{\left(u-n\left(1-F_{A}(t)\right)\right)}{\left(t-t_{0}\right) \sqrt{n F_{A}(t)\left(1-F_{A}(t)\right)}} t_{0}\right. \\
& \left.+\frac{\left(u-n\left(1-F_{A}(t)\right)\right)}{\left(t-t_{0}\right) \sqrt{n F_{A}(t)\left(1-F_{A}(t)\right)}} t\right\} \tag{259}
\end{align*}
$$

Thus, the variance is given by

$$
\begin{align*}
\sigma_{\widetilde{A}_{u}}^{2} & =\lim _{t \rightarrow t_{0}} \frac{\left(t-t_{0}\right)^{2} n F_{A}(t)\left(1-F_{A}(t)\right)}{\left(u-n\left(1-F_{A}(t)\right)\right)^{2}} \\
& =\pi N_{0} \frac{(n-u) u}{n^{3}}\left(e^{-\frac{\left(t_{0}+1\right)^{2}}{N_{0}}}+e^{-\frac{\left(t_{0}-1\right)^{2}}{N_{0}}}\right)^{-2} . \tag{260}
\end{align*}
$$

Therefore, the $u$-th ordered reliability can be approximated by a Normal distribution $\mathcal{N}\left(\mathbb{E}\left[\widetilde{A}_{u}\right], \sigma_{\widetilde{A}_{u}}^{2}\right)$, where

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{u}\right]=t_{0}=F_{A}^{-1}\left(1-\frac{u}{n}\right) \tag{261}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{\widetilde{A}_{u}}^{2}=\pi N_{0} \frac{(n-u) u}{n^{3}}\left(e^{-\frac{\left(t_{0}+1\right)^{2}}{N_{0}}}+e^{-\frac{\left(t_{0}-1\right)^{2}}{N_{0}}}\right)^{-2} \tag{262}
\end{equation*}
$$

## Appendix B

THE APPROXIMATION OF $f_{\widetilde{A}_{u}, \widetilde{A}_{v}}(x, y)$
For $0<u<v$ and $0 \leq t \leq x \leq n$, we observe the equivalence between events $\left\{\widetilde{A}_{v} \geq t \mid \widetilde{A}_{u}=x\right\}$ and $\left\{\sum_{\ell=u}^{n} \mathbf{1}_{[t, x]}\left(A_{\ell}\right) \geq v-u\right\}$. Let the random variable $S_{n}=\sum_{\ell=u}^{n} \mathbf{1}_{[t, x]}\left(A_{\ell}\right)$, and according to the central limit theorem, we have

$$
\begin{align*}
& \left\{\widetilde{A}_{v} \geq t \mid \widetilde{A}_{u}=x\right\} \equiv\left\{S_{n} \leq v-u\right\} \\
& \equiv\left\{\mathcal{N}\left(\frac{t\left(u+(n-u) \gamma_{x}(t)\right)}{v}, \frac{t^{2}(n-u) \gamma_{x}(t)\left(1-\gamma_{x}(t)\right)}{v^{2}}\right) \geq t\right\} \tag{263}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{x}(t)=\frac{F_{A}(x)-F_{A}(t)}{F_{A}(x)} \tag{264}
\end{equation*}
$$

Similarly as the approximation of $f_{\widetilde{A}_{u}}(x)$, the mean and variance of $\widetilde{A}_{v}$ on the condition that $\widetilde{A}_{u}=x$ can be obtained as

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{A}_{v} \mid \widetilde{A}_{u}=x\right]=t_{1}=\gamma_{x}^{-1}\left(\frac{v-u}{n-u}\right) \tag{265}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=x}^{2} & =\lim _{t \rightarrow t_{1}} \frac{\left(t-t_{1}\right)^{2}(n-u) \gamma_{x}(t)\left(1-\gamma_{x}(t)\right)}{\left(v-u-(n-u) \gamma_{x}(t)\right)^{2}} \\
& =\pi N_{0} \frac{(n-v)(v-u)}{(n-u)^{3}}\left(\frac{e^{\frac{-\left(t_{1}-1\right)^{2}}{N_{0}}}+e^{\left.\frac{-\left(t_{1}+1\right)^{2}}{N_{0}}\right)}}{F_{a}(x)}\right)^{-2} \tag{266}
\end{align*}
$$

respectively. Therefore, for $0<u<v \leq n$, the joint distribution of $\widetilde{A}_{u}$ and $\widetilde{A}_{v}$ can be approximated as

$$
\begin{align*}
& f_{\widetilde{A}_{u}, \widetilde{A}_{v}}(x, y) \\
& \quad \approx \frac{1}{2 \pi \sigma_{\widetilde{A}_{u}} \sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=x}} \exp \left(-\frac{\left(x-t_{0}\right)^{2}}{2 \sigma_{\widetilde{A}_{u}}^{2}}-\frac{\left(y-t_{1}\right)^{2}}{2 \sigma_{\widetilde{A}_{v} \mid \widetilde{A}_{u}=x}^{2}}\right) . \tag{267}
\end{align*}
$$

## Appendix C <br> Proof of Theorem 2

Similar to Lemma 3 we first consider the composition of the Hamming distance in $i$-reprocessing $(0<i \leq m)$. For the hard-decision results $\widetilde{\mathbf{y}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \quad \widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}\right]$, it is obvious
that error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ is in the TEP list from 0-reprocessing to $i$-reprocessing if and only if $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$.

When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$, the first $i$ reprocessings cannot decode the received signal correctly, and the codeword estimate generated by each re-encoding is given by $\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e} \quad \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}\right]$. Then, we can obtain that the difference pattern $\widetilde{\mathbf{d}}_{\mathbf{e}}=\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}$ is given by

$$
\widetilde{\mathbf{d}}_{\mathbf{e}}=\left[\begin{array}{ll}
\mathbf{e} & \widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}} \tag{268}
\end{array}\right]
$$

Note that $\widetilde{\mathbf{d}}_{\mathbf{e}_{P}}=\widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}} \oplus \widetilde{\mathbf{e}}_{P}=\left[\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right] \widetilde{\mathbf{P}} \oplus \widetilde{\mathbf{e}}_{P}$. Thus, the Hamming distance between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$, denoted by the random variable $D_{\mathbf{e}}^{(\mathrm{H})}$, can be represented as $D_{\mathbf{e}}^{(\mathrm{H})}=w(\mathbf{e})+W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}$, where $w(\mathbf{e})$ is the Hamming weight of $\mathbf{e}$, and $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$ is the random variable introduced in Lemma [5] It has been shown that when $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u$ and $w\left(\widetilde{\mathbf{e}}_{\mathrm{P}}\right)=v$, the pmf of $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$, i.e., $p_{W_{\mathrm{e}, \mathrm{c}_{\mathrm{P}}}}(j \mid u, v)$, is given by 52 .

Then, after the $i$-reprocessing, the minimum Hamming distance conditioning on $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$ is derived as

$$
\begin{equation*}
D_{i}^{(\mathrm{H})}=\min _{\forall \mathbf{e}: w(\mathbf{e}) \leq i}\left\{w(\mathbf{e})+W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}\right\} \tag{269}
\end{equation*}
$$

Let us consider a sequence of i.i.d random variables $\left[D_{\mathbf{e}}^{(\mathrm{H})}\right]_{1}^{b_{0: i}^{k}}$ with length $b_{0: i}^{k}$, and the minimum Hamming distance $D_{i}^{(\mathrm{H})}$ can be represented as the minimal element of $\left[D_{\mathrm{e}}^{(\mathrm{H})}\right]_{1}^{b_{0: i}^{k}}$. When $i \ll k, w(\mathbf{e})$ can be regarded as a constant $i$ since $b_{0: i-1}^{k} \ll\binom{k}{i}$. Therefore, let $p_{\widetilde{W}_{\mathrm{c}_{\mathrm{P}}}}(j, b \mid u, v)$ denote the pmf of the minimal element of $b$ samples of $W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=v\right\}$. According to the discrete ordered statistics theory [32, Eq. (2.4.1)], $p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}(j, b \mid u, v)$ can be derived as

$$
\begin{equation*}
p_{\widetilde{W}_{\mathbf{c}_{\mathbf{P}}}}(j, b \mid u, v)=b \int_{F_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v)-p_{W_{\mathbf{e}, \mathbf{c}_{\mathbf{P}}}}(j \mid u, v)}^{F_{W_{\mathbf{e}}, \mathbf{c}_{\mathrm{P}}}(j \mid u, v)}(1-\ell)^{b-1} d \ell \tag{270}
\end{equation*}
$$

Thus, the pmf of $D_{i}^{(\mathrm{H})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right\}$ can be obtaining by combining all values of $\widetilde{\mathbf{e}}_{\mathrm{P}}=v$ and considering $b=b_{0: i}^{k}$, i.e.,
$p_{D_{i}^{(\mathrm{H})}}\left(j-i \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)=\sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v) p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}\left(j, b_{0: i}^{k} \mid i^{(>)}, v\right)$.
When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ can be eliminated by reprocessing with the TEP $\mathbf{e}=\widetilde{\mathbf{e}}_{\mathrm{B}}$, and the generated codeword estimate is given by

$$
\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\begin{array}{ll}
\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}
\end{array}\right] \widetilde{\mathbf{G}}=\left[\begin{array}{ll}
\widetilde{\mathbf{c}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{\mathrm{P}} \tag{272}
\end{array}\right]
$$

thus, if the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ is eliminated, the Hamming distance $D_{\mathbf{e}}^{(\mathrm{H})}$ between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$ can be derived as
$D_{\mathbf{e}}^{(\mathrm{H})}=\left\|\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \widetilde{\mathbf{c}}_{\mathrm{B}}\right\|+\left\|\widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathrm{P}}\right\|=w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)+E_{k+1}^{n}$.
Thus, after the $i$-reprocessing, the minimum Hamming distance is given by the minimum element of $w(\mathbf{e})+E_{k+1}^{n}$ and $\left[w(\mathbf{e})+W_{\mathbf{e}, \mathbf{c}_{\mathrm{P}}}\right]_{1: i}^{b_{1: i}^{k}}$, i.e.,

$$
\begin{equation*}
D_{i}^{(\mathrm{H})}=\min \left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)+E_{k+1}^{n}, \min _{\substack{\forall: w(\mathbf{e}) \leq i \\ \mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}}}\left\{w(\mathbf{e})+W_{\mathbf{c}_{\mathrm{P}}}\right\}\right\} . \tag{274}
\end{equation*}
$$

Conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=v\right\}$, the pmf of
$\min _{\forall \mathbf{e}: w(\mathbf{e}) \leq i}^{\mathbf{e} \neq \mathbf{e}_{\mathbf{R}}} \mid\left\{w(\mathbf{e})+W_{\mathbf{c}_{\mathrm{P}}}\right\}$ can be simply obtained by 270 , i.e., $p_{\widetilde{W}_{\mathbf{c}_{\mathrm{P}}}}^{\mathbf{e} \not \widetilde{\mathbf{e}}_{\mathrm{B}}}\left(j, b_{1: i}^{k} \mid u, v\right)$. Furthermore, we can observe that $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)+E_{k+1}^{n}=v+u$ when $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u, w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=v\right\}$. Therefore, the pdf of $D_{i}^{(\mathrm{H})}$ given by 274 can be derived as $p_{E W}(j \mid u, v)$ given by 56). Then, only conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right\}$, the pmf of $D_{i}^{(\mathrm{H})}$, denoted by $f_{D_{i}^{(\mathrm{H})}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=\right.$ $u$ ), can be derived as

$$
\begin{equation*}
f_{D_{i}^{(\mathrm{H})}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right)=\sum_{v=0}^{n-k} p_{E_{k+1}^{n}}(v) p_{E W}(j \mid u, v) . \tag{275}
\end{equation*}
$$

Finally, the pmf of the $D_{i}^{(\mathrm{H})}$ can be obtained by the law of total probability as

$$
\begin{align*}
p_{D_{i}^{(\mathrm{H})}}(j) & =\sum_{u=0}^{i} p_{E_{1}^{k}}(u) f_{D_{i}^{(\mathrm{H})}}\left(j \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=u\right) \\
& +\sum_{u=i+1}^{k} p_{E_{1}^{k}}(u) p_{D_{i}^{(\mathrm{H})}}\left(j-i \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) . \tag{276}
\end{align*}
$$

By substituting (270) and 275 into 276, we finally obtain (55) and Theorem 2 is proved.

## Appendix D Proof of Theorem 3

Given an arbitrary position indices vector $\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}} \underset{\mathcal{A}}{ } 0 \leq$ $h \leq(n-k)$ and the corresponding random variable $\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}=$ $\sum_{i=u}^{h} \widetilde{A}_{t_{u}^{\mathrm{P}}}$ with pdf $f_{\widetilde{A}_{t}}(x)$, the pdf of the WHD $D_{0}^{(\mathrm{W})}$ in 0 -reprocessing can be obtained by considering the mixture of all cases of possible $\mathbf{t}_{h}^{\mathrm{P}}$ with length $0 \leq h \leq(n-k)$, which can be written as

$$
\begin{equation*}
f_{D_{0}^{(\mathrm{W})}}(x)=\sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{p}}}}(x) \tag{277}
\end{equation*}
$$

where $\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathrm{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right)$ is the probability that only positions $\mathbf{t}_{h}^{\mathrm{P}}=\left[t^{\mathrm{P}}\right]_{1}^{h}$ in the vector $\widetilde{\mathbf{d}}_{0}=\widetilde{\mathbf{y}} \oplus \widetilde{\mathbf{c}}_{0}$ are nonzero. Based on the arguments in the Lemma 3, we re-write 277) in the form of conditional probability as

$$
\begin{align*}
& f_{D_{0}^{(\mathrm{W})}}(x) \\
& =\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) \sum_{h=0}^{n-k} \sum_{\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x) \\
& +\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right) \sum_{h=0}^{n-k} \sum_{h} \operatorname{Pr}\left({\widetilde{\mathcal{T}_{h}^{\mathrm{P}}}}{ }_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right) f_{\widetilde{A}_{\mathbf{t}_{h}^{\mathrm{P}}}}(x), \tag{278}
\end{align*}
$$

where $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right\}$ is equivalent to $\left\{E_{1}^{k}=0\right\}$, and $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ and $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ are given by $p_{E_{1}^{k}}(0)$ and $1-p_{E_{1}^{k}}(0)\left(p_{E_{1}^{k}}(0)\right.$ is previously given by 36 ), respectively.

When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0$, the difference parttern $\widetilde{\mathbf{d}}_{0}=\widetilde{\mathbf{y}} \oplus \widetilde{\mathbf{c}}_{0}$ can be fully described by the hard-decision errors (recall Lemma 3), i.e., $\widetilde{\mathbf{d}}_{0}=\left[\begin{array}{ll}\mathbf{0}_{\mathrm{B}} & \widetilde{\mathbf{e}}_{\mathrm{P}}\end{array}\right]$, where $\mathbf{0}_{\mathrm{B}}$ is the zero vector with length
k. Therefore, $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)$ can be represented as

$$
\begin{align*}
& \operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right) \operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)=0\right)  \tag{279}\\
& =\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\left[\begin{array}{ll}
\mathbf{0}_{\mathrm{B}} & \mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}
\end{array}\right]\right)=\operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right),
\end{align*}
$$

which is the probability that only positions of $\mathbf{t}_{h}^{\mathrm{P}}$ are in error over $\widetilde{\mathbf{y}}$. Thus, $\operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ can be given by

$$
\begin{align*}
\operatorname{Pe}\left(\mathbf{t}_{h}^{\mathrm{P}}\right) & =\underbrace{\substack{1<v \leq n \\
v \notin \mathbf{t}_{h}^{\mathrm{P}}}}_{\substack{n-h} \int_{\substack{h \\
0 \\
v \in v \leq n}}^{\infty} \cdots \underbrace{\int_{-\infty}^{0} \cdots}_{\substack{\mathrm{P}}} f_{[\widetilde{R}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)} \mid \tag{280}
\end{align*}
$$

where $f_{[\widetilde{R}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ is the joint pdf of ordered received signals $[\widetilde{R}]_{1}^{n}$, which can be derived as 27]

$$
\begin{equation*}
f_{[\widetilde{R}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n!\prod_{v=1}^{n} f_{R}\left(x_{v}\right) \prod_{v=2}^{n} \mathbf{1}_{\left[0,\left|x_{v-1}\right|\right]}\left(\left|x_{v}\right|\right) \tag{281}
\end{equation*}
$$

When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0$, it can be seen from Lemma 3 that $\widetilde{\mathbf{d}}_{0}=\left[\begin{array}{ll}\mathbf{0}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}\end{array} \widetilde{\mathbf{e}}_{\mathrm{P}}\right]$ where $\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime}$ is the parity part of $\widetilde{\mathbf{c}}_{0}^{\prime}=$ $\widetilde{\mathbf{e}}_{\mathrm{B}} \widetilde{\mathbf{G}}$. Assume that the codebook and $p_{\mathbf{c}_{\mathrm{P}}}(u, q)$ of $\mathcal{C}(n, k)$ is unknown. We can re-write $\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)$ as

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \neq 0\right)=\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right) \tag{282}
\end{equation*}
$$

where $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{0, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right)$ is denoted by $\operatorname{Pc}\left(\mathbf{t}_{h}^{\mathrm{P}}\right)$ and previously given by (75) in Lemma 6. Substituting (280) and 282) into (278), we can finally obtain (81). This completes the proof of theorem 3

## Appendix E Proof of Lemma 7

If the error pattern in hard-decision $\widetilde{\mathbf{e}}_{\mathrm{B}}$ is eliminated by the TEP e, i.e., $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}$, the codeword generated by re-encoding can be given by

$$
\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right] \widetilde{\mathbf{G}}=\left[\begin{array}{ll}
\widetilde{\mathbf{c}}_{\mathrm{B}} & \widetilde{\mathbf{c}}_{P} \tag{283}
\end{array}\right]
$$

Recall that $\widetilde{\mathbf{y}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \quad \widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}\right]$, and we can re-write the WHD between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$, denoted by a random variable $D_{\mathbf{e}}^{(\mathrm{W})}$, as

$$
\begin{equation*}
D_{\mathbf{e}}^{(\mathrm{W})}=\sum_{\substack{1 \leq u \leq k \\ \widetilde{e}_{\mathrm{B}}, u \neq 0}} \widetilde{A}_{u}+\sum_{\substack{1 \leq u \leq n-k \\ \widetilde{\widetilde{e}_{\mathrm{P}}, u \neq 0}}} \widetilde{A}_{u} . \tag{284}
\end{equation*}
$$

Since the error pattern $\widetilde{\mathbf{e}}_{\mathrm{B}}$ can be eliminated by the first $i$ reprocessings in the order- $m$ OSD, it can be obtained that $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, i.e., the condition $\left\{E_{1}^{k} \leq i\right\}$ holds. The probability that positions in $\mathbf{t}_{\ell}^{h}$ are different between $\widetilde{\mathbf{c}}_{\mathbf{e}}$ and $\widetilde{\mathbf{y}}$, denoted by $\mathrm{P}\left(\mathbf{t}_{\ell}^{h}\right)$, is given by

$$
\begin{align*}
\mathrm{P}\left(\mathbf{t}_{\ell}^{h}\right) & =\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}} \mid E_{1}^{k} \leq i\right) \\
& =\frac{\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}, E_{1}^{k} \leq i\right)}{\operatorname{Pr}\left(E_{1}^{k} \leq i\right)} . \tag{285}
\end{align*}
$$

Moreover, for $0 \leq \ell \leq i$, when the event $\left\{\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}}\right\}$ occurs, the event $\left\{E_{1}^{k} \leq i\right\}$ must occur. Therefore, we obtain that $\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}, E_{1}^{k} \leq i\right)=\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)$ and

$$
\begin{equation*}
\mathrm{P}\left(\mathbf{t}_{\ell}^{h}\right)=\frac{\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)}{\operatorname{Pr}\left(E_{1}^{k} \leq i\right)} \tag{286}
\end{equation*}
$$

where $\operatorname{Pr}\left(E_{1}^{k} \leq i\right)$ is simply given by $\sum_{v=0}^{i} p_{E_{1}^{k}}(v)$ according to Lemma 1. Let us denote $\operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)$ as $\operatorname{Pe}\left(\mathbf{t}_{\ell}^{h}\right)$. Similar to 280, $\mathrm{Pe}\left(\mathbf{t}_{\ell}^{h}\right)$ is derived as 84) by using the joint pdf $f_{[\widetilde{R}]_{1}^{n}}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Finally, by considering all possible $\mathbf{t}_{\ell}^{h}$, we can obtain 83). This completes the proof of lemma 7

## Appendix F

PROOF OF LEMMA 8
If the error pattern in hard-decision $\widetilde{\mathbf{e}}_{\mathrm{B}}$ is not eliminated by the TEP e, i.e., $\widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}$, the codeword generated by reencoding can be given by

$$
\begin{equation*}
\widetilde{\mathbf{c}}_{\mathbf{e}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right] \widetilde{\mathbf{G}}=\left[\widetilde{\mathbf{c}}_{\mathrm{B}} \oplus \mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}} \quad \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}\right] \tag{287}
\end{equation*}
$$

Thus, the difference pattern $\widetilde{\mathbf{d}}_{\mathbf{e}}=\widetilde{\mathbf{c}}_{\mathbf{e}} \oplus \widetilde{\mathbf{y}}$ can be obtained as

$$
\widetilde{\mathbf{d}}_{\mathbf{e}}=\left[\begin{array}{ll}
\mathbf{e} \quad \widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}} \oplus \widetilde{\mathbf{e}}_{P} \tag{288}
\end{array}\right]
$$

Following the proof of Theorem 2, we know that $\widetilde{\mathbf{c}}_{P} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}$ is in fact the parity part of the codeword $\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}=\left[\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right] \widetilde{\mathbf{G}}$, i.e., $\widetilde{\mathbf{c}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}=\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}$. Consider the position index vector $\mathbf{t}_{\ell}^{h}$. Then the probability $\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)$ can be represented as

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)=\operatorname{Pr}\left(\mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) . \tag{289}
\end{equation*}
$$

By considering a random TEP $\mathbf{e}$ in the first $i$ reprocessings, it can be easily obtained that $\operatorname{Pr}\left(\mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right)=\frac{1}{b_{0: i}^{k}}$. Furthermore, we consider $2^{n-k}$ pairs vectors, $\mathbf{x}$ and $\mathbf{x} \oplus \mathbf{z}_{\mathbf{t}}^{h}$, with respect to an arbitrary length $-n-k$ binary vector $\mathbf{x}$. Then, $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\right.$ $\left.\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right)$ can be represented as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \\
& =\sum_{\mathbf{x} \in\{0,1\}^{n-k}} \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{x}\right) . \tag{290}
\end{align*}
$$

For $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right)$, we can rewrite it as

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\right. & \left.\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \\
= & \sum_{q=1}^{k} \operatorname{Pr}\left(w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \\
& \cdot \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q\right)  \tag{291}\\
= & \sum_{q=1}^{k} \operatorname{Pr}\left(w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right) \\
& \cdot \operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell\right) \\
& \cdot \operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell \mid w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q\right) .
\end{align*}
$$

In 291, $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell \mid w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q\right)$ is directly given by $p_{\mathbf{c}_{\mathrm{P}}}(\ell, q)$. It is important to note that $q \neq 0$ to ensure $\mathbf{e} \neq \mathbf{e}_{\mathrm{B}}$. Then, considering the columns of $\widetilde{\mathbf{G}}$ is randomly
permuted according to the received sequence, it can be seen that $\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus \mathbf{x} \mid w\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime}\right)=\ell\right)=\frac{1}{\binom{n-k}{l}}$ for $\ell=w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \oplus\right.$ $\mathbf{x}$ ). It is worthy noting that 291 does not have a summation over $\ell$ because $\ell=w\left(\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}} \oplus \mathbf{x}\right)$ is determined by $\mathbf{x}$ and $\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{p}}}$. Furthermore, $\operatorname{Pr}\left(w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right)$ can be derived as

$$
\begin{equation*}
\operatorname{Pr}\left(w\left(\mathbf{e} \oplus \widetilde{\mathbf{e}}_{\mathrm{B}}\right)=q \mid \mathbf{e}=\mathbf{z}_{\mathbf{t}_{\ell}^{\mathrm{B}}}\right)=\sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\ w\left(\mathbf{z}_{t_{\ell}^{\mathrm{B}}} \oplus \mathbf{x}\right)=q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right), \tag{292}
\end{equation*}
$$

where $\operatorname{Pr}\left(\widetilde{\widetilde{R}} \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x}\right)$ is determined as 89) by using the joint pdf of $[\widetilde{R}]_{1}^{n}$ given by 281 .

When $\tilde{\mathbf{d}}_{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}$, the pdf of $D_{\mathbf{e}}^{(\mathrm{W})}$ is directly given by $f_{\widetilde{A}_{\mathbf{t}_{\ell}}}$. Let us take $\operatorname{Pr}\left(\widetilde{\mathbf{d}}_{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\ell}^{h}}\right)=\operatorname{Pc}\left(\mathbf{t}_{\ell}^{h}\right)$. Thus, considering all possible $\mathbf{t}_{\ell}^{h}$ and using the law of total probability, we can finally obtain 85, which completes the proof of Lemma 8 .

## Appendix G Proof of Theorem 4

When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i$, i.e., $E_{1}^{k}>i$, the first $i$ reprocessings can not decode the received signal correctly. According to Lemma 8. the minimum WHD on the condition that $E_{i}^{k}>i$ is given by

$$
\begin{equation*}
D_{i}^{(\mathrm{W})}=\min _{\forall \mathbf{e}: w(\mathbf{e}) \leq i}\left\{D_{\mathbf{e}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right\} \tag{293}
\end{equation*}
$$

It is proved in Lemma 2 that the covariance $\operatorname{cov}\left(\widetilde{A}_{i}, \widetilde{A}_{j}\right)$, $1 \leq i<j \leq n$, is non-negative. From 97, we know that the covariance $\operatorname{cov}\left(D_{\mathbf{e}}^{(\mathrm{W})}, D_{\mathbf{e}^{\prime}}^{(\mathrm{W})}\right)$ is a linear combination of $\operatorname{cov}\left(\widetilde{A}_{i}, \widetilde{A}_{j}\right)$ with positive coefficients. Thus for any TEPs $\mathbf{e}$ and $\mathbf{e}^{\prime}$ satisfying $\mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}$ and $\mathbf{e}^{\prime} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}$, respectively, $\operatorname{cov}\left(D_{\mathbf{e}}^{(\mathrm{W})}, D_{\mathbf{e}^{\prime}}^{(\mathrm{W})}\right)$ and $\rho$ are also non-negative. Furthermore, we regard $D_{\mathbf{e}}^{(\mathrm{W})}$ as a normally distributed variable when $n$ is large because it is a large-number summation of random variables $[\widetilde{A}]_{1}^{n}$. Let $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ denote the pdf of the minimum element of a sequence of $b$ samples $d_{\mathbf{e}}^{(\mathrm{W})}$ of $D_{\mathrm{e}}^{(\mathrm{W})}$, then $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(x, b \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)$ can be derived as 103 by considering the ordered statistics of normal variables with positive correlation coefficient $\rho \in[0,1)[33$, Corollary 6.1.1]. Also, since in the first $i$ reprocessings, the overall number of checked TEP is $b_{0: i}^{k}$, we take $b=b_{0: i}^{k}$ in 103 .

When $w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i$, i.e., $E_{1}^{k} \leq i$, the first $i$ reprocessings can eliminate the errors in MRB positions by one TEP e which equals $\widetilde{\mathbf{e}}_{\mathrm{B}}$, while there are still $b_{1: i}^{k}$ TEPs that can not eliminate the error $\widetilde{\mathbf{e}}_{\mathrm{B}}$. Therefore, the munimum WHD on the condition $E_{i}^{k} \leq i$ is given by

$$
\begin{equation*}
D_{i}^{(\mathrm{W})}=\min _{\substack{\forall \mathbf{e}: w(\mathbf{e}) \leq i \\ \mathbf{e} \neq \widetilde{\mathbf{e}}_{\mathrm{B}}}}\left\{D_{\widetilde{\mathbf{e}}_{\mathrm{B}}}^{(\mathrm{W})}, D_{\mathbf{e}}^{(\mathrm{W})}\right\} \tag{294}
\end{equation*}
$$

Considering the ordered statistics over all possible $D_{\mathbf{e}}^{(\mathrm{W})}$,
we obtain the pdf of $D_{i}^{(\mathrm{W})}$ conditioning on $\left\{w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right\}$ as

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \\
& \quad=f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) \int_{x}^{\infty} f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) d u  \tag{295}\\
& \quad+f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) \int_{x}^{\infty} f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(u \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) d u
\end{align*}
$$

where $f_{\widetilde{D}_{i}^{(\mathrm{W})}}\left(u, b_{1: i}^{k} \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)$ is derived as 103 by using the arguments in [33, Corollary 6.1.1]. Finally, we can obtain 101 by using the law of total probability, i.e.

$$
\begin{align*}
f_{D_{\mathbf{e}}^{(\mathrm{W})}}(x) & =\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)  \tag{296}\\
& +\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right) f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right),
\end{align*}
$$

where $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right) \leq i\right)=\sum_{v=0}^{i} p_{E_{1}^{k}}(v)$ and $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}}\right)>i\right)=$ $1-\sum_{v=0}^{i} p_{E_{1}^{k}}(v)$ are obtained from Lemma 1 . This completes the proof of Theorem 4

## Appendix H

## Proof of Proposition 1

Let us consider the derivative of $\mathrm{P}_{\mathbf{e}}^{\text {pro }}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)$ with respect to $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$, which can be derived as

$$
\begin{align*}
\frac{\partial \mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}{\partial \operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})} & =\sum_{j=w(\mathrm{e})}^{d_{\mathrm{H}}} p_{E_{k+1}^{n}}(j-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}}) \\
& -\sum_{j=w(\mathrm{e})}^{d_{\mathrm{H}}} p_{W_{\mathbf{c}_{\mathrm{P}}}}(j-w(\mathbf{e}))  \tag{297}\\
& \stackrel{(a)}{=} \sum_{j=0}^{d_{\mathrm{H}}-w(\mathrm{e})}\binom{n-k}{j}(\mathbb{E}[\mathrm{Pe}])^{j}(1-\mathbb{E}[\mathrm{Pe}])^{n-k-j} \\
& -\sum_{j=0}^{d_{\mathrm{H}}-w(\mathrm{e})}\binom{n-k}{j} \frac{1}{2^{n-k}},
\end{align*}
$$

where

$$
\begin{equation*}
\mathbb{E}[\mathrm{Pe}]=\frac{1}{n-k} \sum_{j=k+1}^{n} \operatorname{Pe}\left(j \mid \widetilde{\alpha}_{j}\right) \tag{298}
\end{equation*}
$$

Step (a) of 297 follows from that $p_{E_{k+1}^{n}}(j-w(\mathbf{e}) \mid \widetilde{\boldsymbol{\alpha}})$ is given by 140 and $p_{W_{\mathbf{c}_{\mathrm{P}}}}(j-w(\mathbf{e}))=p_{d}(j)=\binom{n-k}{j} \frac{1}{2^{n-k}}$ under binomal code spectrum assumption. Using the regularized incomplete beta function $I_{x}(a, b)$, 297 can be represented as

$$
\begin{align*}
\frac{\partial \mathrm{P}_{\mathrm{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}{\partial \mathrm{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}= & I_{1-\mathbb{E}[\mathrm{Pe}]}\left(n-k-d_{\mathrm{H}}+w(\mathrm{e}), d_{\mathrm{H}}-w(\mathrm{e})+1\right) \\
& -\frac{1}{\beta} I_{\frac{1}{2}}\left(n-k-d_{\mathrm{H}}+w(\mathrm{e}), d_{\mathrm{H}}-w(\mathrm{e})+1\right) \\
\geq & I_{1-\mathbb{E}[\mathrm{Pe}]}\left(n-k-d_{\mathrm{H}}+w(\mathrm{e}), d_{\mathrm{H}}-w(\mathrm{e})+1\right) \\
& -I_{\frac{1}{2}}\left(n-k-d_{\mathrm{H}}+w(\mathrm{e}), d_{\mathrm{H}}-w(\mathrm{e})+1\right) \\
= & \left(n-k-d_{\mathrm{H}}+w(\mathrm{e})\right)\binom{n-k}{d_{\mathrm{H}}-w(\mathrm{e})} \\
& \cdot \int_{\frac{1}{2}}^{1-\mathbb{E}[\mathrm{Pe}]} t^{n-k-d_{\mathrm{H}}+w(\mathrm{e})-1}(1-t)^{d_{\mathrm{H}}-w(\mathrm{e})} d t . \tag{299}
\end{align*}
$$

Furthermore, it has been proved that $\operatorname{Pe}\left(j \mid \widetilde{\alpha}_{j}\right)<1 / 2$ for $1 \leq$ $j \leq n$ [11], so that we can obtain that $1-\mathbb{E}[\mathrm{Pe}]>1 / 2$. Therefore, we can conclude that

$$
\begin{equation*}
\frac{\partial \mathrm{P}_{\mathbf{e}}^{\mathrm{pro}}\left(d_{\mathrm{H}} \mid \widetilde{\boldsymbol{\alpha}}\right)}{\partial \operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})}>0 \tag{300}
\end{equation*}
$$

and this completes the proof of Proposition 1.

## Appendix I

Proof of Corollary 4
Given an arbitrary position indices vector $\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}, 0 \leq$ $h \leq(n-k)$ and the corresponding random variable $\widetilde{A}_{\mathbf{t}_{\mathrm{e}}^{h}}$ with pdf $f_{\widetilde{t}_{\mathbf{t}_{\mathbf{e}}^{h}}}(x)$, the pdf of the WHD $D_{\mathbf{e}}^{(\mathrm{W})}$ can be obtained by considering the mixture of all possible $t_{h}^{\mathrm{P}}, 0 \leq h \leq(n-k)$, i.e.,
$f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right)=\sum_{h=0}^{n-k} \sum_{t_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}}\right) f_{\widetilde{\mathbf{A}}_{\mathbf{t}_{\mathbf{e}}}}(x)$.
We re-write 301 in the form of conditional probability, i.e.,

$$
\begin{align*}
& f_{D_{\mathbf{e}}^{(\mathrm{W})}}\left(x \mid \mathbf{e}=[e]_{1}^{k}\right) \\
& =\operatorname{Pe}(\mathbf{e}) \sum_{h=0}^{n-k} \sum_{t_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) f_{\widetilde{A}_{\mathbf{t}_{\mathrm{e}}^{h}}}(x) \\
& +(1-\operatorname{Pe}(\mathbf{e})) \sum_{h=0}^{n-k} \sum_{t_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}} \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right) f_{\widetilde{A}_{\mathbf{t}_{\mathbf{e}}^{h}}}(x), \tag{302}
\end{align*}
$$

where $\operatorname{Pe}(\mathbf{e})=\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$ is given by 131 . In 302 , we use $\operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right)$ to denote $\operatorname{Pe}(\mathbf{e}) \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)$, i.e.,

$$
\begin{align*}
\operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right) & =\operatorname{Pe}(\mathbf{e}) \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right) \\
& \stackrel{(a)}{=} \operatorname{Pr}\left(\widetilde{\mathbf{e}}=\mathbf{z}_{\mathbf{t}_{\mathbf{e}}^{h}}\right), \tag{303}
\end{align*}
$$

where step (a) follows from that when $\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}$, the difference pattern between $\widetilde{\mathbf{y}}_{\mathrm{P}}$ and $\widetilde{\mathbf{c}}_{\mathbf{e}, P}$ is given by $\widetilde{\mathbf{e}}_{P}$, as proved in Lemma 7 Thus, $\operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right)$ is the probability that only positions $\mathbf{t}^{h}$ are in error in $\widetilde{\mathbf{y}}$. Thus, $\operatorname{Pe}\left(\mathbf{t}_{\mathbf{e}}^{h}\right)$ can be obtained as 178 by considering the joint distribution of $[\widetilde{R}]_{1}^{n}$, i.e., $f_{[\widetilde{R}]_{1}^{n}}\left(x_{1}, \ldots, x_{n}\right)$ given by 281 . For the second term of 302 , the conditional probability $\operatorname{Pr}\left(\mathbf{y}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}\right)$ can be derived as (179) following the approach to obtain (289) in Lemma (8). This completes the proof of Corollary 4

## Appendix J <br> Proof of Corollary 5

The probability $\operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{W})}=d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be represented as

$$
\begin{align*}
& \operatorname{Pr}\left(D_{\mathbf{e}}^{(\mathrm{W})}=d_{\mathbf{t}_{\mathbf{e}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right) \\
& \quad=\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}}) \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)  \tag{304}\\
& \quad+(1-\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})) \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) .
\end{align*}
$$

By considering that the bit-wise error probabilities conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$ are independent, $\operatorname{Pe}(\mathbf{e} \mid \widetilde{\boldsymbol{\alpha}})$ is simply given by (139). Furthermore, as proved in the proof of Lemma 7.
when $\widetilde{\mathbf{e}}_{B}=\mathbf{e}$, it can be obtained that $\widetilde{\mathbf{y}}_{P} \oplus \widetilde{\mathbf{c}}_{\mathbf{e}, P}=\widetilde{\mathbf{e}}_{P}$. Thus, it can be seen that $\operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{c}}_{\mathrm{B}}=\mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ is the probability that only positions indexed by $\mathbf{t}_{h}^{\mathrm{P}}$ are in error in $\widetilde{\mathbf{y}}_{\mathrm{P}}$ conditioning on $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$, which can be derived as

$$
\begin{equation*}
\operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{e}\right)=\prod_{\substack{k<u \leq n \\ u \in \mathbf{t}_{h}^{\mathrm{P}}}} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{k<u \leq n \\ u \notin \mathbf{t}_{h}^{\mathrm{R}}}}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right) . \tag{305}
\end{equation*}
$$

On the other hand, according to Lemma 8, $\operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\right.$ $\left.\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ can be represented as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)  \tag{306}\\
& \quad=\operatorname{Pr}\left(\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) .
\end{align*}
$$

Note that when $[\widetilde{A}]_{1}^{n}=[\widetilde{\alpha}]_{1}^{n}$, for the $u$-th bit of $\widetilde{\mathbf{e}}, k<u \leq n$, we can obtain $\operatorname{Pr}\left(\widetilde{e}_{u} \neq 0 \mid \widetilde{\alpha}_{u}\right)=\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)$. For the $u$-th bit of $\widetilde{\mathbf{c}}_{\mathbf{e}}^{\prime}, k<u \leq n$, the probability $\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u}^{\prime} \neq 0 \mid \widetilde{\alpha}_{u}\right)$ can be represented as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u}^{\prime} \neq 0 \mid \widetilde{\alpha}_{u}\right) \\
& \quad=\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=q\right) \operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=q \mid \widetilde{\boldsymbol{\alpha}}\right) \tag{307}
\end{align*}
$$

where $\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u}^{\prime} \neq 0 \mid w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=q\right)$ is previously given by $p_{\mathbf{c}_{\mathrm{P}}}^{\mathrm{bit}}(u, q)$ in 105$) . \operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=q \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be derived by considering all length- $k$ vectors $\mathbf{x}$ satisfying $w(\mathbf{x} \oplus \mathbf{e})=q$, i.e., $\operatorname{Pr}\left(w\left(\widetilde{\mathbf{e}}_{\mathrm{B}} \oplus \mathbf{e}\right)=q \mid \widetilde{\boldsymbol{\alpha}}\right)=\sum_{\substack{\mathbf{x} \in\{0,1\}^{k} \\ w(\mathbf{e} \oplus \mathbf{x})=q}} \operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x} \mid \widetilde{\boldsymbol{\alpha}}\right)$, where $\operatorname{Pr}\left(\widetilde{\mathbf{e}}_{\mathrm{B}}=\mathbf{x} \mid \widetilde{\boldsymbol{\alpha}}\right)$ can be easily derived as 191 by using the reliabilities $[\widetilde{\alpha}]_{1}^{n}$. Thus, for the $u$-th bit, $k<u \leq n$, of $\widetilde{\mathbf{c}}_{\mathbf{e}, \mathrm{P}}^{\prime} \oplus \widetilde{\mathbf{e}}_{\mathrm{P}}$, i.e., $\widetilde{c}_{\mathbf{e}, u}^{\prime} \oplus \widetilde{e}_{u}$, we have

$$
\begin{align*}
\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u} \oplus \widetilde{e}_{u} \neq 0 \mid \widetilde{\alpha}_{u}\right) & =\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\left(1-\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u} \neq 0 \mid \widetilde{\alpha}_{u}\right)\right) \\
& +\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right) \operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u} \neq 0 \mid \widetilde{\alpha}_{u}\right) \tag{308}
\end{align*}
$$

For the simplicity, we take $\operatorname{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)=\operatorname{Pr}\left(\widetilde{c}_{\mathbf{e}, u}^{\prime} \oplus \widetilde{e}_{u} \neq 0 \mid \widetilde{\alpha}_{u}\right)$. Then, $\operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right)$ given by 306 is derived as

$$
\begin{align*}
& \operatorname{Pr}\left(\widetilde{\mathbf{y}}_{\mathrm{P}} \oplus \widetilde{\mathbf{c}}_{0, \mathrm{P}}=\mathbf{z}_{\mathbf{t}_{h}^{\mathrm{P}}} \mid \widetilde{\mathbf{e}}_{\mathrm{B}} \neq \mathbf{e}, \widetilde{\boldsymbol{\alpha}}\right) \\
& \quad=\prod_{\substack{k<u \leq n \\
u \in \mathbf{t}_{h}^{\mathrm{P}}}} \mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right) \cdot \prod_{\substack{k<u \leq n \\
u \notin \mathbf{t}_{h}^{\mathrm{P}}}}\left(1-\mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)\right) . \tag{309}
\end{align*}
$$

Substituting (305) and (309) into (304), we can finally obtain (189). This completes the proof of Corollary 5 .

## Appendix K Proof of Proposition 2

Assume that there exist two arbitrary TEPs $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ to be processed in the $i$-reprocessing, satisfying $\operatorname{Pe}\left(\mathbf{e}_{1} \mid \widetilde{\boldsymbol{\alpha}}\right)>$ $\operatorname{Pe}\left(\mathbf{e}_{2} \mid \widetilde{\boldsymbol{\alpha}}\right)$. Let us define $\Delta \triangleq \widetilde{\mathrm{P}}_{\mathbf{e}_{1}}^{\text {pro }}\left(d_{\min }^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)-\widetilde{\mathrm{P}}_{\mathbf{e}_{2}}^{\text {pro }}\left(d_{\text {min }}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)$,
which can be obtained that

$$
\begin{align*}
& \stackrel{(a)}{\geq} \sum_{h=0}^{n-k} \sum_{\substack{\mathbf{t}_{\vec{P} \in \mathcal{T}_{h}}^{\mathrm{P}} \\
d_{h}^{(W)} \\
\mathbf{t}_{\mathbf{t}_{2}}^{h}}}\left(d_{\text {min }}^{(\mathrm{W})}, ~\left(p_{\mathbf{e}_{1}}^{(\mathrm{W})}\left(d_{\mathbf{t}_{\mathbf{e}_{1}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)-p_{D_{\mathbf{e}_{2}}^{(\mathrm{W})}}\left(d_{\mathbf{t}_{\mathbf{e}_{2}}^{h}}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)\right)\right. \\
& \stackrel{(b)}{=} \sum_{h=0}^{n-k} \sum_{\substack{\left.\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}} \\
d_{h}^{(W)} \\
\mathbf{t}_{\mathbf{e}_{2}}^{h}\right)}}\left(\operatorname{Pe}\left(\mathbf{e}_{\text {min }}^{(\mathrm{W})} \mid \widetilde{\boldsymbol{\alpha}}\right)-\operatorname{Pe}\left(\mathbf{e}_{2} \mid \widetilde{\boldsymbol{\alpha}}\right)\right) \\
& \left(\prod_{\substack{k<u \leq n \\
u \in \mathbf{t}_{h}^{\mathrm{P}}}} \operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right) \prod_{\substack{k<u \leq n \\
u \notin \mathbf{t}_{h}^{\mathrm{P}}}}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)-2^{k-n}\right) \\
& \stackrel{(c)}{>}\left(\operatorname{Pe}\left(\mathbf{e}_{1} \mid \widetilde{\boldsymbol{\alpha}}\right)-\operatorname{Pe}\left(\mathbf{e}_{2} \mid \widetilde{\boldsymbol{\alpha}}\right)\right)\left(\prod_{u=k+1}^{n}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)-2^{k-n}\right), \tag{310}
\end{align*}
$$

where step (a) follows from that for a specific vector $\mathbf{t}_{h}^{\mathrm{P}} \in \mathcal{T}_{h}^{\mathrm{P}}$, inequality $d_{\mathbf{t}_{\mathrm{e}_{1}}^{h}}^{(\mathrm{W})} \geq d_{\mathbf{t}_{\mathrm{e}_{2}}^{h}}^{(\mathrm{W})}$ holds, step (b) follows from that in 187,, $\mathrm{Pc}_{\mathbf{e}}\left(u \mid \widetilde{\alpha}_{u}\right)=\frac{1}{2}$ when the weight spectrum of $\mathcal{C}(n, k)$ is binomial (see Eq. 226), and step (c) takes $h=0$ and $\mathbf{t}_{h}^{\mathrm{P}}=\varnothing$.

Furthermore, because $\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)<\frac{1}{2}$ holds for $1 \leq u \leq n$ [11], the inequality

$$
\begin{equation*}
\prod_{u=k+1}^{n}\left(1-\operatorname{Pe}\left(u \mid \widetilde{\alpha}_{u}\right)\right)-2^{k-n} \geq 0 \tag{311}
\end{equation*}
$$

holds. Therefore, it can be concluded that $\Delta>0$, which completes the proof of Proposition 2.
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[^1]:    ${ }^{1}$ The second permutation $\pi_{2}$ occurs only when the first $k$ columns of $\pi_{1}(\mathbf{G})$ are not linearly independent. As shown in [11 Eq. (59)], the probability that permutation $\pi_{2}$ is occurring is very small. Also, even if $\pi_{2}$ occurs, the number of operations of $\pi_{2}$ is much less than the number of operations of $\pi_{1}$ [11]. Therefore, we omit $\pi_{2}$ in the following analysis for simplicity.

[^2]:    ${ }^{2}$ There are many kinds of codes whose weight distribution can be approximated by a binomial distribution [26], e.g., BCH codes etc.

