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Lifted Reed-Solomon Codes

and Lifted Multiplicity Codes
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Abstract—Lifted Reed-Solomon and multiplicity codes are
classes of codes, constructed from specific sets of m-variate
polynomials. These codes allow for the design of high-rate
codes that can recover every codeword or information symbol
from many disjoint sets. Recently, the underlying approaches
have been combined for the bi-variate case to construct lifted
multiplicity codes, a generalization of lifted codes that can offer
further rate improvements. We continue the study of these codes
by first establishing new lower bounds on the rate of lifted
Reed-Solomon codes for any number of variables m, which
improve upon the known bounds for any m ≥ 4. Next, we use
these results to provide lower bounds on the rate and distance

of lifted multiplicity codes obtained from polynomials in an
arbitrary number of variables, which improve upon the known
results for any m ≥ 3. Specifically, we investigate a subcode
of a lifted multiplicity code formed by the linear span of m-
variate monomials whose restriction to an arbitrary line in F

m
q

is equivalent to a low-degree univariate polynomial. We find the
tight asymptotic behavior of the fraction of such monomials when
the number of variables m is fixed and the alphabet size q = 2ℓ

is large.
Using these results, we give a new explicit construction of batch

codes utilizing lifted Reed-Solomon codes. For some parameter
regimes, these codes have a better trade-off between parameters
than previously known batch codes. Further, we show that lifted

multiplicity codes have a better trade-off between redundancy
and the number of disjoint recovering sets for every codeword or
information symbol than previously known constructions, thereby
providing the best known PIR codes for some parameter regimes.
Additionally, we present a new local self-correction algorithm for
lifted multiplicity codes.

Index Terms—Lifted Reed-Solomon Codes, lifted multiplicity
codes, batch codes, PIR codes
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I. INTRODUCTION

The concepts of locality and availability of codes have been

subject to intensive studies. Informally, the locality of a code

refers to the number of codeword symbols that need to be

accessed in order to recover a single codeword or information

symbol and availability is the number of such (disjoint)

recovery sets. These properties are of interest in a variety of

applications, such as load balancing in distributed data storage,

cryptography, and low-complexity error correction/detection.

Several different notions related to these parameters have

been considered in the literature, including, but not limited

to, locally recoverable codes (LRCs) [3], [4], locally decod-

able/correctable codes (LDCs/LCCs) [5], [6], relaxed LCCs [7]

and LDCs [8], batch codes [9], PIR codes [10], and codes with

the disjoint repair group property (DRGP) [11].

Reed-Muller (RM) codes are a popular class of codes

that can provide strong locality and availability properties,

as already exploited in the early majority-logic decoding

algorithms [12]. These codes are defined as the evaluation

of multi-variate polynomials up to a specific degree in all

points of a multidimensional space. Their restriction to the

evaluation points that fall on one line in this evaluation space

can readily be seen to be equivalent to the evaluation of a

univariate polynomial in the variable over the one-dimensional

space spanned by this line. If the degree of this univariate

polynomial is low, these positions form a codeword of a (non-

trivial) Reed-Solomon (RS) code, another well-studied class

of evaluation codes. This principle can be exploited to show

locality and availability properties of the RM code, which have

been subject to extensive study (see, e.g., [13]–[15]). However,

the obvious drawback of RM codes with nice local recovery

properties is their rather low rate of R ≤ 1/2.

To overcome this issue of low rate, the concept of lifted

RS codes was introduced in [16]. Instead of evaluating only

multi-variate polynomials of a limited degree, as in RM codes,

these codes consist of the evaluation of all polynomials that

are equivalent to the evaluation of a low-degree univariate

polynomial when restricted to a line. Using this concept of

lifting, which first appeared in [17] in the context of LDPC

codes, [16] presents constructions of codes from multi-variate

polynomials along with good bounds on the redundancy for

the bi-variate case. These codes are of considerably higher

rate than RM codes, while, broadly speaking, preserving

the locality properties of the RM code. The main highlight

of these codes is the construction of high-rate high-error

LCCs. As a conceptual result, it was shown in [16] that any

polynomial producing a codeword of the lifted RS code can

http://arxiv.org/abs/2110.02008v2
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be decomposed to a linear combination of good monomials

whose restriction to lines are low-degree. Thus, the code rate

is equal to the fraction of good monomials. We remark that

the distance properties of these codes follow from the fact that

each symbol has many disjoint recovering sets and, thus, the

relative distance of lifted RS codes is similar to the one of

RM codes.

Multiplicity codes [18] are another recently introduced

class of codes with good locality properties based on RM

codes. Here, each codeword symbol not only consists of the

evaluation of a degree-restricted multi-variate polynomial, but

it also contains the evaluation of all the derivatives of this

polynomial up to some order. Similar to the concept of lifting,

this generalization provides codes with significantly better rate

than RM codes, while providing good locality properties. In

particular, it was proved [18] that multiplicity codes represent

a family of high-rate LCCs that have very efficient local

decoding algorithms. The analysis of the rate of multiplicity

codes is rather straightforward, whereas distance properties are

implied by a bound on the number of points that a low-degree

polynomial can vanish on with high multiplicity.

As both lifted RS codes and multiplicity codes are based on

generalizations of RM codes, it is a natural question whether

these techniques can be combined to further improve the

parameters of the respective codes. Some progress in the study

of these lifted multiplicity codes has recently been made in

[11], [19]. In [19], the authors show asymptotic results for any

number of variables. Paper [11] is devoted to improving the

existing bounds on the required redundancy in the bi-variate

case.

A. Our contribution

In this work we continue the study of lifted RS codes and

lifted multiplicity codes by generalizing the results on the bi-

variate case of [11], [16] to an arbitrary number of variables.

Since lifted RS codes represent a specific class of lifted

multiplicity codes, when derivatives are not taken into account,

we focus on the description of lifted multiplicity codes in

the following. Essentially, we investigate the same class of

codes as defined in [11], [19]. Informally, the [m, s, d, q]
lifted multiplicity code consists of the evaluation (together

with the derivatives up to the sth order) of polynomials from

Fq[X1, . . . , Xm] whose restriction to a line agrees with some

polynomial of degree less than d on its first s− 1 derivatives.

Note that the condition d < qs guarantees [11], [19] that the

all-zero codeword is produced only by the zero polynomial

and, therefore, we fix d = qs− r for some integer r.

Following a standard approach, we consider a subcode of

a lifted multiplicity code which is formed by the linear span

of good monomials whose restriction to a line is equivalent to

a low-degree polynomial. To count bad monomials, we first

make use of the result for lifted RS codes (s = 1) derived in

Section III and then extend it for larger s. Roughly speaking,

we prove that there exists a one-to-
(
s+m−1
m−1

)
correspondence

between bad monomials for lifted RS codes and groups of bad

monomials for lifted multiplicity codes. This enables us to find

the exact asymptotic order of the number of bad monomials

when q is large (for more details, see Section IV-B). Unfor-

tunately, unlike lifted RS codes, there is no nice structural

result saying that a good polynomial of a lifted multiplicity

code can be decomposed into a linear combination of good

monomials (for a counterexample see Appendix B). However,

the fraction of good monomials serves as a lower bound on

the rate of a lifted multiplicity code. Compared to prior works,

our estimate for lifted RS codes is consistent with [16] for

m = 2, with [20] for m = 3, and better than the result of [16]

for any m > 2. As for lifted multiplicity codes, our estimate

is consistent with [11] for m = 2 and better than the result

of [19] for any m ≥ 2.

Let
(
m
≥b

)
denote the number of ways to choose an (un-

ordered) set of at least b elements from a fixed set of size

m. Our main contribution is summarized in the following

statement.

Theorem (Parameters of lifted multiplicity code).

Code rate: For powers of two q and s < q and a positive

integer r < q, the rate of the [m, s, qs−r, q] lifted multiplicity

code is

1−Om

(
s−1(q/r)log λm−m

)
as q →∞,

where λm is the largest eigenvalue of the matrix Am defined

as
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Distance: For r, s < q, the relative distance ∆ of the

[m, s, qs− r, q] lifted multiplicity code is

∆ ≥ ∆min :=

⌈
r − s+ 1

s

⌉
q − s

q2
.

For s = o(r), ∆min = r
qs (1 + o(1)).

Availability: Each symbol of a codeword of the [m, s, qs−s, q]
lifted multiplicity code can be reconstructed in ⌊q/s⌋m−1 dif-

ferent ways, each of which involves a disjoint set of coordinates

of the codeword with cardinality sm−1(q − 1).
Local self-correction: For sm−2 = o(log q) and r < q, let y

be a noisy version of a codeword c of the [m, s, qs−r, q] lifted

multiplicity code such that the relative distance ∆(y, c) <
α∆min with 0 < α < 1/4. Then for any i ∈ [qm], there exists

a randomized algorithm A that makes at most (q − 1)sm−1

queries to y and reconstructs ci correctly with probability at

least 1− 2α+ o(1).

We have several additional remarks and comments illustrat-

ing the contribution of our paper.

• The advantage of moving from lifted RS codes to lifted

multiplicity codes is that the redundancy improves by a

factor of s (the order of derivatives), while the number

of repair groups gets worse by a factor of sm−1 and the

logarithm of the alphabet size increases by a factor of
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TABLE I: The largest eigenvalue λm of Am, the resulting conver-
gence rate m− log(λm) derived in Section III, and the convergence
rate pm of [16] for different values of m.

m λm m− log(λm) pm
2 3.0000 4.1504 × 10−1 4.1504 × 10−1

3 7.2361 1.4479 × 10−1 1.1360 × 10−2

4 15.5436 4.1747 × 10−2 2.8233 × 10−3

5 31.7877 9.6043 × 10−3 4.6986 × 10−4

6 63.9217 1.7653 × 10−3 1.1742 × 10−4

7 127.9763 2.6714 × 10−4 2.9353 × 10−5

8 255.9939 3.4467 × 10−5 2.8664 × 10−8

9 511.9986 3.8959 × 10−6 2.6872 × 10−9

10 1023.9997 3.9323 × 10−7 3.3590 × 10−10

(
s+m−1

m

)
. This means that lifted multiplicity codes cover

more parameters of codes with good locality properties

than lifted RS codes. For a relevant comparison, see the

remarks after Lemmas 7-8.

• Let us demonstrate the improvement in the rate of the

[m, s, qs− r, q] lifted multiplicity codes compared to the

rate of the multiplicity code of order-s evaluations of

degree qs − r polynomials in m variables over Fq [18,

Lemma 7]. Both types of codes have the same estimate

on the relative distance ∆ ≥ r
qs (1 + o(1)). However, the

rate of the multiplicity code is
(
qs−r+m

m

)

(
s+m−1

m

)
qm

<

(
qs− r +m

(s+ 1/3)q

)m

≤ 1− Ωm

(
s−1

)
,

which is smaller than the rate of lifted multiplicity

codes as logλm < m. Here, we point out that for

large m, we are able to find the technical parameter

λm numerically only. We depict some values of λm

in Table I. This parameter stands for the exponential

growth of the number of bad monomials. The inequality

logλm < m follows from [16] implicitly, as the true

exponent logλm was estimated by m− pm < m, where

pm := − log
(
1− 2−m⌈logm⌉) /⌈logm⌉. On the other

hand, it is possible to estimate log λm from the other

side as follows

pm ≤ m− logλm ≤ − log(1− 2−m) (1)

and, thus, m− logλm > 0 vanishes as m→∞.

• Observe that if a good polynomial and its derivatives do

not vanish on a point, then it is still possible that the

restrictions of the polynomial to some lines containing

this point are equivalent to the zero polynomial. This

fact was overlooked in [19] when proving the distance

property of lifted multiplicity codes. However, we can

always say that the restriction of the polynomial to at

least (q − s)qm−2 lines crossing this point is equivalent

to a non-zero univariate polynomial of degree less than

qs − r and, thus, the minimum distance of the code is

at least 1 + ⌈r/s− 1⌉(q− s)qm−2 (for more details, see

Section IV-B).

• Note that the self-correction algorithm for multiplicity

codes from [18] works well for lifted multiplicity codes.

However, for small enough s, we present a slightly

different local self-correction algorithm which requires

s 5m times less locality. Here we combine two ideas: 1)

for recovering of the evaluation of a polynomial and its

derivatives up to order s at a point, it is sufficient to

know directional derivatives for sm−1 lines containing

the point whose directional vectors (1, v2, . . . , vm) form

a subcube 1 ×Q2 × · · · ×Qm with Qi ⊂ Fq, |Qi| = p;

2) every (m − 1)-uniform hypergraph with q vertices in

each part with at least εqm−1 hyperedges contains a copy

of (m − 1)-uniform clique with s vertices in each part

(for more details, see Section VII-B).

B. Outline

The remainder of the paper is organized as follows. In

Section II, we give rigorous definitions of lifted RS codes and

lifted multiplicity codes along with some auxiliary notation.

The rate of lifted RS codes can be determined by computing

the fraction of so-called good monomials, for which we will

derive tight asymptotic formulas in Section III. Using the latter

result, in Section IV, we derive bounds on the rate and distance

of lifted multiplicity codes. In Sections V, VI, and VII, we

apply the results of Sections III and IV results to PIR codes,

batch codes, and LCCs, respectively. Finally, we conclude with

Section VIII.

II. PRELIMINARIES

A. Notation

We start by introducing some notation that is used through-

out the paper. For some functions f(x) and g(x), we write

f(x) = O(g(x)) and f(x) = Ω(g(x)) as x → ∞ if there

exists some real x0 and C such that |f(x)| ≤ C|g(x)| and

|f(x)| ≥ C|g(x)| for x ≥ x0, respectively. If both equalities

f(x) = O(g(x)) and f(x) = Ω(g(x)) hold, we use the

notation f(x) = Θ(g(x)). Also, we write f(x) = o(g(x))
as x → ∞ if for every positive ε there exists some real x0

such that |f(x)| ≤ ε|g(x)| for x ≥ x0. In these notations, we

use a subscript, such as Om(f(x)), if the parameter m is to

be regarded as fixed.

Let [n] be the set of integers from 1 to n. We use uppercase

letters such as T and X to denote variables. A vector is

denoted by bold letters, e.g., d is a vector over a field or a ring

and X is a vector of variables. Let q = 2ℓ and Fq be a field

of size q. We write log x to denote the logarithm of x in base

two. By Z≥ and Zn denote the set of non-negative integers

and the set of integers between 0 and n − 1, respectively. In

what follows, we fix m to be a positive integer representing

the number of variables. For d = (d1, . . . , dm) ∈ Z
m
q and

X = (X1, . . . , Xm), let Xd denote the monomial
∏

m
i=1X

di

i

from Fq[X]. Let deg(d) be the sum of components of d ∈ Z
n
≥

and |d| be the number of non-zero components of d. Addition-

ally, we define degq(d) :=
∑m

i=1⌊di/q⌋. For a vector i ∈ Z
m
≥ ,

let [Xi]f(X) denote the coefficient of Xi in the polynomial

f(X). For f(X) ∈ Fq[X], we define deg(f) to be the maximal

deg(i) for i such that [Xi]f(X) is non-zero.

Let us define a partial order relation on Zq . For two integers

a =
∑ℓ−1

i=0 a
(i)2i and b =

∑ℓ−1
i=0 b

(i)2i with a(i), b(i) ∈ {0, 1}
we write a ≤2 b if a(i) ≤ b(i) for all i ∈ {0, . . . , ℓ − 1}. We

denote a = (a(ℓ−1), ..., a(0))2. For vectors d,d′ ∈ Z
m
q , we

write d ≤2 d′ if di ≤2 d′i for all i ∈ [m].
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Define the function (mod∗s q) : Z≥ → Zqs that takes a non-

negative integer a and maps it to a (mod∗s q) by the rule: if

a ∈ Zs, then a (mod∗
s q) = a; if a ≥ s and a = b (mod qs−s)

with b ∈ Zqs \Zs, then a (mod∗
s q) = b. If s = 1, we drop the

index and write (mod∗ q) instead of (mod∗1 q). It can be readily

seen that if a (mod∗q) = b, then T a = T b (mod T q − T ) in

Fq[T ]. A similar equivalence for (mod∗s q) will be defined in

Section II-C.

For a function f : Fm
q → Fq and a set S ⊂ F

m
q , let f |S

denote the restriction of f to the domain S. Abbreviate the

set of all lines in F
m
q by

Lm :=
{
(w + vT )|T∈Fq for w,v ∈ F

m
q

}
.

We note that a multivariate polynomial restricted to a line

is a univariate polynomial and the degree of the latter does

not depend on the parameterization of the line, i.e., the degree

of the univariate polynomial obtained by restricting to a line

L = (w + γ1v + γ2vT )|T∈Fq with γ1 ∈ Fq and γ2 ∈ F
∗
q

is independent of the choice of γ1 and γ2. Denote the set of

univariate polynomials of degree less than d by

Fq(d) := {f(T ) ∈ Fq[T ] : deg(f) < d}.

B. Lifted Reed-Solomon codes

Let us recall the definition of lifted Reed-Solomon codes

introduced in [16].

Definition 1 (Lifted Reed-Solomon code, [16]). For integers

m ≥ 1 and d < q, the m-dimensional lift of a Reed-Solomon

code (or the [m, d, q] lifted RS code) is the code
{

(f(a))|a∈Fm
q
: f(X) ∈ Fq[X] s.t. ∀L ∈ Lm : f |L ∈ Fq(d)

}

.

Remark. Note that the one-dimensional lift of a Reed-Solomon

code represents the ordinary Reed-Solomon code of length q
and dimension d. Also, we observe that the [m, d, q] lifted

RS code includes all codewords of the m-variate RM code of

order d− 1 over Fq.

In Appendix C-A, we provide a simple example which

demonstrates that there exist polynomials contained in the

lifted RS code, that are not of low-degree, i.e., not contained

in the respective RM code.

Definition 2 (d∗-bad and good monomials). Given a positive

integer d < q, we say that a monomial Xd with d ∈ Z
m
q is

d∗-bad over Fq[X] if there exists at least one i ∈ Z
m
q such

that i ≤2 d and deg(i) (mod∗ q) ∈ {d, d + 1, . . . , q − 1}. A

monomial is said to be d∗-good if it is not d∗-bad.

A characterization of lifting was established in [16]. We

make use of this result for lifted Reed-Solomon codes.

Lemma 1 (Follows from [16, Section 2]). The [m, d, q]
lifted RS code is equivalently defined as the evaluation of

polynomials from the linear span of d∗-good monomials over

Fq[X].

Lemma 1 suggests a way to compute the dimension of the

[m, q, d] lifted RS code, namely one needs to estimate the size

of the set of d∗-good m-variate monomials over Fq[X]. We

carry out a careful analysis of the latter in Section III.

C. Lifted multiplicity codes

Definition 3. For f(X) ∈ Fq[X] and a vector i ∈ Z
m
≥ , the ith

(Hasse) derivative of f , denoted by f (i)(X), is the coefficient

[Yi]g(X,Y), where the polynomial g(X,Y) := f(X+Y) ∈
Fq[X,Y]. Therefore, we have

g(X,Y) =
∑

i∈Zm
≥

f (i)(X)Yi.

For an x ∈ F
m
q , an integer s ≥ 1, and a polynomial f(X) ∈

Fq[X], we write f (<s)(x) ∈ F
(s+m−1

m )
q to denote the vector

containing f (i)(x) for all i ∈ Z
m
≥ so that deg(i) < s. In what

follows, we assume that s is a power of two.

We recall two well-known properties of the Hasse derivative

which will imply the linearity of lifted multiplicity codes over

Fq .

Proposition 1. Let f(X), g(X) ∈ Fq[X], λ ∈ Fq and let

i ∈ Z
m
≥ . Then we have

1) f (i)(X) + g(i)(X) = (f + g)(i)(X).
2) (λf)(i)(X) = λf (i)(X).

Definition 4. We say that two univariate polynomials

f(X), g(X) ∈ Fq[X ] are equivalent up to order s if

f (<s)(x) = g(<s)(x) for all x ∈ Fq . To indicate such an

equivalence, we write f(X) ≡s g(X).

The following statement shows the smallest possible degree

of an equivalent polynomial.

Proposition 2 (Lemma 12 in [11]). Let q be a power of two.

For every univariate polynomial f(X), there exists a unique

degree-at-most sq − 1 polynomial g(X) such that f(X) ≡s

g(X). Moreover, if s is a power of two, then f(X) = g(X)
(mod Xqs +Xs) and for all i such that deg(f)− qs + s <
i < qs, we have [X i]f(X) = [X i]g(X).

If s is a power of two and a (mod∗
s q) = b, then T a ≡s T

b.

Now we give a well-known result about the multiplicities of

a multi-variate polynomial.

Lemma 2 (Follows from [21]). Let f(X) be a non-zero

polynomial of degree at most d. Then the number of points

x ∈ F
m
q such that f (i)(x) = 0 for all i ∈ Z

m
≥ with deg(i) < s

is at most ⌊dqm−1/s⌋.
Definition 5 (Lifted multiplicity code [11]). For integers m ≥
1 and d < qs, the [m, s, d, q] lifted multiplicity code over

F
(s+m−1

m )
q of length qm is defined as






(

f (<s)(a)
)∣
∣
∣
a∈Fm

q

:

f(X) ∈ Fq[X] such that

f |L ≡s g(T ) ∀ L = L(T ) ∈ Lm
for some g ∈ Fq(d)







.

Remark. Multiplicity codes, as defined in [18], consist of

the evaluations of multi-variate polynomials of degree less

than d. These polynomials trivially fulfill the condition that

their restriction to every line L ∈ Lm is a polynomial of

degree less than d. It follows that the [m, s, d, q] multiplicity

code is a subcode of the [m, s, d, q] lifted multiplicity code.

Thereby, the dimension of a lifted multiplicity code is lower
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bounded by the dimension of the corresponding multiplicity

code. However, for many parameters, lifting increases the rate

of the multiplicity code, as we formally show in Section IV.

To provide some further intuition, we also give an example

for this improvement in Appendix C-B.

Definition 6 ((d, s)∗-bad and good monomials). Given pos-

itive integers s and d, we say that a monomial Xd with

d ∈ Z
m
qs and degq(d) ≤ s − 1 is (d, s)∗-bad over Fq[X]

if there exists at least one i ∈ Z
m
qs such that i ≤2 d and

deg(i) (mod∗
s q) ∈ {d, d + 1, . . . , qs − 1}. A monomial Xd

with d ∈ Z
m
qs and degq(d) ≤ s− 1 is said to be (d, s)∗-good

if it is not (d, s)∗-bad.

Let Fq(m, s, d) be the collection of (d, s)∗-good m-variate

monomials from Fq[X].

Proposition 3. For s ≤ q and d < qs, the cardinality of the

[m, s, d, q] lifted multiplicity code is at least q|Fq(m,s,d)|.

Proof. The full proof of this technical statement is given in

Appendix A. There we show that different linear combina-

tions of good monomials produce different codewords and

that these codewords are contained in the [m, s, d, q] lifted

multiplicity code. Thus, the lower bound on the dimension of

the code follows directly from the number of good monomials

|Fq(m, s, d)|. �

Remark. Observe that for s = 1, Definition 5 gives exactly

the code spanned by the evaluation of good monomials, i.e.,

the statement of Proposition 3 holds with equality. This case

corresponds to lifted RS codes, for which this equivalence

first appeared in [16], as restated in Lemma 1. Therefore, we

will also refer to the [m, 1, d, q] lifted multiplicity code as

the [m, d, q] lifted RS code in the following. In Appendix B,

we provide some codewords of a lifted multiplicity code with

s ≥ 2, which are not included in the subcode spanned by

the evaluation of good monomials, thereby showing that the

statement of Proposition 3 does not hold with equality in

general.

III. ANALYSIS OF LIFTED RS CODES

In this section, we investigate the code dimension of lifted

RS codes. For this purpose, we first introduce the concept of

(q − r)-bad monomials (slightly different from (q − r)∗-bad

monomials) and derive an explicit evaluation formula to count

the number of such monomials when the parameter r ≤ m is

fixed and the field size q = 2ℓ is scaled. To emphasize that we

scale q independently of r, we do not denote the maximum

degree by d in the following, but instead explicitly write q−r.

Second, we show how to use the evaluation formula to derive

a bound on the number of (q−r)∗-bad monomials for arbitrary

r ≤ q. Our estimate improves upon the result presented in [16,

Sections 3.2, 3.4] for m ≥ 3 and is consistent with the result

for m = 3 provided in [20].

A. Computing the number of (q − r)-bad monomials

Let us introduce a terminology useful for establishing the

number of d∗-bad monomials. Let r ≤ min(m, q) be a fixed

positive integer.

Definition 7 ((q−r)-bad monomial). We say that a monomial

Xd with d ∈ Z
m
q is (q − r)-bad over Fq[X] if there exists

at least one i ∈ Z
m
q such that i ≤2 d and deg(i) (mod q) =

(q − r).

Remark. The difference with Definition 2 is, roughly speaking,

in the modulo operation, namely (mod q) is used in Defini-

tion 7, whereas (mod q − 1) is used in Definition 2.

Let Sj(ℓ) denote the set of tuples d ∈ Z
m
q , q = 2ℓ, for which

there exists i ≤2 d with deg(i) = (q−r)+jq = (2ℓ−r)+j2ℓ

and sj(ℓ) be the cardinality of Sj(ℓ). We note that Sj(ℓ) also

depends on r, however, we omit this in our notion as we fix

r and scale only ℓ = log q. Also, the evaluation formula we

provide does not depend on r. Clearly, sj(ℓ) = 0 for j ≥ m
as the maximal deg(i) over admissible i is m(q − 1) which

is smaller than (q − r) +mq. Therefore, we aim to compute
∑m−1

i=0 si(ℓ) since the number of (q− r)-bad monomials over

Fq is bounded by this value from one side and by s0(ℓ) from

the other side.

Example. For q = 4, r = 1 and m = 2 the set S0(2) is

S0(2)={(3,0),(2,1),(3,1),(1,2),(3,2),(0,3),(1,3),(2,3),(3,3)}
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓

i : (3,0) (2,1) (3,0) (1,2) (3,0) (0,3) (1,2) (2,1) (3,0) .

It is easy to check that for any d ∈ S0(2) and the correspond-

ing i it holds that i ≤2 d and deg(i) = (q−r)+jq = (4−1)+
0 · 4 = 3. The cardinality of the set is s0(2) = |S0(2)| = 9.

For these parameters the only d with deg(d) ≥ q−r = 3 that

is not (q − r)-bad is d = (2, 2).

Before presenting our main technical result, we establish

two important preliminary results.

Lemma 3. If d ∈ Sj(ℓ) for a non-negative integer j, then

d ∈ Sl(ℓ) for any non-negative integer l < j.

Proof. As d ∈ Sj(ℓ), there exists some i such that i ≤2 d and

deg(i) = (q−r)+jq = (2ℓ−r)+j2ℓ. We shall prove that there

exists i′ such that i′ ≤2 i and deg(i′) = (2ℓ − r) + l2ℓ. This

is sufficient for showing d ∈ Sl(ℓ). To this end, we provide

an iterative procedure that takes an arbitrary i ∈ Z
m
q with

deg(i) ≥ j2ℓ and outputs a ≤2 i with deg(a) = deg(i)− (j−
l)2ℓ for l ∈ [j]. The procedure goes from the leading bits to

the least significant ones and replaces some ones in the binary

representations of i = (i1, . . . , im) by zeros.

1) Step 1. Let us initialize a ← i and ∆ ← (j − l) and

h← ℓ.
2) Step 2. If h = 0, output a. Else, let h ← h − 1 and

∆ ← 2∆. Compute δ = ∆ −∑m
ξ=1 a

(h)
ξ . If δ > 0, let

∆← ∆− δ and a
(h)
ξ ← 0 for all ξ ∈ [m]. Repeat Step 2.

Else, let m′ satisfy ∆−∑m′

ξ=1 a
(h)
ξ = 0 and let a

(h)
ξ ← 0

for all ξ ∈ [m′]. Output a.

According to the procedure, we output the correct a if we do

the else-part in Step 2 at some point. Assume to the contrary

that this does not happen. This means that we output the all-

zero tuple at the end. However, ∆ = (j − l)2ℓ − deg(i) > 0
at the final step which contradicts with deg(i) ≥ j2ℓ. This

completes the proof. �
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Example. Consider the parameters q = 2ℓ = 4, m = 2, r = 2,

j = 1, and l = 0. For the element d = (3, 3) ∈ S1(2) and i =
(3, 3) = (11, 11)2 with i ≤2 d, we will find the corresponding

a with a ≤2 i and deg(a) = deg(i)− (j − l)2ℓ = 2.

1) Step 1. Initialize a ← (3, 3) and ∆ ← j − l = 1 and

h← ℓ = 2.

2) Step 2. Let h← h− 1 = 1 and ∆← 2∆ = 2. Compute

δ = ∆−∑m
ξ=1 a

(h)
ξ = 0. Since δ 6> 0 we choose m′ = 2

to satisfy ∆−∑m′

ξ=1 a
(h)
ξ = 0 and set a

(1)
1 ← 0, a

(1)
2 ← 0

to obtain a = (01, 01)2 = (1, 1).

As a ≤2 i ≤2 d and deg(a) = q − r = 2 it follows that

d ∈ S0(2).

Let us introduce some auxiliary functions. We define two

maps Fdrop : Z2ℓ → Z2ℓ−1 and Flead : Z2ℓ → Z2 that take an

integer a =
∑ℓ−1

i=0 a
(i)2i and output a−2ℓ−1a(ℓ−1) and a(ℓ−1),

respectively (we either drop the leading bit in the binary

representation of a or output it). We extend the maps Fdrop and

Flead to Z
m
2ℓ in a straightforward manner by applying functions

to each component of a vector a = (a1, . . . , am) ∈ Z
m
2ℓ , that

is

Fdrop(a) = (Fdrop(a1), . . . , Fdrop(am)),

Flead(a) = (Flead(a1), . . . , Flead(am)).

For an integer a, we denote max(a, 0) by (a)+.

Lemma 4. If d ∈ Sj(ℓ+1) for a non-negative integer j, then

Fdrop(d) belongs to S0(ℓ), S1(ℓ), . . . , S(2j+1−|Flead(d)|)+(ℓ).

Proof. By definition, if d ∈ Sj(ℓ+1), then there exists some

i ∈ Z
m
2ℓ+1 with i ≤2 d and deg(i) = (2ℓ+1 − r) + j2ℓ+1. If

the leading bits in i are dropped, then the sum of components

of Fdrop(i) is

deg(Fdrop(i)) = deg(i)− |Flead(i)|2ℓ

= (2ℓ − r) + (2j + 1− |Flead(i)|)|2ℓ.
Since we also have the property Fdrop(i) ≤2 Fdrop(d), we ob-

tain that Fdrop(d) belongs to S2j+1−|Flead(i)|(ℓ). Additionally,

we note that |Flead(i)| ≤ min(2j+1, |Flead(d)|) as i ≤2 d and

deg(i) = (2ℓ−r)+j2ℓ. From this and Lemma 3, we conclude

that r(d) belongs to S0(ℓ), S1(ℓ), . . . , S(2j+1−|Flead(d)|)+(ℓ).
This completes the proof. �

With these results established, we are now ready to give the

key technical statement required for the estimation of the rate

of lifted RS codes. Recall that
(

b
≥a

)
denotes the number of

ways to choose an (unordered) subset of at least a elements

from a fixed set of b elements. For a < 0 or a > b, we assume

that
(
b
a

)
= 0.

Proposition 4. The system of recurrence relations
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s1(ℓ+ 1)

...
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sm−1(ℓ + 1)
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holds true, where the square m×m matrix Am is given below
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Proof. To begin, first note that we can uniquely encode d ∈
Z
m
2ℓ+1 by the pair (Flead(d), Fdrop(d)). Let us define the set

Pair(j) of size sj(ℓ + 1) as

Pair(j) = {(Flead(d), Fdrop(d)) : d ∈ Sj(ℓ+ 1)} .
For w ∈ {0, . . . ,m}, we define the set T (w)(j) as follows

T (w)(j) = {(v,y) : v ∈ Z
m
2 ,y ∈ S(2j+1−w)+(ℓ), |v| = w}.

Clearly, for different w ∈ {0, . . . ,m}, the sets T (w)(j) are

pairwise disjoint, and the size of T (w)(j) is

|T (w)(j)| =
(
m

w

)

s(2j+1−w)+(ℓ),

where we used the notation sj(ℓ) = |Sj(ℓ)|. In the remaining

proof, we show that the disjoint union of T (w)(j) coincides

with Pair(j), that is

Pair(j) =
⊔

w∈{0,...,m}
T (w)(j). (2)

Note that (2j + 1 − w)+ = 0 for w ≥ 2j + 1 and, thus,

|T (w)(j)| =
(
m
w

)
s0(ℓ) for w ≥ 2j + 1. Combining this

observation, equality (2) and the fact si(ℓ) = 0 for i ≥ m
would lead to the required relation

sj(ℓ+ 1) =

(
m

≥ 2j + 1

)

s0(ℓ) +

(
m

2j

)

s1(ℓ)

+

(
m

2j − 1

)

s2(ℓ) + · · ·+
(

m

2j −m+ 3

)

sm−2(ℓ)

+

(
m

2j −m+ 2

)

sm−1(ℓ).

First, we check one direction of equation (2) – namely,

each element in Pair(j) is covered by the union. Let

(Flead(d), Fdrop(d)) ∈ Pair(j) for some d ∈ Sj(ℓ +
1). By denoting w = |Flead(d)| and applying Lemma 4,

we get that Fdrop(d) ∈ S(2j+1−w)+(ℓ). Therefore,

(Flead(d), Fdrop(d)) ∈ T (w)(j).
Second, we show that each element in T (w)(j) is included in

Pair(j). Let (v,y) ∈ T (w)(j). Construct d ∈ Z
m
2ℓ+1 to satisfy

Flead(d) = v and Fdrop(d) = y. By definition, we have that

|v| = w and y ∈ S(2j+1−w)+(ℓ). The latter means that there

exists an i such that i ≤2 y and deg(i) = (2ℓ− r)+ (2j+1−
w)+2ℓ. Construct i′ ∈ Z

m
2ℓ+1 such that Fdrop(i

′) = i ≤2 y =
Fdrop(d) and Flead(i

′) ≤2 v = Flead(d) and |Flead(i
′)| =

min(2j + 1, w). Thus, we obtain that i′ ≤2 d and deg(i′) =
(2ℓ+1 − r) + j2ℓ+1. This completes the proof. �

Definition 8 (Largest eigenvalue λm). Let Am be as in

Proposition 4 and Λ be the set of its eigenvalues. We define

λm to be the largest element from Λ.
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It is well known that the eigenvalues of a matrix are upper

and lower bounded by the largest and smallest sum of its rows

or columns, respectively. It follows directly from the structure

of Am that 2m−1 ≤ λm ≤ 2m. For the readers convenience,

we provide λm and m− logλm for 2 ≤ m ≤ 10 in Table I.

Note that the order of sj(ℓ) is the maximum value in the

matrix Aℓ
m, the ℓth power of Am. The exponential growth

rate of the matrix powers Aℓ
m as ℓ → ∞ is controlled by

λℓ
m. Since all elements of Am−1

m are positive (except the mth

row which has all zeros but the last entry), the matrix Am

has only one eigenvalue of maximum modulus by Perron-

Frobenius theorem for non-negative matrices (e.g., see [22,

Theorem 8.5.2]). Finally, we obtain the following statement.

Corollary 1. For an integer r ≤ m, the number of (q−r)-bad

monomials is Θm(λℓ
m) = Θm(qlog λm) as q →∞.

B. Computing the number of (q − r)∗-bad monomials

Now let r ≤ q (the restriction r ≤ m is no longer necessary,

i.e., r could be very large). By Definition 2, a monomial Xd

is (q− r)∗-bad if there exists an i ∈ Z
m
q such that i ≤2 d and

deg(i) (mod∗ q) ∈ {q − r, q − r + 1, . . . , q − 1}. The latter

condition is equivalent to

deg(i) = q − r0 + (q − 1)j = (q − r0 − j) + qj

for some r0 ∈ [r] and j ∈ Zm. Let us drop the ⌈log(r +m)⌉
least significant bits in every component of d and i to obtain

some d′ and i′ from Z
m
q′ with q′ = 2ℓ

′

and ℓ′ = ℓ− ⌈log(r +
m)⌉. Then we have that i′ ≤2 d′ and

(q′ −m) + jq′ ≤ deg(i′) ≤ ⌊deg(i)/2ℓ−ℓ′⌋ ≤ (q′ − 1) + jq′.

Therefore, by Definition 7, we have that Xd′

is (q′ − r′)-
bad over Fq′ [X] for some positive integer r′ ≤ m. By simple

counting arguments and Corollary 1, the following statement

is implied.

Lemma 5. For an integer r < q = 2ℓ, the number of (q−r)∗-

bad monomials is Θm(rm−log λmqlog λm) as ℓ→∞.

Proof. The number of (q−r)∗-bad monomials can be bounded

by the number of (q′ − r′)-bad monomials with r′ ≤ m
multiplied by the number of ways to choose m⌈log(r +m)⌉
bits. By Corollary 1, it can be estimated as

m2m(r +m)mOm

(

q′
log λm

)

= Om

(
rm−log λmqlog λm

)
,

where the factor m comes from the number of choices for the

parameter r′ ∈ [m] and 2m(r + m)m ≥ 2m⌈log(r+m)⌉ is the

number of ways to choose m⌈log(r +m)⌉ bits.

Now let us elaborate on showing that the number of (q−r)∗-

bad monomials is Ωm

(
rm−log λmqlog λm

)
. Take all (q′ − 1)-

bad monomials Xd′

over Fq′ [X] with the property that there

exists i′ ≤2 d′ such that deg(i′) = q′−1. By Proposition 4 and

Corollary 1, the number of such monomials can be bounded

as Ωm(q′ log λm). Define

ℓ0 := ⌈log(m+ r)⌉ − ⌊log r⌋.
Then we concatenate every component d′j of d′ =
(d′1, . . . , d

′
m) with the all-one string of length ℓ0 and an

arbitrary binary string of length ⌊log r⌋. The total number of

obtained tuples d ∈ Z
m
q is then

2m⌊log r⌋Ωm

(
q′ log λm

)
= Ωm

(
rm−log λmqlog λm

)
.

For every resulting tuple d, the monomial Xd is also (q−r)∗-

bad over Fq[X]. Indeed, we can construct an appropriate i

based on i′. To see this, we concatenate every component i′j
(except i′1) with the all-zero string of length ⌈log(r+m)⌉, and

i′1 with the all-one string of length ℓ0 and the all-zero string

of length ⌊log r⌋.
Then we have i ≤2 d and deg(i) can be easily bounded as

q − r ≤ deg(i) ≤ q − 1. This completes the proof. �

Example. Consider the parameters q′ = 2ℓ
′

= 4, m = 2,

r = 2, and q = 2ℓ
′+⌈log(r+m)⌉ = 16. As shown in the previous

example, we have d′ = (1, 3) ∈ S0(ℓ
′) with i′ ≤2 d′ for

i′ = (1, 2). The binary representations of d′ and i′ are given

by

d′ = (01, 11)2,

i′ = (01, 10)2.

Concatenating the all-one string of length ℓ0 = ⌈log(m+r)⌉−
⌊log r⌋ = 1 followed by arbitrary strings of length ⌊log r⌋ = 1
to the components of d′ gives the tuples

d1 = (0110, 1110)2,

d2 = (0110, 1111)2,

d3 = (0111, 1110)2,

d4 = (0111, 1111)2.

The i such that i ≤ dj , j = 1, 2, 3, 4, can be found by concate-

nating every component i′j except for i′1 with ⌈log(r+m)⌉ = 2
zeros and i1 with ℓ0 = 1 one and ⌊log r⌋ = 1 zero, to obtain

i = (0110, 1000)2 .

The degree of i is deg(i) = 14 ≥ q − r.

C. Code rate and distance of lifted RS codes

Theorem 1. For a power of two q, the rate R and the relative

distance δ of the [m, q − r, q] lifted RS code are

R = 1−Θm

(
(q/r)log λm−m

)
, δ ≥ r

q
as q →∞.

Proof of Theorem 1. To estimate the code rate of [m, q− r, q]
lifted RS codes, it suffices to compute the fraction of (q−r)∗-

good monomials. By Lemma 1 and 5, the rate is

1−Θm

(
rm−log λmqlog λm

)
q−m = 1−Θm

(
(q/r)log λm−m

)

as q → ∞. To estimate the relative distance of the code,

we first note that the lifted RS code is linear. Suppose

that (f(a))|a∈Fm
q

is a non-zero codeword. Let us say that

f(w0) 6= 0. Then for any v ∈ F
m
q \ {0}, the polynomial

f(w0+vT ) is equivalent to a non-zero univariate polynomial

of degree at most q− r−1. Thus, f(w0+vt) 6= 0 for at least

r+1 different values t ∈ Fq and f(a) is non-zero for at least

1 + rqm−1 values a ∈ F
m
q . This completes the proof. �
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IV. ANALYSIS OF LIFTED MULTIPLICITY CODES

Using the results on the rate of lifted RS codes, we now

move to estimating the rate and minimal distance of lifted

multiplicity codes. Recall that lifted RS codes are trivial

lifted multiplicity codes with s = 1. In the following, we

impose the constraint s ≥ m on the parameters, which helps

with dropping the modulo operation in the definition of bad

monomials. Then by applying the known results for lifted RS

codes, we show how to find the asymptotics of the number of

bad monomials when m is fixed and q is large. Our estimate

continues the study of two-dimensional lifts initiated in [11]

and is consistent with the result for the case of m = 2
presented there.

A. Computing the number of (qs− r, s)∗-bad monomials

In this section, we show that the number of (qs−r, s)∗-bad

monomials can be well approximated by “
(
s+m
m−1

)
times the

number of (q − r, 1)∗-bad monomials”.

First, we recall the known estimate for the number of (q −
r, 1)∗-bad monomials when the number of variables is fixed

and the alphabet size is large, as established in Section III, in

the notation of lifted multiplicity codes.

Corollary 2. For an integer r < q = 2ℓ, the number of (q −
r, 1)∗-bad monomials is Θm

(
rm−log λmqlog λm

)
as ℓ → ∞,

with λm as in Definition 8. Moreover, the number of d ∈ Z
m
q

such that there exists an i ∈ Z
m
q with i ≤2 d and

1) deg(i) (mod q) ∈ {q − r, q − r + 1, . . . , q − 1} is

Θm

(
rm−log λmqlog λm

)
as ℓ→∞.

2) deg(i) ∈ {q − r, q − r + 1, . . . , q − 1} is also

Θm

(
rm−log λmqlog λm

)
as ℓ→∞.

Let s ≥ m be a power of two and 1 ≤ r < q. First,

we show that for such a choice of parameters, the modulo

operation in Definition 6 can be dropped. By Proposition 2,

for f(X) ∈ Fq[X ] with

deg(f) ≤ (s− 1)q +m(q − 1) = (m+ s− 1)q −m,

we have that [X i](f(X) (mod Xqs +Xs)) = [X i]f(X) for

all i ∈ {qs− r, qs− r + 1, . . . , qs− 1} as

(m+ s− 1)q −m− qs+ s = (m− 1)q −m+ s < qs− r.

Therefore, by Definition 6, a monomial Xd with d ∈ Z
m
qs and

degq(d) ≤ s− 1 is (qs − r, s)∗-bad if there exists a vector i

such that i ≤2 d and deg(i) ∈ {qs−r, qs−r+1, . . . , qs−1}.
Let a monomial Xd be (qs − r, s)∗-bad. Then every

component of d can be represented as dj = d̂jq + d′j
with d′j ∈ Zq and d̂j ∈ Zs for all j ∈ [m]. As deduced

above, there exists an i ∈ Z
m
qs such that i ≤2 d and

deg(i) ∈ {qs − r, qs − r + 1, . . . , qs − 1}. Therefore, after

representing ij = îjq+ i′j , we obtain that i′ ≤2 d′ and deg(i′)
(mod q) ∈ {q − r, q − r + 1, . . . , q − 1}. Let us also check

that s−m ≤ deg(d̂) ≤ s− 1. To show deg(d̂) ≥ s−m, we

just note that

deg(i) ≤ deg(d) = deg(d̂)q + deg(d′)

≤ deg(d̂)q + (q − 1)m.

Thus, if deg(d̂) < s−m, we have that deg(i) ≤ (s−1)q−m <
qs− r which contradicts the property deg(i) ∈ {qs− r, qs−
r + 1, . . . , qs − 1}. Note that deg(d̂) = degq(d), therefore

deg(d̂) ≤ s− 1. Finally, we arrive at the following statement.

Lemma 6. For an integer m < r < q = 2ℓ and a power of

two s ≥ m, the number of (qs− r, s)∗-bad monomials is

Θm

(
sm−1rm−log λmqlog λm

)
as ℓ→∞.

Proof. As noted above, for every (qs − r, s)∗-bad monomial

Xd, d can be uniquely decomposed to the pair (d̂,d′), where

s −m ≤ deg(d̂) ≤ s − 1 and for d′ ∈ Z
m
q , there exists an

i′ ≤2 d′ with deg(i′) (mod q) ∈ {q− r, q− r+1, . . . , q−1}.
Thus, Corollary 2 yields that the number of (qs − r, s)∗-bad

monomials for ℓ→∞ can be bounded by




m∑

j=1

(
s− j +m− 1

m− 1

)


Om

(
rm−log λmqlog λm

)

= Om

(
sm−1rm−log λmqlog λm

)
.

It remains to show that this estimate is asymptotically tight. To

see this, consider all possible d′ ∈ Z
m
q such that there exists

i′ ∈ Z
m
q with i′ ≤2 d′ and deg(i′) = q − r′ ∈ {q − r, q − r +

1, . . . , q − 1}. By Corollary 2 the number of such d′ can be

estimated as

Ωm

(
rm−log λmqlog λm

)
.

Now we take a look on all possible d̂ ∈ Z
m
s such that

deg(d̂) = s − 1. We can estimate the number of such d̂ by
(
s+m−2
m−1

)
. For any such d̂, we define d ∈ Z

m
qs to be such that

dj = d̂jq + d′j and note that Xd is (qs − r, s)∗-bad as for i

with ij = d̂jq + i′j , we have i ≤2 d and

deg(i) = q deg(d̂) + deg(i′) = q(s− 1) + q − r′ = qs− r′,

which belongs to {qs− r, qs− r+ 1, . . . , qs− 1}. Therefore,

the number of (qs− r, s)∗-bad monomials is
(
s+m− 2

m− 1

)

Ωm

(
rm−log λmqlog λm

)

= Ωm

(
sm−1rm−log λmqlog λm

)
.

This completes the proof. �

B. Rate and distance of lifted multiplicity codes

Theorem 2 (Rate and distance of lifted multiplicity codes).

For powers of two s, q and integers r and m with m ≤ s ≤ q
and r ≤ q, the rate of the [m, s, qs − r, q] lifted multiplicity

code is

1−Om

(
s−1(q/r)log λm−m

)
as q →∞.

The relative distance ∆ of the [m, s, qs−r, q] lifted multiplicity

code is

∆ ≥ ∆min :=

⌈
r − s+ 1

s

⌉
q − s

q2
.

For s = o(r), ∆min = r
qs (1 + o(1)).
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Proof of Theorem 2. By Proposition 3, we can obtain the

lower bound on the rate of the lifted multiplicity code by

computing the fraction of (qs− r, s)∗-good monomials. Thus,

by Lemma 6, the rate is

1−Om

(
sm−1rm−log λmqlog λm

)

(
s+m−1

m

)
qm

= 1−Om

(
s−1(q/r)log λm−m

)
.

Now we estimate the distance of the [m, s, qs− r, q] lifted

multiplicity code. Consider a codeword which is the evaluation

of some non-zero polynomial f . Let w0 ∈ F
m
q be a coordinate

such that f (<s)(w0) is not all-zero. In what follows, we prove

the existence of a set S, |S| ≥ (q−s)qm−1, of lines containing

this point such that for any L ∈ S polynomial f |L doesn’t

vanish for at least ⌈r/s⌉ points. More explicitly, assume that

for some i0 ∈ Z
m
≥ with deg(i0) = i0 < p, f (i0)(w0) 6= 0. Let a

line L be parameterized by w0+Tv with v = (1, v2, . . . , vm),
vi ∈ Fq . Define gv(T ) := f |L = f(w0 + Tv). By the

definition of Hasse derivatives, we have

gv(T ) =
∑

i∈Zm
≥

f (i)(w0 + Tv)T deg(i)vi

and, thus,

g(i0)v (0) =
∑

i: deg(i)=i0

f (i)(w0)v
i.

Since f (i0)(w0) 6= 0, we can think about the right-hand side of

the above equality as a non-zero polynomial in v2, . . . , vm of

degree at most s. This yields that there exist at most sqm−2

different v = (1, v2, . . . , vm) ∈ F
m
q such that g

(i0)
v (0) = 0.

Thus, for at least (q− s)qm−2 different lines L containing the

point w0, the univariate polynomial f |L 6= 0. By the definition

of [m, s, qs − r, q] lifted multiplicity codes, for any line L,

f |L agrees with some univariate polynomial of degree at most

qs − r − 1 on its first s − 1 derivatives. By Lemma 2, if

gv(T ) = f |L 6= 0, there exist at least ⌈(r + 1)/s⌉ points

on which f |L doesn’t vanish with high multiplicity, i.e., for

at least ⌈(r + 1)/s⌉ different t ∈ Fq , g
(j)
v (t) 6= 0 for some

j < s. This implies that the number of non-zero positions of

the codeword produced by f is at least

1 +

⌈
r + 1

s
− 1

⌉

(q − s)qm−2.

Since the lifted multiplicity code is Fq-linear, the distance of

the lifted multiplicity code can be bounded by the same value.

This completes the proof. �

V. PIR CODES

In this section, we show that lifted multiplicity codes have

the best known trade-off between the number of information

symbols and the required redundancy for private information

retrieval (PIR) codes.

A. Preliminaries and prior work

The defining property of a k-PIR code is that for every

message symbol, there exist k mutually disjoint sets of coded

symbols from which the message symbol can be uniquely

recovered. PIR codes were suggested in [10] to decrease

storage overhead in PIR schemes preserving both privacy and

communication complexity. Formally, this family of codes is

defined as follows.

Definition 9 (PIR code, [10]). Let F : Σn → ΣN be a map

that encodes a string x1, . . . , xn to c1, . . . , cN and C be the

image of F . The code C will be called a k-PIR code (or

[N,n, k]P|Σ| code) over the alphabet Σ if for every i ∈ [n],
there exist k mutually disjoint sets R1, . . . , Rk ⊂ [N ] (referred

to as recovering sets) and functions g1, . . . , gk such that for

all c ∈ C and for all j ∈ [k], gj(c|Rj ) = xi, where c|R is the

projection of c onto coordinates indexed by R.

The definition of a code with the disjoint repair group

property (DRGP) [11] is similar to Definition 9, except that

we should recover all codeword symbols instead of only

information symbols. For Fq-linear codes, any systematically

encoded code with the DGRP directly gives a PIR code. In

what follows, we summarize the results for PIR codes since

the best known bounds for DRGP codes hold for PIR codes

as well.

The main figure of merit when studying PIR codes is the

value of N , given n and k. Denote by NP
q (n, k) the value of

the smallest N such that there exists an [N,n, k]Pq code. For

the binary case, we will remove q from these and subsequent

notations. Since it is known that for sublinear k and fixed q,

lim
n→∞

NP
q (n, k)/n = 1, [10], [16], we evaluate these codes

by their redundancy and define rPq (n, k) := NP
q (n, k)− n. In

order to have a better understanding of the asymptotic behavior

of the redundancy, the value of rPq (n, k) is usually studied for

either constant k = O(1) or polynomial k = Θ(nε), ε ≥ 0.

Constructions of PIR codes with fixed k were first suggested

in [10], [23]. In particular, it can be seen that for k = 2,

rPq (n, 2) = 1, and for any fixed k ≥ 3, rPq (n, k) =
Θ(
√
n) [10], [24], [25]. There are several constructions of

PIR codes [11], [23], [26]–[28] and based on them, it is

already possible to deduce some results on the asymptotic

behavior of rPq (n, k). For example, the constructions of one-

step majority logic decodable codes from [28] assure that

rP(n, nε) = O(n0.5+ε) for all ε ≥ 0. In [27] the authors

discussed partially lifted codes and their application to non-

binary PIR codes. More results for PIR codes were achieved

in [26] by using multiplicity codes and array codes. The

construction [11] of PIR codes is based on bi-variate lifted

multiplicity codes. Constructions of PIR codes based on tri-

variate lifted RS codes were investigated in [20]. Finally,

the paper [29] introduced the so-called wedge-lifted codes to

construct PIR codes.

Lemma 7. The redundancy of non-binary PIR codes satisfies:

1) Steiner systems [10]:

rPq (n, k) = Ok(
√
n) for PIR codes with fixed k ≥ 3.
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2) Multiplicity code [26]:

rPq (n, n
ε) = O(nδ(ε)) for 0 ≤ ε < 1, where δ(ε) =

1− 1
⌊2/(1−ε)⌋ + ε

⌊2/(1−ε)⌋−1 .

3) Partially lifted codes [27]:

rPq (n, n
0.25) = O(n0.714).

4) Lifted mult. codes with m = 2 [11]:

rPq (n, n
ε) = O(n

1
2+ε(log 3−1)) for 0 ≤ ε < 1

2 .

5) Lifted RS codes [16]:

rPq (n, n
1−1/m) = O(n1+log(1−2−m⌈log m⌉)/(m⌈logm⌉)) for

an integer m ≥ 2.

6) Lifted RS codes with m = 3 [20]:

rPq (n, n
2/3) = O(nlog8(5+

√
5)).

Remark. From our results (c.f. Theorem 4), it follows that

given n and k = nε, with 0 < ε ≤ 1− 1
m , the redundancy of

non-binary k-PIR codes based on m-variate lifted multiplicity

codes is O(nδLM (ε,m)), where

δLM (ε,m) :=
m− 1

m
+

1 + logλm −m

m− 1
ε. (3)

We remark that for m = 2, the same δLM (ε,m) was first

derived in [11] and gives the best estimate on r(n, nε) with

0 < ε ≤ 1
2 . For further comparison, we provide the relevant

results for the best known families of non-binary PIR codes

in the same form. For 0 ≤ ε ≤ 1 − 1
m , the required redun-

dancy of nε-PIR codes based on m-variate multiplicity codes

(c.f. [26]) and m-variate lifted RS codes is O(nδM (ε,m)), and

O(nδLRS(ε,m)), respectively, where δM (ε,m) := m−1
m + 1

m−1ε

and δLRS(ε,m) := δLM (m−1
m ,m). Clearly, δLM (ε,m) <

δM (ε,m) for all 0 < ε ≤ 1− 1
m as logλm−m < 0 (c.f. (1)).

Let us illustrate the improvement compared to Lemma 7

and consider the case of m = 3 and 1
2 < ε ≤ 2

3 . Then,

we have δLM (ε, 3) = 2
3 + 0.4276ε, δM (ε, 3) = 2

3 + 1
2ε and

δLRS(ε, 3) = 0.9517. The latter is given in item 6 of Lemma 7.

The proposed bound δLM (ε, 3) coincides with δLRS(ε, 3) for

ε = 2
3 and outperforms all known bounds for 1

2 < ε < 2
3 .

In Figure 1, we compare our results for non-binary PIR

codes based on the most suitable m-variate lifted multiplicity

codes to the known results summarized in Lemma 7. Table II

in Appendix D gives the ranges in which each bound is best

among all known results. It can be verified that for any ε ∈
(12 , 1) \ { 23}, our bounds based on lifted multiplicity codes

improve the state-of-art results.

Lemma 8. The redundancy of binary PIR codes satisfies:

1) Steiner system [10], [24], [25]:

rP(n, k)=Θk(
√
n) for linear PIR codes with fixed k≥3.

2) Lifted RS codes [16]:

rP(n, n1−1/m)=O(n1+log(1−2−m⌈log m⌉)/(m⌈logm⌉) logn)
for an integer m ≥ 2.

3) Array and one-step majority logic dec. codes [26], [28]:

rP(n, nε) = O(n0.5+ε) for 0 ≤ ε < 1/2.

4) Binary image of mult. codes [26]:

rP(n, nε) = O(nδ(ε)) for 0 ≤ ε < 1, where δ(ε) =

min
m≥⌈1/(1−ε)⌉

{

1− m(1−ε)−1
2m(m−1)

}

.

5) Binary image of lifted mult. codes with m = 2 [11]:

rP(n, nε) = O(n
3
4+ε(log 3− 3

2 )) for 0 ≤ ε < 1
2 .

6) Binary image of lifted RS codes with m = 3 [20]:

rP(n, n2/3) = O(nlog8(5+
√
5) logn).

7) Wedge-lifted codes [29]:

rP(n, n1/(2a)) = O(n0.5+log(2−2−a)/(2a)) for integers

a ≥ 1.

Remark. The codes constructed in [1], [16], [20], [27] are

q-ary codes of length N = qm. To obtain a binary PIR

code each symbol can be converted to log q = logN
1
m =

1
m logN = Θ(logn) symbols, hence the additional factor of

log(n) in Lemma 8 compared to Lemma 7. Clearly, the image

of every recovery set of a q-ary symbol is also a recovery

set for bit of the image of this symbol, so the number of

mutually disjoint recovering sets is at least as large as in

for the non-binary code. We provide the relevant results for

the best known families of binary PIR codes in the same

form. For 0 ≤ ε ≤ (m − 1)/m, the required redundancy

of binary nε-PIR codes based on m-variate lifted multiplicity

codes (cf. Theorem 5), m-variate multiplicity codes, and m-

variate lifted RS codes is O(nδ′LM (ε)+o(1)), O(nδ′M (ε)+o(1)),
and O(nδ′LRS(ε)+o(1)), respectively, where δ′LM (ε,m) :=
2m−1
2m + 1+2 log λm−2m

2m−2 ε, δ′M (ε,m) := 2m−1
2m + 1

2m−2ε and

δ′LRS(ε,m) := δ′LM (m−1
m ,m). Therefore, computing the

bounds for small m and employing the inequality (1) for large

m, we can range these three families of binary nε-PIR codes

with ε > 2/3 as follows

min
m≥⌈ 1

1−ε ⌉
δ′LM (ε,m)< min

m≥⌈ 1
1−ε ⌉

δ′M (ε,m)< min
m≥⌈ 1

1−ε ⌉
δ′LRS(ε,m).

We remark that for m = 2 the same δLM (ε,m) was first

derived in [11].

The binary image of lifted multiplicity codes requires the

minimal redundancy among the best binary PIR codes, as

given in Lemma 8, in the range ε ∈ (0.273, 1). Our bounds

provide a strict improvement for ε ∈ (12 , 1) \ {2/3}. A more

detailed comparison to the known constructions is given in

Table III in Appendix D.

On the other hand, there is no lower bound on the redun-

dancy of PIR codes other than that for k ≥ 3 the redundancy

of linear PIR codes of dimension n is Ω(
√
n) [24], [25].

B. PIR and DRGP codes from lifted multiplicity codes

In this section, we apply our results on lifted multiplicity

codes established in Section IV to PIR codes and codes with

the disjoint repair group property. Our results improve the

constructions of these codes based on ordinary multiplicity

codes [26]. First, recall that a systematically encoded linear

code with the DRGP property directly gives a PIR code, i.e.,

for linear codes the DRGP property is strictly stronger than

that of PIR codes. The linear codes constructed from lifted

multiplicity codes in the following have the DGRP property,

but as the focus here are PIR codes, we state the results for

this code class.

First, let us recall a known result for recovering the evalu-

ation f (<s)(w0) for an arbitrary polynomial.

Lemma 9 (Follows from [26, Theorem 14]). Let f(X) ∈
Fq[X] and a line L be parameterized as w0 + Tv. Define

gv(T ) := f |L = f(w0+Tv). Let a family of sets Q2, . . . , Qm,

Qi ⊂ Fq, |Qi| = s, be given. If for all directions of the form
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Fig. 1: Comparison of parameters of binary and non-binary PIR codes based on lifted multiplicity codes to the upper and lower bounds on
the minimal redundancy of [11], [20], [24]–[27]. For logn(k) ≤ 0.5 the results of Theorem 4 and Theorem 5 recover the results from [11].

v = (1, v2, . . . , vm), vi ∈ Qi, and all 0 ≤ j < s, values

g
(j)
v (0) are known, then it is possible to reconstruct f (<s)(w0).

Next we prove that lifted multiplicity codes satisfy the

definition of k-PIR codes for appropriate k.

Theorem 3 (Lifted multiplicity codes are PIR codes). Let q
and s be powers of two and m ≥ 2 be an integer such that

m ≤ s ≤ q. The [m, s, qs − s, q] lifted multiplicity code is a

k-PIR code for k = (q/s)m−1.

Proof. For any line L parameterized by w0 + Tv and a

polynomial f producing a codeword of the [m, s, qs − s, q]
lifted multiplicity code, the polynomial gv(T ) := f |L is

equivalent up to order s to a univariate polynomial h(T )

of degree at most qs − s − 1. By reading g
(j)
v (t) for all

0 ≤ j < s, t ∈ Fq \ {0}, we can reconstruct polynomial

h(T ) in O(qs log(qs)) time (cf. [30]) and get the values

h(j)(0) = g
(j)
v (0) for all 0 ≤ j < s.

For an integer i ∈ [q/s], let Qi be a subset of Fq of size

s so that Qi ∩ Qj = ∅ for j 6= i. Let us index codeword

symbols by elements of F
m
q , i.e., (c1, . . . , cqm) = (ca)|a∈Fm

q
,

where ca := f (<s)(a). Fix an arbitrary vector (i2, . . . , im) ∈
[q/s]m−1. By Lemma 9, for w0 ∈ F

m
q , a possible recovering

set for cw0 is simply
{
w0 + vt : t ∈ Fq \ {0}, v1 = 1, vj ∈ Qij for j ∈ [m] \ {1}

}
.

Thus, for cw0 , we can construct at least (q/s)m−1 mutually

disjoint recovering sets. �

Theorem 4 (Non-binary PIR codes). Given an integer m ≥ 2,

for any real ε with 0 < ε < m−1
m and a power of two q, there

exists an nε-PIR code of length N = qm and dimension n
over Σ such that the redundancy, N − n, and the alphabet

size, |Σ|, satisfy

N − n = Om

(

n
m−1
m + (1+log λm−m)

m−1 ε
)

,

|Σ| = qΘm(qm−εm2/(m−1)).

In other words, for 0 < ε < 1, the polynomial growth of the

minimal redundancy of nε-PIR codes with dimension n is

logn
(
r|Σ|(n, n

ε)
)
≤ min

m≥⌈1/(1−ε)⌉

(
m−1
m

+
1+logλm−m

m− 1
ε

)

.

Proof. Take s = Θm(q1−εm/(m−1)). For simplicity of nota-

tion, we assume that s is a power of two. By Theorem 3,

there exists a k-PIR code with k = (q/s)m−1 = Θm(Nε) =

Θm(nε) over F
(s+m−1

m )
q of length N = qm and redundancy at

most

N − n = Om

(
qms−1(q/s)log λm−m

)

= Om

(

qε
m

m−1+(m−1)qε
m

m−1 (log λm−m)
)

= Om

(

n
m−1
m + 1+log λm−m)

m−1 ε
)

.

�

We now transform the non-binary codes constructed in

Theorem 4 into binary PIR codes.
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Theorem 5 (Binary PIR codes). Given a positive integer m,

for any real ε with 0 < ε < m−1
m and an integer n sufficiently

large, there exists a binary nε-PIR code of length N and

dimension n such that the redundancy, N − n, satisfies

N − n = n
2m−1
2m + 1+2 log λm−2m

2m−2 ε+om(1).

In other words, for 0 < ε < 1, the polynomial growth of the

minimal redundancy of binary nε-PIR codes with dimension

n is

logn (r(n, n
ε))≤ min

m≥⌈1/(1−ε)⌉

(
2m−1
2m

+
1+2 logλm−2m

2m− 2
ε

)

.

Proof. Let C be a non-binary PIR code as in Theorem 4. We

construct the binary PIR code C from C by converting each

symbol of the alphabet of size |Σ| = qΘm(qm−εm2/(m−1)) to

log |Σ| = Θm

(

qm−ε m2

m−1 log q
)

= Θm

(
N1−ε m

m−1 logN
)

= Θm

(
n1−ε m

m−1 logn
)

bits. Denote the length and the dimension of the binary

code by N and n, respectively. Note that for any δ > 0
and sufficiently large n, we have logn < nδ. Thus, n =
n2+om(1)−εm/(m−1) and N = n2+om(1)−εm/(m−1). There-

fore, n = n(m−1)/(2m−2−εm)+om(1). Denote by r = N −n =
(N − n) log |Σ| the redundancy and by k the availability

parameter of the new code.

First, we note that the availability parameter of C is at

least that of C. Indeed, we know that each bit in C is a

bit among log |Σ| bits representing some symbol in C. For

each recovering set of a symbol in C, we get a corresponding

recovering set for any bit from the image of this symbol in C.

Therefore, k ≥ k = nε ≥ nε(m−1)/(2m−2−εm)+om(1). Define

ε := ε(m − 1)/(2m − 2 − εm). Then k = nε+om(1) and

ε = (2m− 2)ε/(m− 1 + εm)

Second, we rewrite the redundancy r in terms of n and ε
as

r = N − n

= n
m−1
m + (log λm−m+1)ε

m−1 n1− εm
m−1+om(1)

= n
2m−1

m + (log λm−2m+1)ε
m−1 +om(1)

= n
(m−1)(2m−1)

2m2−2m−2εm2 + (log λm−2m+1)ε
2m−2−εm +om(1)

= n
(m−1/2)

m +
1/2+log λm−m

m−1 ε+om(1).

�

VI. BATCH CODES

In this section we apply bounds on the rate of lifted RS

codes from Section III to obtain a new construction of batch

codes with improved redundancy. Additionally, using an idea

from [26], we apply our results on PIR codes from Section V

to obtain bounds on the redundancy of batch codes.

A. Preliminaries and prior work

By definition, PIR codes provide k non-intersecting re-

covery sets for any single information symbol. Batch codes

generalize this property by requiring that any k-tuple of

information symbols (with repetition) can be recovered from

non-intersecting subsets of codeword symbols. Batch codes

were originally motivated by different applications such as

load-balancing in storage and cryptographic protocols [9]. In

this work, we consider a special notion of batch codes, namely

primitive multiset batch codes. For a more general study on

the different notions of batch codes the reader is referred to

[31]. Formally, this class of codes is defined as follows.

Definition 10 (Batch code, [9]). Let F : Σn → ΣN be a

map that encodes a string x1, . . . , xn to c1, . . . , cN and C be

the image of F . The code C will be called a k-batch code

(or [N,n, k]B|Σ| code) over the alphabet Σ if for every multiset

of symbols {xi1 , . . . , xik}, ij ∈ [n], there exist k mutually

disjoint sets R1, . . . , Rk ⊂ [N ] (referred to as recovering sets)

and functions g1, . . . , gk such that for all c ∈ C and for all

j ∈ [k], gj(c|Rj ) = xij .

Several explicit and non-explicit constructions of these

codes have been proposed, employing methods based on gen-

eralizations of Reed-Muller (RM) codes [9], [32], unbalanced

expanders [9], graph theory [33], array and multiplicity codes

[26], bi-variate lifted multiplicity codes and finite geome-

tries [32]. For large k = Ω(n), batch codes are closely related

to constant-query locally correctable codes and it is known [5],

[34] that their rate approaches zero. On the other hand, when

k = O(1) is fixed, there exist explicit batch code constructions

with the code rate very close to one [35].

Denote by NB
q (n, k) the smallest N such that there exists

an [N,n, k]Bq code. Because of the above motivation, we

classify batch codes by the required redundancy rBq (n, k) :=
NB

q (n, k) − n. In this paper, we will be concerned with

the regime of sublinear k, i.e., k = nε with n→∞ and

0 ≤ ε ≤ 1. For q = 2, we remove q in the subsequent

notations. Several achievability results, i.e., upper bounds

on the smallest achievable rBq (n, k), have been shown. We

summarize the best presently known results that provide the

smallest rBq (n, n
ε) for both binary and non-binary batch codes

in the following statements. We note that the alphabet size of

some constructions in Lemma 10 is very large, e.g., q = nΩ(n).

Lemma 10. The redundancy of non-binary batch codes sat-

isfies:

1) Array construction [26], [35]:

rBq (n, k) = Ok(
√
n) for linear batch codes with fixed k,

3 ≤ k ≤ 5.

2) Lifted mult. codes and mult. codes with m=2 [26], [32]:

rBq (n, n
ε) = O(n3/4+ε/2) for 0 < ε < 1

2 .

3) Mult. codes [26]:

rBq (n, n
ε) = O(nδ(ε)) for 0 ≤ ε ≤ 1, where δ(ε) =

min
m> 2

1−ε

{

1− 1
m + 1+ε

2m−2

}

.

4) Finite geometry design [32]:

rBq (n, n
ε) = O(n

3ε+1
2 logn) for 0 < ε < 1/3.
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Non-binary batch codes obtained from lifted RS codes,

as given in Theorem 7, require the minimal redundancy

among all known non-binary nε-batch codes in the range

ε ∈ (0.432, 0.582] and those obtained from PIR codes, as

given in Theorem 9, are best for ε ∈ [0.582, 1). For a more

detailed comparison, see Table IV in Appendix D.

Lemma 11. The redundancy of binary batch codes satisfies:

1) Array construction [26], [35]:

rB(n, k) = Ok(
√
n) for linear batch codes with fixed k,

3 ≤ k ≤ 5.

2) Binary image of lifted mult. codes with m = 2 [32]:

rB(n, nε) = O(nlog4(3)+(2−log2(3))ε logn) for 0<ε< 1
2 .

3) Binary image of mult. codes [26]:

rB(n, nε) = O(nδ(ε) logn) for 0 ≤ ε ≤ 1, where δ(ε) =

min
m> 2

1−ε

{

1− m(1−ε)−2
4m(m−1)

}

.

4) Finite geometry design [32]:

rB(n, nε) = O(n
3ε+1

2 logn) for 0 < ε < 1/3.

Binary batch codes obtained from lifted RS codes, as given

in Theorem 8, require the minimal redundancy among all

known binary nε-batch codes in the range ε ∈ (0.41, 0.648]
and those obtained from PIR codes, as given in Theorem 10,

are best for ε ∈ [0.648, 1). A more detailed comparison is

given in Table V in Appendix D.

On the other hand, the only non-trivial converse bound on

the redundancy of systematic linear batch codes, yielding that

rBq (n, k) = Ω(
√
nk), was recently shown in [36].

We illustrate the trade-off between parameters of batch

codes in Figure 2.

B. Batch codes from lifted RS codes

In this section, a new construction of binary batch codes is

presented. To this end, we first provide a construction of non-

binary k-batch codes of length n based on the m-dimensional

lift of an RS code. After that, we compute the parameters of

this construction in the asymptotic regime for the availability

parameter k = nε with real ε ∈ [m−2
m , m−1

m ]. Finally, we show

how to convert this construction into a binary batch code.

We now provide a one-way connection between lifted RS

codes and batch codes.

Theorem 6. Fix integers q, m and r < q. The [m, q − r, q]
lifted RS code has the following properties:

1) The length of the code is qm.

2) The rate of the code is 1−Θ
(
(q/r)log λm−m

)
as q →∞.

3) The code is a k-batch code for k = qm−2r.

Proof of Theorem 6. The first property follows from Defini-

tion 1. The second property is implied by Theorem 1.

To prove the third property, we first note that a lifted

RS code is a linear code over Fq and it can be encoded

systematically. Let y be a codeword of the [m, d, q] lifted RS

code. Since every coordinate of y is simply the evaluation

f(a) for some a ∈ F
m
q , we can index coordinates of our code

by elements a from F
m
q .

Now we shall prove a slightly stricter condition than re-

quired for k-batch codes, namely for every multiset of code-

word symbols {ya1, . . . , yak
}, there exist mutually disjoint sets

R1, . . . , Rk ⊂ F
m
q and some functions g1, . . . , gk such that

yai = gi(y|Ri). Let us prove the existence of R1, . . . , Rk by

using the inductive procedure described below.

To reconstruct ya1 , we take an arbitrary line L1 in F
m
q

containing a1 and let R1 = L1 \ {a1}. As the restriction

of polynomial f to a line L1 has degree less than q − r
by definition of lifted RS codes, we can interpolate f |L1 by

reading evaluations of f at some q − r points on the line

L1 and evaluate f |L1 at point a1. Suppose that for k′ < k,

symbols {ya1, . . . , yak′} can be already reconstructed by using

recovering sets R1, . . . , Rk′ , where Ri is a subset of a line Li

from the space F
m
q . Since the number of lines passing through

the point ak′+1 is larger than qm−1 and the total number of

points already employed for recovering {ya1, . . . , yak′} is at

most qk′, we conclude that there exists a line Lk′+1 among

qm−1 ones such that the cardinality of the intersection
∣
∣
∣
∣
∣
∣

Lk′+1

⋂







⋃

i∈[k′ ]

Li







∣
∣
∣
∣
∣
∣

≤ qk′

qm−1
<

qk

qm−1
= r.

Therefore, we can reconstruct yak′+1
by reading evaluations

of f at some q − r unused points on Lk′+1, interpolating the

univariate polynomial f |Lk′+1
of degree less than q − r and

evaluating the latter at point ak′+1.

Thus, the required multiset of codeword symbols can be

determined by this procedure. This completes the proof. �

In the next statement we show a connection between param-

eters of the non-binary batch code constructed in Theorem 6.

Theorem 7. Given a positive integer m, for any real ε with
m−2
m < ε < m−1

m and a sufficiently large power of two q,

there exists a nε-batch code of length N = qm and dimension

n over Fq such that the redundancy, N − n, satisfies

N − n = Om

(

n(m−log λm)ε+ (m−1) log λm
m −m+2

)

.

Proof of Theorem 7. Let r = ⌈qmε−m+2⌉ ≥ nε−(m−2)/m. By

Theorem 6, there exists a k-batch code with k = rqm−2 ≥
qmε ≥ nε over Fq of length N = qm and redundancy at most

N − n = Om

(
rmλℓ−log r

m

)

= Om

(

2ℓm(mε−m+2)λℓ−ℓ(mε−m+2)
m

)

= Om

(

n(m−log λm)ε+ (m−1) log λm
m −m+2

)

.

�

Theorem 8. Given a positive integer m, for any real ε with
m−2
m < ε < m−1

m and an integer n sufficiently large, there

exists a binary nε-batch code of length N and dimension n
such that the redundancy, N − n, satisfies

N − n = n(m−log λm)ε+ (m−1) log λm
m −m+2+om(1).

Proof of Theorem 8. Let C be a non-binary batch code from

Theorem 7. We construct the binary batch code C′ from

C by converting each symbol of the alphabet of size q to

log q = logN1/m = 1
m logN = Θ(logn) bits. Denote the

length, dimension of the binary code by N ′, n′ respectively.

Thus, n′ = Θ(n logn) and N ′ = Θ(N logn). Therefore,
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Fig. 2: Comparison of bounds on the parameters of batch codes based on m-variate lifted RS and lifted multiplicity codes for different
values of m to the upper and lower bounds of [24]–[26], [32], [35].

n = Θ(n′/ logn′). Denote by r′ = N ′ − n′ the redundancy

of the binary code and by k′ be the availability parameter of

the new code.

First, we note that the availability parameter of C′ is at least

that of C. Indeed, we know that each bit in C′ is a bit among

log q bits representing some symbol in C. For each recovering

set of a symbol in C, we have the corresponding recovering

set for any bit from the image of this symbol in C′. Therefore,

k′ ≥ k = nε ≥ (n′/ logn′)ε.

Second, we rewrite the redundancy r′ in terms of n′ as

r′ = N ′ − n′ = O((N − n) logn)

= Om

(

n′(m−log λm)ε+ (m−1) log λm
m −m+2 logn′

)

.

As for any δ > 0 and sufficiently large n we have logn < nδ ,

the required statement is proved. �

C. Batch codes from PIR codes

Batch codes from bi-variate lifted multiplicity codes were

derived in [32], however, it is difficult to obtain such results

from lifted multiplicity codes with a larger number of variables

(for a similar discussion about batch codes from multiplicity

codes, we refer the reader to [26]). However, by the generic

connection between PIR and batch codes we are able to

indirectly construct batch code from lifted multiplicity codes.

Recall the result from [26, Theorem 30] which relates the

redundancy of batch and PIR codes

rBq (n, n
ε) ≤ rPq (n, n

1+ε
2 ).

Combining this bound with Theorems 4 and 5 yields the

following statements.

Theorem 9 (Non-binary batch codes). Given an integer m ≥
3, for any real ε with 0 < ε < m−2

m and a power of two q,

there exists an nε-batch code of length N = qm and dimension

n over Σ such that the redundancy, N − n, and the alphabet

size, |Σ|, satisfy

N − n = Om

(

n
m−1
m +

(1+log λm−m)(1+ε)
2m−2

)

,

|Σ| = qΘm(qm−εm2/(m−1)).

In other words, for 0 < ε < 1, the polynomial growth of the

minimal redundancy of nε-batch codes with dimension n is

logn

(

rB|Σ|(n, n
ε)
)

≤ min
m≥⌈2/(1−ε)⌉

(
m− 1

m
+

(1 + logλm −m)(1 + ε)

2m− 2

)

.

Theorem 10 (Binary batch codes). Given a positive integer m,

for any real ε with 0 < ε < m−2
m and an integer n sufficiently

large, there exists a binary nε-batch code of length N and

dimension n such that the redundancy, N − n, satisfies

N − n = n
2m−1
2m +ε (1+2 log λm−2m)(1+ε)

4m−4 +om(1)
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In other words, for 0 < ε < 1, the polynomial growth of the

minimal redundancy of binary nε-batch codes with dimension

n is

logn
(
rB(n, nε)

)

≤ min
m≥⌈2/(1−ε)⌉

(
2m− 1

2m
+

(1 + 2 logλm − 2m)(1 + ε)

4m− 4

)

.

VII. LOCALLY CORRECTABLE CODES

In this section we show that a lifted multiplicity code is

a locally correctable code (LCC) with certain parameters.

Specifically, we provide a self-correction algorithm for lifted

multiplicity codes.

A. Preliminaries and prior work

Unlike PIR codes, LCCs [5] explicitly require locality

properties. Informally, a code is said to be locally correctable

if given a vector that is sufficiently close to a codeword, each

codeword coordinate can be recovered from a small subset of

(possibly noisy) other positions with high probability. We give

a formal definition of LCCs below.

Definition 11 (Locally correctable code.). A code C of length

N over an alphabet Σ is said to be (r, δ, ξ)-locally correctable

if there exists a randomized correcting algorithm A such that

1) For all c ∈ C, i ∈ [N ] and all vectors y ∈ ΣN such that

the relative distance ∆(y, c) ≤ δ, we have

Pr(A(y, i) = ci) ≥ 1− ξ.

2) A makes at most r queries to y.

LDCs [6] are defined similar to LCCs, except that there

the algorithm is required to recover message symbols instead

of codeword symbols. Note, that for linear codes local cor-

rectability is a strictly stronger notion than local decodability,

as a systematically encoded LCC is always an LDC.

LCCs have been constructed employing different ap-

proaches such as RM codes, lifted RS codes [16], multiplicity

codes [18], and tensor codes [37], [38]. One typical question

about LCCs is phrased as follows: given the high rate of a

code (close to 1), how to get the query complexity as small

as possible. The current state-of-the-art construction provided

in [39] has the sub-polynomial (in length) query complexity.

For an extensive discussion about other aspects of LCCs

see [6], [40], [41] and the references therein.

B. LCCs from lifted multiplicity codes

One important ingredient to show the self-correction algo-

rithm for lifted multiplicity codes is the following statement

about hypergraphs. Recall that an s-partite hypergraph H is

a pair H = (V,E), where V is the vertex set that can be

partitioned into sets V1, . . . , Vs so that each edge in the edge

set E consists of a choice of precisely one vertex from each

part. By K
(s)
l denote a complete s-partite hypergraph, whose

parts are all of equal size l.

Theorem 11 (Follows from [42, Theorem 1]). Let n > sl,
l > 1. Then every s-partite hypergraph with n vertexes and

at least ns−1/ls−1

hyperedges contains a copy of K
(s)
l .

Theorem 12. Let m be a fixed positive integer. For sm−2 =
o(log q) and a real α < 1/4, the [m, s, qs − r, q] lifted

multiplicity code is a ((q−1)sm−1, α∆min, 2α+o(1))-locally

correctable code, where ∆min :=
⌈
r−s+1

s

⌉
q−s
q2 .

Remark. It is worth mentioning that the self-correction algo-

rithm for multiplicity codes from [18], which has the query

complexity (q − 1)5m(s + 1)m, also works well for lifted

multiplicity codes. In the algorithm proposed in the proof

of Theorem 12, we impose a stronger requirement on the

order of derivatives: sm−2 = o(log q) for our algorithm and

s ≤ q/5 − 1 for the algorithm from [18]. However, our

proposed algorithm has the query complexity (q − 1)sm−1,

which implies a slightly better running time. For instance, the

complexity of our algorithm is Θm(s) times smaller when m
is fixed, q →∞ and s = (log q)1/(m−1).

Proof. We prove this theorem by presenting a new self-

correction algorithm A for lifted multiplicity codes. Consider

a vector y = (y1, . . . , yqm) = (ya)|a∈Fm
q

, which is a noisy

version of the evaluation of the polynomial f . Say that we

want to correct the value f (<s)(w0) with some w0 ∈ F
m
q .

The algorithm A consists of three steps.

Step 1: Choose sets Q2, Q3, . . . , Qm, Qi ⊂ Fq , |Qi| =
s, independently according to the uniform distribution over

all subsets of size s. Form a set V of directions v =
(1, v2, . . . , vm), vi ∈ Qi. Clearly, |V | = sm−1.

Step 2: For every v ∈ V define a polynomial gv(T ) :=
f(w0+Tv). By the definition of lifted multiplicity codes, this

polynomial agrees with some univariate polynomial of degree

less than qs−r on its first s−1 derivatives. Apply the decoding

algorithm for a univariate multiplicity code from [18], [43]

to noisy evaluations of gv(T ) to obtain an estimation ĝv(T )
of the correct polynomial gv(T ). Note that this decoding

algorithm can correct up to ⌊(dmin − 1)/2⌋ errors, where

dmin := ⌈ r+1
s ⌉.

Step 3: Using Lemma 9 and polynomials ĝv(T ), recover

the value f (<s)(w0) to obtain f̂ (<s)(w0).

We now present an analysis of the algorithm. Call a

direction v good, if the line w0 + Tv contains at most

⌊(dmin − 1)/2⌋ errors. Note that if a direction v is good,

then ĝv(T ) ≡s gv(T ). Thus, if all directions from V
are good, the algorithm recovers the symbol correctly, i.e.,

f̂ (<s)(w0) = f (<s)(w0). In the following we derive a bound

on the probability that all directions from V are good.

Introduce an (m−1)-uniform (m−1)-partite hypergraph H ,

each part of which has size q. Index the elements within each

part of the hypergraph with elements of Fq . For every good

direction v = (1, v2, . . . , vm), draw a hyperedge (v2, . . . , vm)
in H , where vi is a vertex from the (i − 1)th part. Then the

probability of the successful recovery of f (<s)(w0) is lower

bounded by the number of copies of K
(m−1)
s in H divided by

qm−1.

The total number of good directions (or hyperedges in H)

is at least

qm−1 − α∆minq
m

⌊(dmin − 1)/2⌋ = qm−1(1 − 2α+ o(1)).
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We show how we can find a large number of copies of K
(m−1)
s

in H . As long as the number of hyperedges in H is greater

than ((m − 1)q)m−1−1/sm−2

we can find such a copy by

Theorem 11. Then, we can spoil this copy by erasing one of its

hyperedges and repeat the process for the obtained hypergraph.

Obviously, all constructed copies of K
(m−1)
s will be distinct.

By this procedure, we can find at least

qm−1(1− 2α+ o(1))−((m− 1)q)m−1−1/sm−2

= qm−1(1− 2α+ o(1))

copies of K
(m−1)
s . Therefore, the probability of successful

decoding is at least 1− 2α+ o(1). �

VIII. CONCLUSION

In this paper, we have investigated the rate, the distance, the

availability and the self-correction properties of lifted Reed-

Solomon codes and lifted multiplicity codes based on the

evaluations of m-variate polynomials and discussed how to

use them to construct batch codes, PIR codes, and LCCs.

For some parameter regimes, such codes obtained from lifted

RS and lifted multiplicity codes are shown to have a better

rate/distance/availability/locality trade-off than other known

constructions. In particular, our main results are:

1) We have improved the estimate on the rate of the m-

dimensional lifts of RS codes when the field size is large. In

particular, we have shown that for r = O(1), the [m, q− r, q]
lifted RS code has rate 1−Θ(qlog λm−m) as q →∞.

2) We have continued the study of lifted multiplicity codes

initiated for the bi-variate case in [11] for any number of vari-

ables m ≥ 3. Specifically, we show the rate of the [m, s, sq−
r, q] lifted multiplicity code to be 1−Om(s−1(q/r)log λm−m)
and its relative distance to be ∆min = r

qs (1 + o(1)), by

analyzing the code obtained from the span of good monomials.

An interesting open problem is to extend this analysis to the

code spanned by all good polynomials, i.e., the complete lifted

multiplicity code.

3) We have proved that an [m, s, sq−s, q] lifted multiplicity

code is a k-PIR code of dimension n = qm(1 + o(1)) with

k = (q/s)m−1. This improves the known upper bounds on

the redundancy of PIR codes when k is sublinear in n and

k ≥ √n. For small enough s and any constant α < 1/4,

the [m, s, sq − s, q] lifted multiplicity code is shown to be a
(
qsm−1, α∆min, 2α

)
-locally correctable code.

4) We have shown that an [m, q − r, q]-lifted RS code is

also a k-batch code with k = rqm−2 and, by a generic

transformation, we provide results on batch codes obtained

from lifted multiplicity codes. This improves the known upper

bounds on the redundancy of batch codes in some parameter

regimes. On the other hand, there is no lower bound on the

redundancy of batch and PIR codes other than that for k ≥ 3
the redundancy of linear k-batch and k-PIR codes of length N
is Ω(

√
kN) and Ω(

√
N), respectively [24], [25], [36]. Closing

the (large) gap between the lower and upper bounds on the

redundancy of both batch and PIR codes remains a major open

problem.
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APPENDIX A

PROOF OF PROPOSITION 3

The proof is twofold, we need to show that

(Distinction) the evaluation of every monomial Xd with

degq(d) ≤ s − 1, which we refer to as a type-s monomial,

gives a unique word

(Inclusion) these words are contained in the [m, s, d, q]
lifted multiplicity code as in Defintion 5 .

To show that the words are distinct, it is sufficient to

prove that for an arbitrary non-trivial linear combination,

written as f(X), of type-s monomials, its evaluation is not

equal to the all-zero codeword. Our proof is a straightforward

generalization of [11, Lemma 14].

We prove the proposition by induction on m and s. More

precisely, we deduce the statement for (m, s) from the cases

for (m−1, s) and (m, s−1). The base case m = 1 is equivalent

to [11, Lemma 11]. In the base case s = 1 the degree of each

variable in f is at most q−1. Then the proposition follows from

DeMillo–Lipton–Zippel Theorem [44], [45], which states that

such polynomial can’t have more than qm− (q− (q− 1))m =
qm − 1 zeroes.
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Now we prove the inductive step. Assume that f(X) is a

non-trivial linear combination of type-s monomials such that

f(X) ≡s 0. Consider the polynomial g(X1, . . . , Xm−1) :=
f(X1, . . . , Xm−1, c) in m−1 variables, where c ∈ Fq is fixed.

By the inductive hypothesis, we conclude that g ≡s 0. Hence,

(Xm− c) divides f(X) for all c ∈ Fq , so (Xq
m−Xm) divides

f(X). Therefore, f(X) can be represented as f(X) = (Xq
m−

Xm)g(X).

It is easy to see that g(X) is a linear span of type-(s− 1)
monomials. Taking the ith derivative of f(X) for any i ∈ Z

m
≥

with im ≥ 1 we obtain

f (i)(X) = (Xq
m −Xm)g(i)(X) − g(j)(X),

where j = (i1, . . . , im−1, im − 1). The left-hand side is equal

to zero for all x ∈ F
m
q and i ∈ Z

m
≥ with deg(i) ≤ s − 1.

The right-hand side equals to −g(j)(x) for all x ∈ F
m
q and all

j ∈ Z
m
≥ with

m−1∑

l=1

jl < s−1. By the induction hypothesis g(X)

is the zero polynomial, thus, f(X) is the zero polynomial as

well. This concludes the proof of the distinction property.

To show the inclusion, we prove that every (d, s)∗-good

monomial f(X) = Xd over Fq satisfies the property that for

any line L ∈ Lm, the restriction f |L is equivalent up to order

s to an univariate polynomial of degree less than d. Let a line

L be parameterized as (w + vT )|T∈Fq and 0 be the all-zero

vector. Then, we have that

f |L = (w + vT )d

=
∑

0≤i≤d

m∏

j=1

v
ij
j w

dj−ij
j

(
dj
ij

)

T ij

≡s

qs−1
∑

k=0

ckT
k := f∗(T ),

where ck denotes the coefficients of the unique polynomial of

degree ≤ qs− 1 that is equivalent to f |L (cf. Proposition 2).

Recall that s and q are powers of 2. Hence, we have f |L(T ) =
f∗(T ) (mod T qs + T s) by Proposition 2, so the coefficients

[T s]f |L that contribute to the coefficient ck are exactly those

for which s = deg(i) (mod∗s q) = k, and we obtain

ck :=
∑

0≤i≤d
deg(i) (mod∗

s q)=k

m∏

j=1

v
ij
j w

dj−ij
j

(
dj
ij

)

. (4)

By Definition 6, for k ≥ d, there is no i ∈ Z
m
qs such that i ≤2 d

and deg(i) (mod∗s q) = k. Thus, for k ≥ d and every i used

in the summation of (4), there exists some coordinate j ∈ [m]
such that ij 6≤2 dj . By Lucas’s Theorem (e.g., see [11], [16]),

for integers dj = (d
(ℓ−1)
j , ..., d

(0)
j )2 and ij = (i

(ℓ−1)
j , ..., i

(0)
j )2

it holds that

(
dj
ij

)

=

ℓ−1∏

ξ=0

(
d
(ξ)
j

i
(ξ)
j

)

mod 2.

It follows that if ij 6≤2 dj the coefficient
(
dj

ij

)
= 0 in Fq (as q

is a power of two) and therefore ck = 0 for all k ≥ d.

We have proved that the restriction of Xd to any line is an

univariate polynomial of degree at most d− 1. Therefore, the

[m, s, d, q] lifted multiplicity code includes the codewords

{(ad)|a∈Fm
q

: Xd ∈ Fq(m, s, d)} .

The inclusion of their linear combinations over Fq follows

trivially from the proof. �

APPENDIX B

LIFTED MULTIPLICITY CODE AND LIFTED MULTIPLICITY

MONOMIAL CODE

We now give an example showing that lifted multiplicity

codes are not necessarily spanned by the set of good mono-

mials. Let d = qs− 2, s = 2, and q > 2. Denote by M1(X)
and M2(X) the monomials

M1(X) := Xd(1)

= Xqs−2
1 X2

M2(X) := Xd(2)

= X
(s−1)q−1
1 Xq

2 ,

so d
(i)
1 = qs− 2, d

(1)
2 = 1, d

(2)
1 = (s− 1)q− 1, and d

(2)
2 = q.

Both monomials are type-s as

degq(d
(1)) = degq(d

(2)) = qs− 1 < 2(q − 1) + (s− 1)q

Further, both are (d, s)∗-bad, as the vectors i(1) = d(1) and

i(2) = d(2) fulfill Definition 6 for each monomial, respectively.

Also, their evaluation is not contained in an [m, s, d, q] lifted

multiplicity code, since for the line (0, w2) + (1, v2)T ∈ L2
we have

[T qs−1]M1(T,w2 + v2T ) = v2

[T qs−1]M2(T,w2 + v2T ) = vq2 .

However, the evaluation of their sum, i.e., the polynomial

P (X) := M1(X) +M2(X) ,

is contained in the [m, s, d, q] lifted multiplicity code as

[T qs−1]P (w1 + v1T,w2 + v2T )

= [T qs−1]M1(w1 + v1T,w2 + v2T )

+ [T qs−1]M2(w1 + v1T,w2 + v2T )

= vqs−2
1 v2 + v

(s−1)q−1
1 vq2
︸ ︷︷ ︸

(a)
=vqs−2

1 v2

= 0 ,

where (a) holds because v1, v2 ∈ Fq.

APPENDIX C

EXAMPLES OF RATE IMPROVEMENTS THROUGH LIFTING

To provide some intuition and show how lifting can improve

the rate of lifted RS codes and lifted multiplicity codes, we

provide examples for fixed sets of parameters.
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A. RM codes vs. lifted RS codes

Let f(X1, X2) = X2
1X

2
2 . Then the [2, 3, 4] lifted RS code

includes the codeword c = (f(a1, a2))|(a1,a2)∈F2
4

as for every

line L, the degree of f |L is at most 2 < 3 = d. Indeed, given

a line L parameterized as (w1 + v1T,w2 + v2T )|T∈F4 in F
2
4,

we have

f |L = f(v1T + w1, v2T + w2) = (v1T + w1)
2(v2T + w2)

2

(i)
= (v21T

2 + w2
1)(v

2
2T

2 + w2
2)

(ii)
= (v21w

2
2 + v22w

2
1)T

2 + v21v
2
2T + w2

1w
2
2 ,

where in (i) we used the property 2v = 0 for any v ∈ F4, and

(ii) is implied by the fact that T 4 = T in F4[T ]. On the other

hand, the 2-variate RM code of order 3 doesn’t contain c as

the degree of f is 4, which is larger than 3.

B. Multiplicity codes vs. lifted multiplicity codes

Let m = s = 2, q = 4, and d = qs− 1 = 7. Consider the

monomial M(X) := X2
1X

6
2 . The degree of this monomial is

deg(M(X)) = 8 > d, so its evaluation is not contained in the

[2, 2, 7, 4] multiplicity code, as it only contains evaluations of

degree < d polynomials.

By Definition 5, the evaluation of M(X) is contained in

the [2, 2, 7, 4] lifted multiplicity code if for every line L ∈
Lm there exists a polynomial g(T ) ∈ Fq(d) such that the

restriction of M(X) to L is equivalent to g(T ). First, note that

M(X) is a type-s monomial, as degq(M(X)) = 1 ≤ s − 1.

Its evaluation in an arbitrary line L ∈ L2 is given by

M(X)|L
= (w1 + v1T )

2(w2 + v2T )
6

= (w2
1 + v21T

2)(w6
2 + w4

2v
2
2T

2 + w2
2v

4
2T

4 + v62T
6)

= w2
1w

6
2 + (w2

1w
4
2v

2
2 + v21w

6
2)T

2 + (w2
1w

2
2v

4
2 + v21w

4
2v

2
2)T

4

+ (w2
1v

6
2 + v21w

2
2v

4
2)T

6 + v21v
6
2T

8.

By Proposition 2 and because s and q are powers of 2, we

know that there exists an equivalent polynomial M∗(T ) of

degree at most qs − 1 = 7 such that M(X)|L ≡s M∗(T )
(mod T 8+T 2). Here, we obtain this polynomial by substract-

ing v21v
6
2(T

8 + T 2) from M(X)|L, which gives

M∗(T ) = w2
1w

6
2 + (w2

1w
4
2v

2
2 + v21w

6
2 + v21v

6
2)T

2

+ (w2
1w

2
2v

4
2 + v21w

4
2v

2
2)T

4 + (w2
1v

6
2 + v21w

2
2v

4
2)T

6.

As the degree of this polynomial is deg(M∗(T )) < d = 7
its evaluation is contained in the [2, 2, 7, 4] lifted multiplic-

ity code, thereby increasing its dimension compared to the

[2, 2, 7, 4] multiplicity code.

APPENDIX D

COMPARISON OF NEW BOUNDS TO KNOWN RESULTS

In Tables II we summarize the ranges of ε in which each

bound on the required redundancy of nε-PIR and nε-batch

codes of dimension n is best among the known results.
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TABLE II: Non-binary PIR codes.

Given in Reference Based on Best for ε in

Lemma 7, Item 2) [26] multiplicity codes –

Lemma 7, Item 3) [27] partially lifted codes –

Lemma 7, Item 4) [11] lifted mult. codes with m = 2 (0, 1
2
]

Lemma 7, Item 5) [16] lifted RS codes –

Lemma 7, Item 6) [20] lifted RS codes with m = 3 {2/3}

Theorem 4 This work lifted mult. codes (0, 1)

TABLE III: Binary PIR codes.

Given in Reference Based on Best for ε in

Lemma 8, Item 2) [16] lifted RS codes {0.5}

Lemma 8, Item 3) [26], [28] array and one-step majority logic dec. codes [0, 0.273] \
⋃

a∈N
[ log(2−2−a)

2a
, 1
2a

]

Lemma 8, Item 4) [26] binary image of mult. codes –

Lemma 8, Item 5) [11] binary image of lifted mult. codes with m = 2 [0.273, 0.5)

Lemma 8, Item 6) [20] binary image of lifted RS codes with m = 3 {2/3}

Lemma 8, Item 7) [29] wedge-lifted codes [0, 0.273]
⋂

{

⋃

a∈N
[
log(2−2−a)

2a
, 1
2a

]
}

Theorem 5 This work binary image of lifted mult. codes [0.273, 1)

TABLE IV: Non-binary batch codes.

Given in Reference Based on Best for ε in

Lemma 10, Item 2) [26], [32] lift. mult. codes and mult. codes with m = 2 [0.25, 0.432]

Lemma 10, Item 3) [26] PIR codes (mult. codes with m ≥ 3) –

Lemma 10, Item 4) [32] finite geometry design (0, 0.25]

Theorem 7 This work lifted RS codes [0.432, 0.582]

Theorem 9 This work PIR codes (lifted mult. codes) [0.582, 1)

TABLE V: Binary batch codes.

Given in Reference Based on Best for ε in

Lemma 11, Item 2) [32] binary image of lifted mult. codes with m = 2 [0.269, 0.41]

Lemma 11, Item 3) [26] PIR codes (binary image of mult. codes with m ≥ 3) –

Lemma 11, Item 4) [32] finite geometry design (0, 0.269]

Theorem 8 This work binary image of lifted RS codes [0.41, 0.648]

Theorem 10 This work PIR codes (binary image of lifted mult. codes) [0.648, 1)
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