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Abstract

Recent advances in noiseless non-adaptive group
testing have led to a precise asymptotic characterization
of the number of tests required for high-probability
recovery in the sublinear regime k = nθ (with θ ∈
(0,1)), with n individuals among which k are infected.
However, the required number of tests may increase
substantially under real-world practical constraints, no-
tably including bounds on the maximum number ∆ of
tests an individual can be placed in, or the maximum
number Γ of individuals in a given test. While previous
works have given recovery guarantees for these settings,
significant gaps remain between the achievability and
converse bounds. In this paper, we substantially or
completely close several of the most prominent gaps.
In the case of ∆-divisible items, we show that the
definite defectives (DD) algorithm coupled with a ran-
dom regular design is asymptotically optimal in dense
scaling regimes, and optimal to within a factor of e
more generally; we establish this by strengthening both
the best known achievability and converse bounds. In
the case of Γ-sized tests, we provide a comprehensive
analysis of the regime Γ = Θ(1), and again establish a
precise threshold proving the asymptotic optimality of
SCOMP (a slight refinement of DD) equipped with a
tailored pooling scheme. Finally, for each of these two
settings, we provide near-optimal adaptive algorithms
based on sequential splitting, and provably demonstrate
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gaps between the performance of optimal adaptive and
non-adaptive algorithms.

I. INTRODUCTION

The group testing problem, originally introduced by Dorf-
man [2], is a prominent example of a classical inference
problem that has recently regained considerable attention
[3], [4], [5]. Briefly, the problem is posed as follows: Among a
population of n individuals, a small subset of k individuals
is infected with a rare disease. We are able to test groups
of individuals at once, and each test result returns positive
if (and only if) there is at least one infected individual in
the test group. The challenge is to develop strategies for
pooling individuals into tests such that the status of every
individual can be recovered reliably from the outcomes, and
to do so using as few tests as possible.

While the preceding terminology corresponds to med-
ical applications, group testing also has many other key
applications [3, Sec. 1.7], ranging from DNA sequencing
[6], [7] to protein interaction experiments [8], [9]. Particular
attention has been paid to group testing as a tool for the
containment of an epidemic crisis. On the one hand, mass
testing appears to be an essential tool to face pandemic
spread [10], while on the other hand, the capability of
efficiently identifying infected individuals fast and at a low
cost is indispensable [11]. For the sake of pandemic control,
risk surveillance plans aim at an early, fast and efficient
identification of infected individuals to prevent diseases
from spreading [12], [13], [14].

The group testing problem includes many variants, de-
pending on the presence/absence of noise, possible adap-
tivity of the tests, recovery requirements, and so on. Our
focus in this paper is on the following setup, which has
been the focus of numerous recent works (see [3] for a
survey):

• The tests are non-adaptive, meaning they must all be
designed in advance before observing any outcomes.
This is highly desirable in applications, as it permits
the tests to be implemented in parallel.

• The tests are noiseless; this assumption is more realistic
in some applications than others, but serves as an im-
portant starting point for understanding the problem.

• The goal is high-probability identification of each indi-
vidual’s defectivity status (i.e., probability approaching
one as n →∞). While a deterministic (probability-one)
recovery guarantee is also feasible in the noiseless set-
ting [5], it requires considerably more tests, incurring a
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k2 dependence on the number of infected individuals
(whenever k ≤O(

p
n)) instead of k.

• The number of infected individuals k is taken to equal
nθ for some θ ∈ (0,1),1 i.e., the sublinear regime. Heaps’
law of epidemics [15], [16] indicates that this regime is
of major interest. In addition, recent hardness results
preclude non-trivial recovery guarantees in the linear
regime k = Θ(n) [17], at least under the most widely-
adopted recovery criterion.

Under this setup, Coja-Oghlan et al. [18], [4] recently
established the exact information-theoretic threshold on
the number of tests, in an asymptotic sense including the
implied constant. This threshold was originally attained
using a random regular testing design [18] (see also [19]),
improving on earlier results for Bernoulli testing [20], [21].
While the recovery algorithm used in [18] is not computa-
tionally efficient, the subsequent work [4] attained the same
threshold using a spatially coupled random regular design
and a computationally efficient recovery algorithm.

All of the preceding test designs have in common that
each individual takes part in O(lnn) tests, and each test
contains O(n/k) individuals. As a result, these designs face
limitations in real-world applications. Firstly, one may face
dilution effects: If an infected individual gets tested within a
group of many uninfected individuals, the signal of the in-
fection (e.g., concentration of the relevant molecules) might
be too low. For instance, a testing scheme for HIV typically
should not contain more than 80 individual samples per
test [22]. More recently, evidence was found that certain
laboratory tests allow pooling of up to 5 individuals [23] or
64 individuals [24] per test for reliably detecting COVID-19
infections. Secondly, it is often the case that each individual
can only be tested a certain number of times, due to the
limited volume of the sample taken. More generally, test de-
signs with few tests-per-individual and/or individuals-per-
test may be favorable due to resource limitations, difficulties
in manually placing samples into tests, and so on.

In light of these practical issues, there is substantial
motivation to study the group testing problem under the
following constraints on the test design:

• Under the ∆-divisible items constraint (or bounded
resource model), any given individual can only be tested
at most ∆ times;

• Under the Γ-sized tests constraint (or bounded test-
size model), any given test can only contain at most
Γ individuals.

Previous studies of group testing under these constraints
[25], [26], [27], [1] are surveyed in Section I-A. We note
that some of the above practical motivations may warrant
more sophisticated models (e.g., random noise models for
dilution effects), but nevertheless, noiseless group testing
under the preceding constraints serves as an important
starting point towards a full understanding. In addition,
as with previous works, we only consider the above two

1To simplify notation, we assume that k = nθ exactly, but all of our
analysis and results extend easily to the more general case that k = cnθ

for any c =Θ(1).

constraints separately, though the case that both are present
simultaneously may be of interest for future studies.

A. Related Work

As outlined above, the asymptotically optimal perfor-
mance limits are well-understood in the case of uncon-
strained test designs, with optimal designs placing each
item in ∆=Θ(lnn) tests, and each test containing Γ=Θ( n

k

)
items. We refer the reader to [3] for a more detailed survey,
and subsequently focus our attention on the (much more
limited) prior work considering the constrained variants
with ∆= o(lnn) and Γ= o

( n
k

)
.

The most relevant prior work is that of Gandikota et
al. [25], who gave information-theoretic lower bounds on
the number of tests under both kinds of constraint, as well
as upper bounds via the simple COMP algorithm [28].2 The
main results therein are summarised as follows, assuming
the sublinear regime k = nθ with θ ∈ (0,1) throughout (we
sometimes refer to θ as the density parameter):

• ∆-divisible items setting:

– (Converse) For ∆ = o(lnn), any non-adaptive de-
sign with error probability at most ξ requires m ≥
∆k

( n
k

) 1−5ξ
∆ , for sufficiently small ξ and sufficiently

large n . (Theorem 4.1 in [25])
– (Achievability) Under a suitably-chosen random

test design and the COMP algorithm, the er-
ror probability is at most ξ provided that m ≥
de∆k

( n
ξ

) 1
∆ e. (Theorem 4.2 in [25])

• Γ-sized tests setting:

– (Converse) For Γ = Θ
(( n

k

)β)
with β ∈ [0,1), any

non-adaptive design with error probability at most
ξ requires m ≥ 1−6ξ

1−β · n
Γ , for sufficiently large n.

(Theorem 4.5 in [25])
– (Achievability) Under a suitably-chosen random

test design and COMP recovery, for Γ = Θ(( n
k

)β)
with β ∈ [0,1) and ξ = n−ζ with ζ > 0, the error
probability is at most ξ when m ≥ d 1+ζ

(1−θ)(1−β) e·dn
Γ e.

(Theorem 4.6 in [25])

A sizable gap remains between the achievability and con-
verse bounds in the case of ∆-divisible items, since typ-

ically
( 1
ξ

) 1
∆ À ( 1

k

) 1
∆ . For Γ-sized tests, the bounds match

to within a constant factor, but the optimal constant re-
mains unknown. In particular, the two differ by at least a
multiplicative 1

1−θ factor, and even for θ close to zero, the
two can differ by a factor of 2 due to the rounding in the
achievability part.

As we outline further below, we nearly completely close
these gaps for ∆-divisible items, and we close them com-
pletely for Γ-sized tests in the special case β = 0 (i.e.,
Γ = Θ(1)) for all θ ∈ (0,1). We achieve these results using
both the DD and SCOMP algorithms introduced in [20].
While the regime β ∈ (0,1) is also of interest, it appears to
require different techniques, and is deferred to future work.

2The COMP algorithm declares any individual in a negative test as
uninfected, and all other individuals as infected. It is called Column
Matching Algorithm in [25].
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Reference Number of tests

∆
-d

iv
. Lower Bound [25] ∆k1+(1−θ)/(∆θ)

Lower Bound (Theorem 3.2) max
{
e−1∆k1+(1−θ)/(∆θ),∆k1+1/∆}

COMP [25] e∆kn
1
∆

DD (Theorem 3.3) max
{
∆k1+(1−θ)/(∆θ),∆k1+1/∆}

Γ
-s

iz
ed

Lower Bound [25] n
Γ

Lower Bound (Theorem 4.1) max
{(

1+b θ
1−θ c

) n
Γ , 2n
Γ+1

}
COMP [25] d 1

1−θ ed n
Γ e

SCOMP (Theorems 4.10 and 4.18) max
{(

1+b θ
1−θ c

) n
Γ , 2n
Γ+1

}
TABLE I: Overview of noiseless non-adaptive sparsity-constrained group testing results under the scaling k = nθ (θ ∈ (0,1)).
For the setting of Γ-sized tests, this table only corresponds to Γ=Θ(1), and in both settings we neglect higher-order terms
and the dependence on the error probability. See the main text for more complete and precise statements.

Gandikota et al. [25] additionally gave explicit designs
(i.e., test matrices that can be deterministically constructed
in polynomial time), but these give worse scaling laws,
and are therefore of less relevance to our results based
on random designs. In a distinct but related line of works,
Macula [27] and Inan et al. [26], [29] developed designs
for the much stronger guarantee of uniform recovery, i.e., a
single test matrix that uniquely recovers any infected set of
size at most k, without allowing any error probability. This
stronger guarantee comes at the price of requiring consid-
erably more tests, and we thus omit a direct comparison
and refer the interested reader to [27], [26], [29] for details.

B. Contributions

Our main contributions are informally outlined as follows
(with k = nθ for θ ∈ (0,1), and ε being an arbitrarily small
constant throughout), with “w.h.p.” meaning probability
approaching one as n →∞. The formal statements are given
in the theorems referenced. The results are also summarised
in Table I (non-adaptive only), and exemplified in Figure 1
(∆-divisible) and Figure 2 (Γ-sparse).

• ∆-divisible items setting. Assuming that

∆ = (lnn)1−Ω(1) (and in some cases, any ∆ = o(lnn) is
allowed), we have the following:

– (General converse – Theorem 3.1) If m ≤ (1 −
ε)e−1∆k1+ 1−θ

∆θ , then w.h.p. any (possibly adaptive)
group testing strategy fails.3

– (Non-adaptive converse – Theorem 3.2) Under
any non-adaptive test design, if ∆ > θ/(1 − θ)
and m ≤ (1 − ε)∆k1+ 1

∆ , then w.h.p. any infer-
ence algorithm fails. Combining with the gen-
eral lower bound, the same holds for m ≤ (1 −
ε)max

{
e−1∆k1+ 1−θ

∆θ ,∆k1+ 1
∆

}
.

– (Non-adaptive achievability via DD – Theorem
3.3) Under a random regular test design, DD

succeeds when m ≥ (1 + ε)max
{
∆k1+ 1−θ

∆θ ,∆k1+ 1
∆

}
(w.h.p. when ∆ = ω(1), and with probability Ω(1)
when ∆=Θ(1)).

3These expressions are obtained after substituting k = nθ . In the more
general case that k equals a positive constant times nθ , the results remain

unchanged upon replacing k1+ 1−θ
∆θ by k

( n
k

) 1
∆ everywhere. Note also that

the achievability bounds may exceed n in some scaling regimes, but in
such cases m = n tests still suffice, since one can instead resort to one-
by-one testing.

– (DD-specific converse – Theorem 3.4) Under ran-
dom regular testing, DD fails when m is slightly be-
low the achievability bound (w.h.p. when ∆=ω(1),
and with Ω(1) probability when ∆=Θ(1)).

– (Adaptive achievability – Theorem 5.1) There
exists an efficient adaptive algorithm succeeding

with probability one when m ≥ (1+ε)∆k1+ 1−θ
∆θ .

• Γ-sized tests setting: Assuming that Γ = Θ(1) in the
non-adaptive setting (whereas the adaptive results al-
low general Γ= o

( n
k

)
), we have the following:

– (Non-adaptive converse – Theorem 4.1) If m ≤
(1 − ε)max

{(
1 + ⌊

θ
1−θ

⌋) n
Γ , 2n
Γ+1

}
and Γ ≥ 1 +

⌊
θ

1−θ
⌋

,
then any non-adaptive group testing strategy fails
(w.h.p. if θ

1−θ is non-integer, and with Ω(1) proba-
bility if θ

1−θ is an integer).
– (Non-adaptive achievability via SCOMP – The-

orems 4.10 and 4.18) Under a suitably-chosen
random test design, SCOMP succeeds w.h.p. when
m ≥ max

{(
1+ ⌊

θ
1−θ

⌋) n
Γ , 2n
Γ+1

}
. We use different test

designs and analyses for the dense regime θ ≥ 1
2

(Theorem 4.10) and sparse regime θ < 1
2 (Theorem

4.18), and combine the two results to get the
overall condition in m in Section IV-F. For the
dense regime, our analysis shows that DD has the
same guarantee, whereas for the sparse regime, we
crucially require the refined SCOMP algorithm.

– (Adaptive achievability – Theorem 6.1) There
exists an efficient adaptive algorithm succeeding
with probability one when m ≥ (1+ ε) n

Γ + klog2Γ.
In particular, when Γ = o

( n
k lnn

)
, it suffices that

m ≥ (1+ε) n
Γ .

– (General converse – Theorem 6.2) If m ≤ (1−ε) n
Γ ,

then the error probability is bounded away from
zero for any (possibly adaptive) group testing strat-
egy.

These results have several interesting implications, which
we discuss as follows. In the ∆-divisible setting, our first
converse bound strengthens that of [25] (removing the −5ξ
term in the exponent) and extends it to the adaptive setting,
and our second converse provides a further improvement
for non-adaptive designs. Our DD achievability result scales

as O
(
∆k

(
max

{
k, n

k

}) 1
∆
)
, which is strictly better than the

O
(
∆k

( n
ξ

) 1
∆
)

scaling of COMP [25] for all θ ∈ (0,1). In fact,
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$$C_{\rm Converse} = e^{-1}$$
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Fig. 1: Illustration of values of η (vertical axis) and C
(labeled with text) such that m = C∆kη(1+ o(1)) under
∆-divisible item constraints, with ∆= 5.

0 0.2 0.4 0.6 0.8 1

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Fig. 2: Illustration of threshold C such that m = (C+o(1)) n
Γ

under Γ-sized test constraints, with Γ= 4.

for θ > 1
2 and ∆ = ω(1), our results demonstrate that DD

is asymptotically optimal among non-adaptive strategies,
with a precise phase transition between success and failure
at m ≈ ∆k1+ 1

∆ . For θ < 1
2 , while establishing a precise

phase transition remains an open problem, our results
establish DD’s optimality up to a multiplicative factor of
e, and demonstrate that one cannot reduce the number
of tests further under DD and the random regular design.
Finally, our results prove a strict adaptivity gap for θ > 1

2 ,
and demonstrate that our adaptive algorithm is optimal to
within a factor of e for all θ ∈ (0,1).

In the Γ-sized tests setting, our results provide an ex-
act asymptotic threshold on the number of tests in the
Γ=Θ(1) regime, and we establish the asymptotic optimality
of SCOMP in all such cases. To achieve this, we adopt
novel analysis techniques specific to this scaling, including
a novel test design in the case θ < 1

2 , as described in the next
section. This case of θ < 1

2 also has the interesting feature
that using SCOMP instead of DD appears to be crucial,
in stark contrast with other settings in which the two
algorithms tend to have identical asymptotic performance
[18]. We note that the distinction between integer and
non-integer valued θ

1−θ arises due to rounding issues in the
analysis, e.g., counting the number of individuals appearing
in at most

⌊
θ

1−θ
⌋

tests. Our results again demonstrate a strict
adaptivity gap (this time for all θ ∈ (0,1)), and we provide
a precise phase transition at n

Γ for adaptive algorithms
under most scalings of Γ. Finally, in Section VIII, we present
numerical results for small population sizes to support our
theoretical findings.

II. FUNDAMENTALS OF NON-ADAPTIVE GROUP TESTING

A. General Notation

Given the number of individuals n, the number of in-
fected individuals k ∼ nθ(θ ∈ (0,1)), and the number of tests
m, we let G = (V ∪F,E) be a random bipartite (multi-)graph

with |F | = m factor nodes (a1, ..., am) and |V | = n variable
nodes (x1, ..., xn). The variable nodes represent individuals,
the factor nodes represent tests, and an edge between
individual xi and test a j indicates, that xi takes part in test
a j . Furthermore, let (∂G a1, ...,∂G am) and (∂G x1, ..., ,∂G xn)
denote the neighbourhoods in G . Whenever the context
clarifies what G is, we will drop the subscript. The test-node
degrees are given by Γi (G ) = |∂G ai |, and the individual-
node degrees by ∆i (G ) = |∂G xi |. We can visualise any non-
adaptive group testing instance by a pooling scheme in the
form of such a graph G .

We indicate the infection status of each individual of
the population by σ ∈ {0,1}n , a uniformly chosen vector
of Hamming weight k. Formally, σx = 1 iff x is infected.
Then, we let σ̂ = σ̂(G ,σ) ∈ {0,1}m denote the sequence of
test results, such that σ̂a = 1 iff test a contains at least one
infected individual, that is

σ̂a = max
x∈∂a

σx .

Throughout the paper, we use standard Landau notation,
e.g., o(1) is a function converging to 0 while ω(1) stands for
an arbitrarily slowly diverging function. Moreover, we say
that a property P holds with high probability (w.h.p.), if
P (P ) = 1−o(1) as n →∞.

B. Pooling Schemes

The random (almost-)regular bipartite pooling scheme is
known to be information-theoretically optimal in the un-
constrained variant of group testing [18], and is conceptu-
ally simple and easy to implement. In this work, depending
on the setup, we sometimes require less standard schemes,
as described in the following. It is important to note that
in each of these designs, we are constructing a multi-graph
rather than a graph, and every multi-edge is counted when
referring to a node degree. In the following we will define
our choices of the restricted pooling scheme and denote
them G∆ and G̃Γ



5

1) ∆-divisible: In this setup, we adopt the design of
[18], [19], but with fewer tests per individual in accor-
dance with the problem constraint: Each individual chooses
∆ tests uniformly at random with replacement; thus, an
individual may be placed in the same test more than
once. By construction of G∆, any individual has degree
exactly ∆, whereas the test degrees fluctuate. We denote
by Γ (G∆) = {Γ1 (G∆) , . . . ,Γm (G∆)} the (random) sequence of
test-degrees.

2) Γ-sparse: In the Γ-sparse case, our choice of pooling
scheme requires additional care; we define G̃Γ(θ) separately
for two cases:

G̃Γ(θ) =
{

GΓ if θ ≥ 1/2

G∗
Γ otherwise

(1)

with GΓ and G∗
Γ defined in the following. Throughout the

paper, we will always clarify which of the cases we assume,
and we will therefore refer to G̃Γ(θ) as G̃Γ. Starting with
GΓ, we employ the configuration model [30]. Given n,m,Γ,
set ∆= mΓ/n and create for each individual x ∈ [n] exactly
∆ clones {x}× {1} , . . . , {x}× {∆}. We assume throughout, that
∆,Γ,n,m are integers, thus all divisibility requirements are
fulfilled.4 Analogously, create Γ clones {a}× {1} . . . {a}× {Γ}
for each test a ∈ [m]. Then, choose a perfect matching
uniformly at random between the individual-clones and the
test-clones and construct a random multi-graph by merging
the clones to vertices and adding an edge (x, a) whenever
there are i ∈ [∆], j ∈ [Γ] such that the edge ({x}×{i } , {a}×{

j
}
)

is part of the perfect matching (in other words, the edge
(x, a) exists in the graph as a result of the i -th clone of
x and the j -th clone of a being matched). We denote by
GΓ the random regular multi-graph that comes from this
procedure.

For G∗
Γ , we adopt a different approach. First, we select

γ ≤ 2n
Γ+1 individuals randomly and put them apart for the

moment (denote by X = {
x1 . . . xγ

}
the set of those vertices).

The precise γ value is chosen such that we can create a
random bipartite regular graph on the remaining vertices
with each individual having degree 2 and each test having
degree Γ − 1 (thus, an instance of GΓ−1). By a simple
comparison of degrees, this is only possible if m ≥ 2 n

Γ+1 .
Now, we draw a uniformly random matching between the
tests (of degree Γ−1) and the remaining individuals x1 . . . xγ.
By definition, each of those individuals takes part in exactly
one test.

In both cases above, G∗
Γ is an almost-regular bipartite

graph with each test comprising at most Γ individuals.

C. Choice of recovery algorithm

We make use of the definite defectives (DD) and sequen-
tial combinatorial orthogonal matching pursuit (SCOMP)
algorithms [20], which are described as follows. Note that
SCOMP amounts to running DD and then performing
greedy improvements.

4It will turn out in due course that mΓ/n is an integer under the choice
of Γ used in the analysis.

5A positive test is unexplained if it does not contain any individuals that
have already been marked as infected.

1 Declare every individual x that appears in a negative
test as non-infected; remove all such individuals.

2 Declare all individuals that are now the sole
individual in a (positive) test as infected.

3 Proceed as follows depending on the algorithm:
• For DD, declare all remaining individuals as

uninfected.
• For SCOMP, repeat the following step until no

unexplained5positive tests remain:
Declare as infected the (previously undeclared)
individual in the largest number of unexplained
positive tests.

Algorithm 1: The DD and SCOMP algorithms as
defined by [20].

D. The combinatorics behind group testing

In this section, we introduce four types of individuals
(see Figure 3) that might appear in any group testing
instance and which the student can make use of. It turns
out that the sizes of the sets of these individuals are the
key to understanding group testing combinatorially. Given
a pooling scheme G , let

V0(G ) = {x ∈V (G ) :σx = 0}

and V1(G ) = {x ∈V (G ) :σx = 1}

be the uninfected and infected individuals, respectively.
Then we can define easy uninfected individuals to be the
uninfected individuals that appear in a negative test –
clearly, they can easily be identified. We will call the set
of such individuals V0−; formally,

V0−(G ) = {x ∈V0(G ) : ∃a ∈ ∂G x : σ̂a = 0} . (2)

Then, there the easy infected individuals (sometimes re-
ferred to as definitive defectives). These are those infected
individuals that appear in at least one test with only easy
uninfected individuals. Thus, upon removing the easy un-
infected individuals, there will be at least one positive test
with exactly one undeclared individual, and this individual
has to be infected. We call this set

V1−−(G ) = {x ∈V1(G ) : ∃a ∈ ∂G x : (∂G a \ {x}) ⊂V0−(G )} . (3)

Subsequently, there might be disguised uninfected individ-
uals, that are uninfected themselves but only appear in
positive tests. It is well known [31], [18], [4] that since the
prior probability of being uninfected is very large, a group
testing instance can tolerate a certain number of individuals
of this type. Formally,

V0+(G ) = {x ∈V0(G ) : ∀a ∈ ∂G x : σ̂a = 1} . (4)

Finally, there might be disguised infected individuals, thus
infected individuals appearing only in tests that contain at
least one more infected individual. Formally,

V1+(G ) = {x ∈V1(G ) : ∀a ∈ ∂G x : (∂G a \ {x})∩V1(G ) 6= ;} . (5)
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x1 ∈V0−
x1

x2 ∈V1−−
x2

x3 ∈V0+∪V1+
x3

Fig. 3: Rectangles represent tests and circles individuals.
Dark blue individuals are elements of V0− and can be
easily identified as uninfected. Light blue individuals are
elements of V0+, and even if uninfected themselves, they
only appear in positive tests and might be hard to identify.
Infected individuals (red) that appear only in such tests are
impossible to identify. Finally, infected individuals of V1−−
appear in at least one test with only elements of V0−. Thus,
after identifying all elements of V0−, they can be identified.
The dashed lines represent the fact that the individuals may
also participate in other tests; these may include negative
tests classifying their participants as uninfected (elements
of V0−) even though the particular test displayed is positive.

While the above types of individuals are not exhaustive, we
will see in Section II-E that they are the relevant types for
the information-theoretic and algorithmic analyses.

1) Remarks on information-theoretic and combinatorial
bounds: It turns out that in the sparse group testing prob-
lem – as well as in the unrestricted version [20], [4] – the
non-adaptive information-theoretic phase transition comes
in two installments. First, there are universal information-
theoretic bounds, e.g., counting bounds, that account for
the fact that a given number of tests can carry only a
certain amount of information. Such bounds directly apply
to the non-adaptive as well as the adaptive setting. Second,
there are combinatorial / graph theoretical restrictions:
Given that there exist a large number of disguised infected
individuals (i.e., individuals such that in each of its tests

there is a second infected individual), any non-adaptive
algorithm fails with high (conditional) probability [18], [4].
This non-adaptivity gap becomes stronger if we increase
the infection density parameter θ, because for larger θ, the
chance of finding multiple infected individuals in a small
neighborhood increases as well. In this section we deal
with the combinatorial part. In our setting, the transition
where the combinatorial bound dominates the information-
theoretic bound happens at k ∼ p

n, i.e., at the point
where we find multiple infected individuals in a bounded
neighborhood w.h.p..

E. The Nishimori property

Given a pooling scheme G , a ground truth infection
status vector σ (drawn uniformly from the vectors of
Hamming weight k) and a sequence of test results σ̂, we
denote by Sk (G ,σ) the set of all colorings (i.e., infection
status assignments) of individuals τ ∈ {0,1}n that would
have led to the test outcomes σ̂ (clearly including σ itself).
Furthermore, we define Zk (G ,σ) = |Sk (G ,σ)|. The following
proposition states that all sets in Sk (G ,σ) are equally likely
given the test outcomes.

Proposition 2.1: [Corollary 2.1 of [18]] For all τ ∈ {0,1}n

we have

P(σ= τ|G ,σ̂) = 1{τ ∈ Sk (G ,σ)}

Zk (G ,σ)
.

This immediately implies the following corollary.
Corollary 2.2: If Zk (G ,σ) ≥ ` w.h.p., then any inference

algorithm recovers σ from (G ,σ̂) with probability at most
`−1(1+o(1)).
In other words, as soon as multiple satisfying assignments
exist, one cannot do any better than selecting one uniformly
at random, as no further information is included in G and
σ̂ [32]. The following claims will also be useful.

Claim 2.3: For any test design, we have Zk (G ,σ) ≥
|V1+(G )| |V0+(G )|. Hence, conditioned on the sets V1+(G )
and V0+(G ), any inference algorithm fails with probability
at least 1− 1

|V1+(G )||V0+(G )| .
Proof: The first statement is straightforward and was

already given in [18, Fact 3.3], and the second statement
follows directly from Corollary 2.2.

Finally, we have the following well-known result on the
DD algorithm.

Claim 2.4: The DD algorithm succeeds if and only if
V1(G ) =V1−−(G ).

Proof: By definition, DD first classifies all x ∈ V0−(G )
correctly. In the second step, DD classifies those individuals
x as infected, which belong to a positive test a such that
∂a \ {x} ⊂ V0−(G ). Thus, DD finds all x ∈ V1 ∩V1−−(G ). As
DD classifies the remaining individuals as uninfected, it
fails as soon as there exists an individual x ∈ V1 \ V1−−(G ).

We note that even if V1(G )\V1−−(G ) 6= ;, the DD-algorithm
does not produce any false positives but only false nega-
tives. In addition, if DD succeeds then SCOMP is guaranteed
to succeed [33], but unlike DD, in general SCOMP may
produce both false positive and false negatives.
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F. The two-round exposure technique

A key tool to deal with an arbitrary test design is to
introduce certain levels of independent randomness. For
example, the only randomness in (G ,σ) is the infection
status of each individual. We will see in due course we
can study an independent infection model (denoted by
σ∗) instead of dealing with exactly k infected individuals,
specifically considering each individual as being infected

independently from all others with probability p = k−pk lnn
n

(see Corollary 3.6). For the purposes of establishing a
converse, the main step is to show that V1+(G ) 6= ;, and
we will establish this in two steps. We denote by V+(G )
the set of disguised individuals, i.e., all tests containing this
individual x contain at least one other individual (differing
from x) that is infected, and hence

V+(G ) =V1+(G )∪V0+(G ).

Once we find a large enough set |V+(G )|À n/k, there will be
some infected individuals in V+(G ) w.h.p.. The main chal-
lenge is that in order to find the set of disguised individuals,
one uses infected individuals, therefore the events |V+(G )|
exceeding a specific size and infected individuals existing
in V+(G ) are not independent in (G ,σ∗). This is where the
two-round exposure technique, used very prominently in
the study of random graphs [30], comes into account.

More specifically, our analysis will take the following steps
in which individuals are randomly infected:

1) We first mark each individual as infected with proba-
bility αk/n for some fixed constant α ∈ (0,1) and find
a set K1 of infected individuals whose neighbourhood
(the tests they belong to) has certain properties.

2) Next, we mark the remaining individuals in the second
neighbourhood of K1 (hence, we look at the indi-
viduals that are contained in the tests together with
the vertices of K1) as infected independently with
probability (1−2α)k/n for establishing the property of
being disguised.

3) After the previous step, each individual has been in-
fected with probability at most αk/n + (1−αk/n)(1−
2α)k/n < p. To attain the desired final distribution of
σ∗, we independently mark each individual i ∈ [n]
as infected with probability p − pi , where pi is the
probability already incurred from the first two steps.
By doing so, the overall distribution of σ∗ is i.i.d. with
probability p, as desired. While these extra infections
are not actually analyzed, the idea is that they produce
the desired overall distribution, while only enlarging
(or keeping unchanged) the set of individuals that are
disguised.

III. NON-ADAPTIVE GROUP TESTING WITH ∆-DIVISIBLE

INDIVIDUALS

In this section, we formally state and prove our main re-
sults regarding non-adaptive group testing with ∆-divisible
individuals.

A. Model

As we highlighted earlier, optimal unconstrained designs
are known that place each individual in Θ(lnn) tests.
Accordingly, we only consider the regime ∆ = o(lnn), and
specifically suppose that ∆ ≤ ln1−δn for some constant
δ ∈ (0,1).

B. Results

Define

minf(∆) =∆k max
{

e−1k
(1−θ)
∆θ ,k

1
∆

}
,

mDD(∆) =∆k max
{

k
(1−θ)
∆θ ,k

1
∆

}
, (6)

which will represent the information theoretic converse
bound for any non-adaptive group testing scheme and the
algorithmic barrier for DD, respectively.

In the following, we assume that ∆≥ 2 and ∆> θ/(1−θ). If
the latter inequality is reversed, then we find that mDD(∆) =
ω(n), in which case one is better off resorting to one-by-one
testing.

Our first main result provides a simple counting-based
converse bound for any adaptive or non-adaptive test de-
sign. This result, and all subsequent results, will be proved
throughout the rest of the section. An overview of the proof
strategy will be provided in Section III-B1

Theorem 3.1: Fix ε ∈ (0,1), and suppose that k = nθ with

θ ∈ (0,1) and ∆ = o(ln(n)). Then, if m ≤ (1− ε)e−1∆k1+ (1−θ)
∆θ

for fixed ε> 0, we have w.h.p. that any (possibly adaptive)
group testing procedure that tests each individual at most
∆ times fails to recover σ.

This bound recovers the first term of max{·, ·} appearing
in the definition of minf(∆) above, which is dominant for
θ ≤ 1/2. For the second term (which is dominant for θ ≥
1/2), we require a more sophisticated argument that only
holds for non-adaptive designs; as we will see in Section V,
adaptive designs can in fact go beyond this threshold. The
proof of Theorem 3.1 is given in Section III-C.

Theorem 3.2: Given any non-adaptive pooling scheme G

where any individual gets tested at most ∆ times (with
θ/(1−θ) <∆≤ (lnn)1−δ for some δ> 0), if m ≤ (1−ε)∆k1+1/∆

for some ε ∈ (0,1), any algorithm (efficient or not) fails at
inferring σ from (G ,σ̂), with probability 1−o(1) if ∆=ω(1),
and with probability Ω(1) if ∆=O(1).

Combining these results, we find that any non-adaptive
group testing strategy using at most (1 − ε)minf(∆) tests
fails w.h.p. if ∆ = ω(1), and fails with constant non-zero
probability if ∆=O(1). We provide the proof of Theorem 3.2
in Section III-D. Next, we state our main upper bound,
corresponding to the random regular design and the DD
algorithm.

Theorem 3.3: Suppose that m = (1+ε)mDD(∆) for some ε>
0. Then, under the random regular design with parameter
∆, DD recovers σ from (G∆,σ̂) with probability at least
1− (1+ε)−∆ (1+o(1))−O(n−Ω(1)).

Note that the success probability tends to one as ∆→∞;
if ∆=O(1) then we need to take ε→∞ for the probability
to approach one (but it can be close to one for finite
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ε). The proof of Theorem 3.3 is given in Section III-E.
Comparing this result with Theorem 3.1, we find that DD
is asymptotically optimal for θ ≥ 1/2. On the other hand,
a gap between minf(∆) and mDD(∆) remains for θ < 1

2 . In
principle, this could be due to a weakness in the converse, a
fundamental limitation of DD, or a weakness in our analysis
of DD. However, the following theorem rules out the latter
of these.

Theorem 3.4: Let θ < 1/2. Given the random regular
pooling scheme G∆ on m = (1− ε)mDD(∆) tests for fixed
ε ∈ (0,1), we have the following:

1) If ∆ = Θ(1), then DD fails with positive probability
bounded way from zero.

2) If ∆= (lnn)1−δ for δ ∈ (0,1), then DD fails w.h.p..

Thus, Theorem 3.4 settles a coarse phase transition of
DD in the random regular model when there are finitely
many tests-per-individual, and a sharp phase transition
when the number of tests-per-individual is diverging. The
proof of Theorem 3.4 is provided in Section III-F. We expect
that DD is in fact provably suboptimal for θ < 1

2 , but leave
this as an open problem.

1) Overview of proofs: Before proving Theorems 3.1–3.4,
we provide a brief overview:

• To prove Theorem 3.1, we establish an upper bound on
the probability that an arbitrary inference algorithm re-
covers σ correctly based on the amount of information
provided by the test results (which is inherently limited
due to the testing constraints). This already suffices
to show that as soon as the number of tests crosses
a certain lower bound, any inference algorithm must
have an error probability approaching one.

• Theorem 3.2 deals with non-adaptive designs, which
can be represented as a bipartite graph. The main
argument is that when there are too many disguised in-
fected and disguised uninfected individuals, perfect re-
covery becomes impossible, since interchanging these
two types of individuals would not impact the test
results. We carefully analyse the number of occurrences
of these disguised individuals by the means of local
structures in the graph (see Figure 3).

• Theorem 3.3 provides performance guarantees for the
DD-algorithm in the ∆−divisible setting. As this algo-
rithm succeeds if and only if all infected individuals
appear in one test containing only definitive uninfected
individuals (c.f., Sections II-D and II-E), it suffices
to analyse a carefully-chosen pooling scheme and
pinpoint the number of tests required such that all
infected individuals exhibit this property.

• Finally, we prove Theorem 3.4 by showing that as soon
as the number of tests is too small, there exists a large
number of infected individuals that fail to participate
in any tests containing only definitive uninfected indi-
viduals.

C. Universal counting-based converse: Proof of Theorem 3.1

We first prove a counting-based upper bound on the
success probability for any test design and inference

algorithm. Afterwards, we will use this bound on the
success probability to prove our main converse bound,
providing a lower bound on m for attaining a given target
error probability.

Let A (G ,σ̂,k) be the output of a group testing inference
algorithm with input G (pooling scheme), σ̂ (test results),
and k (number of infected individuals). The inference algo-
rithm is successful if A (G ,σ̂,k) =σ, and P (A (G ,σ̂,k) =σ)
is the success probability. We first prove the following non-
asymptotic counting-based bound via a similar approach to
[34] with suitable adjustments, and also using the Nishimori
property similarly to [18].

Lemma 3.5: Under the preceding setup, for any pooling
scheme G and inference algorithm A (G ,σ̂,k), we have

P(A (G ,σ̂,k) =σ) ≤
∑∆k

i=0

(m
i

)(n
k

) . (7)

Proof: Any given pooling scheme can be viewed as
a deterministic mapping from an infection status vector
σ ∈ {0,1}n to an outcome vector σ̂ ∈ {0,1}m . Recall that in
Proposition 2.1, Sk (G ,σ) is the set of all colorings of indi-
viduals that lead to the testing sequence σ̂, and Zk (G ,σ) is
its cardinality. In the following, we additionally let Ẑk (G ,σ̂)
denote Zk (G ,σ) when the test outcomes produced by (G ,σ)
are equal to σ̂, and let Ŝk (G ,σ̂) be the set of all σ sequences
that produce test outcomes σ̂.

Proposition 2.1 shows that the optimal inference algo-
rithm outputs an arbitrary element of Sk (G ,σ), and is
correct with probability (conditioned on σ) equal to 1

Zk (G ,σ) .
Thus, averaging over the

(n
k

)
possible k-sparse vectors σ, we

have the following:

P(A (G ,σ̂,k) =σ) = 1(n
k

) ∑
σ

1

Zk (G ,σ)

= 1(n
k

) ∑
σ̂ : Ẑk (G ,σ̂)≥1

∑
σ∈Ŝk (G ,σ̂)

1

Ẑk (G ,σ̂)

(a)≤ |{σ̂ ∈ {0,1}m : Ẑk (G ,σ̂) ≥ 1}|(n
k

)
(b)≤ |{σ̂ with at most ∆k ones}|(n

k

)
=

∑∆k
i=0

(m
i

)(n
k

) ,

where (a) follows since there are Ẑk (G ,σ̂) terms in the
second summation, thus canceling the 1

Ẑk (G ,σ̂)
term, and (b)

uses the fact that at most ∆k test outcomes can be positive,
even in the adaptive setting; this is because adding another
infected individual always introduces at most ∆ additional
positive tests.
We now use the result in (7) to prove Theorem 3.1 - 3.1. In
the following we want to provide a short overview of how
we obtain these results

Proof of Theorem 3.1: Let mcount(∆) = e−1∆k1+ (1−θ)
∆θ

denote the threshold in the theorem statement. It suffices to
prove the claim for m = (1−ε)mcount(∆), since the inference
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algorithm could choose to ignore tests. We use the non-
asymptotic bound in Lemma 3.5, and upper bound the sum
of binomial coefficients via [35, Section 4.7.1] to obtain the
following for a fixed target success probability of 1−ξ (for
some ξ ∈ (0,1)):

P (A (G ,σ̂,k) =σ) ≤ emh( ∆k
m )(n

k

) ≡ 1−ξ, (8)

where h(·) is the binary entropy function in nats (logs to

base e). From (8), we have emh( ∆k
m )/

(n
k

)= 1−ξ, which implies
that

ln
(
(1−ξ)

(
n

k

))
= mh

(∆k

m

)
=∆k ln

m

∆k
+ (m −∆k) ln

1

1− ∆k
m

(a)= ∆k ln
m

∆k
+∆k(1+o(1)), (9)

where (a) uses a Taylor expansion and the fact that ∆k
m ∈ o(1)

(due to ∆ = o(lnn) and m = (1− ε)mcount(∆)). Hence, we
have (1− ∆k

m )−1 = exp(∆k
m )(1+o(1)) which is used to obtain

the simplification. Rearranging (9), we obtain

ln
m

∆k
= 1

∆k
ln

(
(1−ξ)

(
n

k

))
− (1+o(1)),

which gives

m = e−(1+o(1))∆k

(
(1−ξ)

(
n

k

)) 1
∆k

(a)≥ e−(1+o(1))(1−ξ)
1
∆k ∆k1+ 1−θ

θ∆ , (10)

where (a) follows from the fact that
(n

k

)≥ ( n
k

)k and k = nθ.
Finally, we note that (1−ξ)1/(∆k) → 1 for any fixed ξ ∈ (0,1),

since k →∞ by assumption. This means that m must be

at least (1−o(1))e−1∆k1+ (1−θ)
∆θ to obtain any arbitrarily small

success probability, and hence, if m is instead a (1−ε) factor
below this threshold (as we have assumed) then the success
probability must tend to zero.

D. Universal converse for non-adaptive designs: Proof of
Theorem 3.2

It suffices to prove the assertion of the theorem for
m = (1−ε)∆k1+1/∆, since extra tests can only help (or can
be ignored). Let ε,θ,δ ∈ (0,1), and θ/(1− θ) ≤ ∆ ≤ ln1−δn.
Furthermore, let G be an arbitrary non-adaptive pooling
scheme with V (G ) the set of n individuals and F (G ) the
set of m = (1−ε)∆k1+1/∆ tests such that each individual is
tested at most ∆ times. Let

¯̀= 1

1−εk− 1
∆ and Γ̄= 1

m

∑
a∈F (G )

Γa = n∆

m
≥ ¯̀n

k
. (11)

Thus, Γ̄ represents the average degree of the tests in
F (G ), where Γa is the size of test a. We pick a set of k
infected individuals uniformly at random and let σ be the

{0,1}-vector representing them. We introduce p = k−pk lnn
n

and σ∗ as a binomial {0,1}-vector, such that each entry

represents one individual and equals 1 with probability
p independently of the others. Our next result relates σ
and σ∗. As in [17], [4] the way to establish a lower bound
is to establish that the underlying graph structure always
contains a certain number of disguised infected as well as
disguised uninfected individuals. We note that due to the
∆-divisibility condition, a straightforward application of the
FKG inequality does not appear to provide a sufficiently
strong bound, since the variances of the random variables
of interest may become too large.

Corollary 3.6: Under the preceding setup, for fixed ε ∈
(0,1) and n large enough, if there is a non-negative integer
C (possibly C = 0) such that

P
(∣∣V1+(G ,σ∗)

∣∣> 2C
)≥ 1−ε

and P
(∣∣V0+(G ,σ∗)

∣∣> 2C
)≥ 1−ε,

then it also holds that

P (|V1+(G ,σ)| >C ) ≥ 1−ε−o(1)

and P (|V0+(G ,σ)| >C ) ≥ 1−ε−o(1).

Proof: The proof follows along the lines of the proof
of [4, Lemma 3.6]. Let B be the event that |σ∗| ∈ [k −
2
p

k lnn,k]. Then a standard application of the Chernoff
bound guarantees that P (B) = 1−o(1).

Given B, we couple σ∗ and σ by flipping at most
2
p

k lnn uninfected individuals in σ∗ to infected, uniformly
at random. This yields the correct distribution, since by
definition the set I1 =

{
i :σ∗

i = 1
}

is a uniform subset of size
|σ∗| (conditioned on |σ∗|). Hence, when we infect another
random subset of size k − |I1| uniformly at random, the
overall infected set is uniform over the subsets of size k.
Clearly, the number of disguised infected individuals can
only increase, and hence∣∣V1+(G ,σ∗)

∣∣≤ |V1+(G ,σ)| . (12)

However, it might happen that previously disguised unin-
fected individuals do now contribute to |V1+(G ,σ)| instead
of |V0+(G ,σ)|. Let

V := ∣∣|V0+(G ,σ)|− ∣∣V0+(G ,σ∗)
∣∣∣∣ .

By the above coupling argument, we have

E[V |B] ≤ 2
p

k lnn

n −k

∣∣V0+(G ,σ∗)
∣∣< n−(1−θ) ∣∣V0+(G ,σ∗)

∣∣ .

Therefore, Markov’s inequality implies

P
(|V0+(G ,σ)| ≤ ∣∣V0+(G ,σ∗)

∣∣/2 |B)
≤P

(
V ≥ E [V |B]

2n−(1−θ)
|B

)
= o(1). (13)

The desired result now follows directly from (12), (13), and
P (B) = 1−o(1).

Corollary 3.7: Under the preceding setup, we have the
following:

(i) If P (|V1+(G ,σ∗)| > 0) = 1−o(1), then it also holds that
P (|V0+(G ,σ)| > lnn) = 1−o(1).

(ii) If P (|V1+(G ,σ∗)| > 0) = Ω(1), then it also holds that
P (|V0+(G ,σ)| > lnn) =Ω(1).
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Proof: We use the fact that the property of being
disguised is independent of the infection status. Indeed,
given the number of disguised individuals |V+(G ,σ∗)|, we
have |V1+(G ,σ∗)| ∼ Bin(|V+(G ,σ∗)| ,k/n) and |V0+(G ,σ∗)| ∼
Bin(|V+(G ,σ∗)| ,1−k/n). Let δ> 0 be such that, by assump-
tion, P (|V1+(G ,σ∗)| > 0) = 1−δ. Therefore,

δ=
n∑

n′=1

P
(∣∣V+(G ,σ∗)

∣∣= n′)
·P(∣∣V1+(G ,σ∗)

∣∣= 0 | ∣∣V+(G ,σ∗)
∣∣= n′)

=
n∑

n′=1

P
(∣∣V+(G ,σ∗)

∣∣= n′)(1− k

n

)n′

. (14)

Observe that if n′ < n
k lnn , then we have (1−k/n)n′ = 1−o(1).

Therefore, due to (14), we require

n/(k lnn)∑
n′=1

P
(∣∣V+(G ,σ∗)

∣∣= n′)≤ δ+o (1) (15)

and we conclude that |V+(G ,σ∗)| = Ω̃
( n

k

) = nΩ(1) with
probability at least 1−δ− o(1). Moreover, conditioned on
|V+(G ,σ∗)| = nΩ(1), the Chernoff bound yields w.h.p. that
|V0+(G ,σ∗)| = nΩ(1) > 2lnn. The desired result then follows
directly from Corollary 3.6, distinguishing between δ= o(1)
and δ ∈ (Ω(1),1−Ω(1)).

By adopting the two-round exposure technique from
Section II-F, Theorem 3.2 will follow from the next lemma,
which establishes the conditions in Corollary 3.7 regarding
σ∗.

Lemma 3.8: For any ε,θ,δ ∈ (0,1) the following holds.
Consider the i.i.d. infection model σ∗, and let G be a
test design such that any of the n = V (G ) individuals is
tested at most ∆ times (with θ/(1−θ) < ∆ ≤ (lnn)1−δ) and
m = |F (G )| = (1−ε)∆k1+1/∆, where k = nθ . Then, if ∆=ω(1)
we have w.h.p. that |V1+ (G ,σ∗)| > 0, whereas if ∆=O(1), we
have with Ω(1) probability that |V1+ (G ,σ∗)| > 0.

Proof: We first give a brief overview of the proof:

• We first establish that there must be no tests in G with
too few individuals (Claim 3.9).

• Second, we apply the two-round exposure technique
described in Section II to create a set K1 of infected
individuals of size roughly αk.

• Third, we remove any tests that already contain two
infected individuals, since individuals of K1 are dis-
guised if and only if they are disguised upon the
removal of such tests (Fact 3.10).

• Next, we show that, upon applying the second stage
of the two-round exposure technique to the second
neighbourhood of the individuals of K1 in the remain-
ing graph, the probability an individual x ∈ K1 being
disguised is minimised in the case that its tests are
disjoint (Claim 3.11).

• The preceding result is used to lower bound the av-
erage probability of being disguised by employing a
hypothetical model in which all tests are mutually
disjoint and therefore independent (Claim 3.12).

• Finally, carefully applied concentration results are used
complete the proof.

Proceeding more formally, we first show that G satisfies
certain degree properties, namely, there cannot be any tests
that are too small.

Claim 3.9: For any fixed integer D , we can assume
without loss of generality (for proving Lemma 3.8) that, for
n large enough, every test has size at least D .

Proof of Claim 3.9: We obtain an alternative design
G ′ from G by iteratively deleting a test of size less than
D and all individuals contained in the test, until all tests
have size at least D . In each step, we remove one test,
between one and D individuals, and at most ∆D edges.
Without loss of generality, assume that in G there are
only o(n) individuals that are not contained in any tests
(otherwise, the error probability would trivially tend to one).
Therefore, the test-design G ′ contains at least (1−o(1))n −
m∆D = (1− o(1))n edges, and since the individual degree
is still at most ∆, its number of individuals n′ = |V (G ′)|
satisfies n′ ≥ (1− o(1))n/∆. This lower bound on n′ along
with the assumption ∆ ≤ (lnn)1−δ additionally imply that
∆≤ (lnn′)1−δ/2 when n is sufficiently large.

As for the remaining number of tests m′ = |F (G ′)|, we
claim that for all large enough n,

m′ ≤ (1−ε)∆nθ+θ/∆− (n −n′)/D ≤ (1−ε/2)∆(n′)θ+θ/∆. (16)

Indeed, the first inequality follows since m ≤ (1−ε)∆k1+1/∆ =
(1−ε)∆nθ+θ/∆ and the fact that we delete at least one test
per D deleted individuals. For the second inequality, let ζ :=
θ+θ/∆, which yields ζ< 1 by our assumption ∆> θ/(1−θ).
Then, we distinguish two cases:

• If n −n′ ≥p
n, then we have the following:

(n −n′)/D ≥∆(n −n′)ζ

≥∆
(
nζ− (n′)ζ

)
≥ (1−ε)∆

(
nζ− (n′)ζ

)
,

where the first inequality holds for sufficiently large
n since D is constant, ζ ∈ (0,1), and ∆ is at most
logarithmic, and the second inequality holds because
the function f (x) = xζ (for ζ ∈ (0,1)) is concave and
monotone, so for any δ> 0 it holds that f (x+δ)− f (x)
is largest when x = 0. Substituting the above finding
yields the desired second inequality in (16).

• On the other hand, if n−n′ <p
n, we have the following

for large enough n:

(1−ε)∆nζ < (1−ε)∆(n′)ζ · (1+p
n/n′)ζ

≤ (1−ε)∆(n′)ζ · (1+p
n/n′)

≤ (1−ε/2)∆(n′)ζ,

since n −n′ <p
n implies that

p
n/n′ = o(1). Hence, in

this case we get the desired result even after trivially
bounding (n −n′)/D by zero.

Since V1+(G ′) ⊆ V1+(G ), we can continue working with G ′
and the desired claim holds.

Recall that in the multi-step argument in Section II-F, for
some α> 0, the first step is to infect each individual inde-
pendently with probability αk/n, and denote the resulting
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set of infected individuals by K1. We seek to characterize
the number of disguised individuals in K1 following a sec-
ond step of infections, in which each previously-uninfected
individual is infected with probability (1− 2α)k/n. Given
K1, let X ∗

v be the probability that v ∈K1 is disguised after
this second step, and let X ∗ =∑

v∈K1 X ∗
v . To prove that X ∗

is large, we need the following two statements.
Fact 3.10: Let a be a test such that |∂a ∩K1| ≥ 2. Then any

individual in K1 is disguised if and only if it is disguised
when removing the test a.

This fact is immediate as any infected individual is
disguised in a by definition. Furthermore, to get a handle
on the subtle dependencies between overlapping tests, we
prove that the probability for an individual to be disguised
in two tests is minimised when the tests are disjoint. For
this, denote by ∂(x)a = ∂a \ {x} the individuals in test a
without x.

Claim 3.11: Consider marking each individual in ∂(x)a ∪
∂(x)a′ as infected with some probability q independent of
the others. Then, for any integer z > 0, any individual x ∈
V (G ) and any two tests a, a′ ∈ ∂x, we have

P

(
∂(x)a ∩V1(G ) 6= ;,∂(x)a′∩V1(G ) 6= ; | ∂(x)a ∩∂(x)a′ =;

)
≤P

(
∂(x)a ∩V1(G ) 6= ;,

∂(x)a′∩V1(G ) 6= ; | ∣∣∂(x)a ∩∂(x)a′∣∣= z

)
.

Proof: We first note that

P
(
∂(x)a ∩V1(G ) 6= ;,∂(x)a′∩V1(G ) 6= ; | ∂(x)a ∩∂(x)a′ =;)
=

(
1− (1−q)

∣∣∂(x)a
∣∣)(

1− (1−q)
∣∣∂(x)a′∣∣)

, (17)

as the infected individuals in the two tests are independent
due to the conditioning event.

On the other hand, suppose that
∣∣∂(x)a ∩∂(x)a′∣∣ = z > 0.

In order to make both tests contain at least one infected
individual that is not x, we can either have at least one of
the z common individuals which is infected (happening
with probability

(
1− (1−q)z

)
), or we need both tests to

contain an infected individual outside of the intersection.
Hence,

P
(
∂(x)a ∩V1(G ) 6= ;,∂(x)a′∩V1(G ) 6= ; | ∣∣∂(x)a ∩∂(x)a′∣∣= z

)
= (

1− (
1−q

)z)+ (
1−q

)z
(
1− (1−q)

∣∣∂(x)a
∣∣−z

)
·
(
1− (1−q)

∣∣∂(x)a′∣∣−z
)

(18)

Using (17) and (18), we conclude the proof with a short
calculation:

P
(
∂(x)a ∩V1(G ) 6= ;,∂(x)a′∩V1(G ) 6= ; | ∣∣∂(x)a ∩∂(x)a′∣∣= z

)
−P(

∂(x)a ∩V1(G ) 6= ;,∂(x)a′∩V1(G ) 6= ; | ∂(x)a ∩∂(x)a′ =;)
= (

1− (
1−q

)z)
+ (

1−q
)z

(
1− (1−q)

∣∣∂(x)a
∣∣−z

)(
1− (1−q)

∣∣∂(x)a′∣∣−z
)

−
(
1− (1−q)

∣∣∂(x)a
∣∣)(

1− (1−q)
∣∣∂(x)a′∣∣)

= (
1− (

1−q
)z)(

1−q
)∣∣∂(x)a

∣∣+∣∣∂(x)a′∣∣−z ≥ 0,

where the last step follows by expanding and simplifying.

With this in mind, we can consider a simplified model in
which the test degrees are unchanged, but the tests are all
disjoint.6 More precisely, we define the following: Given an

infection rate q ∈ (0,1), we let Y a = Y a(q) :=
(
1− (

1−q
)Γa−1

)
be the probability that in a test a of size Γa with one fixed
individual x, there is at least one infected individual that
is not x. For any individual v , we then denote by X v =
X v (q) :=∏

a∈∂v Y a(q) the probability that v is disguised in
this model, where all tests are mutually disjoint. Observe
that, by Claim 3.11, X ∗

v ≥ X v , and therefore, X ∗ ≥ X . The
advantage is that in this model, X v and X u are independent
for v 6= u. Recall that

¯̀= 1

1−εk−1/∆ = o(1),

because ∆=O(ln1−δn) and k = nθ, and let `a = Γak/n.
Note that X v describes the probability of being disguised

for one individual; we proceed by considering the entire set
of individuals. The following lemma provides a useful lower
bound on n−1 ∑

v∈V (G ) X v .
Claim 3.12: Under the preceding setup with q = (1 −

2α)k/n, we have

n−1
∑

v∈V (G )
X v ≥ (1−exp(−(1−3α) ¯̀))∆.

Proof: By the inequality of arithmetic and geometric
means, we have

n−1
∑

v∈V (G )
X v ≥ ∏

v∈V (G )

( ∏
a∈∂v

Y a

)1/n

= ∏
a∈F (G )

Y Γa /n
a . (19)

Furthermore, by Claim 3.9, we may assume that Γa ≥ (3α)−1,
and we deduce that

Y a ≥ 1−exp
(−q (Γa −1)

)≥ 1−exp(−(1−3α)`a) .

Hence, (19) yields

n−1
∑

v∈V (G )
X v ≥ ∏

a∈F (G )

(
1−exp(−(1−3α)`a)

)`a /k . (20)

Next, we note that
∑

a∈F (G )Γa ≤∆n by the ∆-divisibility con-
straint, which further implies

∑
a∈F (G )`a ≤ k∆. The choice

m = (1 − ε)∆k1+1/∆ also implies ¯̀ = ∆km−1, and we can
characterise the logarithm of the right-hand side of (20)
as follows:

k−1 ∑
a∈F (G )

`a ln
(
1−exp(−(1−3α)`a )

)
= mk−1 ∑

a∈F (G )
m−1 (

`a ln
(
1−exp(−(1−3α)`a )

))
≥ mk−1

( ∑
a∈F (G )

m−1`a

)
ln

(
1−exp

(
−(1−3α)m−1 ∑

a∈F (G )
`a

))
≥∆ ln

(
1−exp

(−(1−3α) ¯̀
))

,
(21)

where the first inequality applies Jensen’s inequality applied
to the convex function f (x) = x ln(1− exp(−(1− 3α)x)) on
(0,1), and the second inequality uses ¯̀ ≥ m−1 ∑

a∈F (G )`a

6This suggests an increase in the number of individuals, but the total
number of individuals does not play a role in this part of the analysis.
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(by the above calculations regarding ¯̀ and `a above), along
with the fact that ¯̀=∆km−1 = o(1) and f (x) is a decreasing
function for small enough x. Finally, the assertion of the
claim follows from (20) and (21).

We note from this claim that if we let v be a uniformly
random individual, we have (also using ¯̀= o(1)) that

E [X v ] ≥ (
1−exp

(−(1−3α) ¯̀
))∆ ≥ (1−4α)∆ ¯̀∆

= (1−4α)∆

(1−ε)∆k
≥ (1−ε/2)−∆k−1,

provided that α≤ ε/8.
Now, recall that X =∑

v∈K1 X v , and that each individual
is in K1 with probability αk/n. Then we deduce from the
above that

E[X ] =αk E[X v ] ≥α(1−ε/2)−∆.

As X v and X u are independent for v 6= u, we can apply the
Chernoff bound (Lemma 7.1, or more precisely a one-sided
version that saves a factor of 2) to obtain

P
(

X <α(1−ε/2)−∆/2
)≤ exp(−α(1−ε/2)−∆/12). (22)

Now, as described earlier, consider infecting any unin-
fected individual with probability q = (1−2α)k/n indepen-
dent of all the others. Then, as

∑
v∈K1 P(v ∈V1+(G )) = X ∗ ≥

X , we find that conditioned on K1 and X , it holds with
probability at least

1− ∏
v∈K1

(1−P(v ∈V1+(G ))) ≥ 1−
(
1− X

|K1|
)|K1|

≥ X

1+X

that at least one individual from K1 is disguised. Here we
used the inequality of arithmetic and geometric means to
upper bound the product, and the last step uses Bernoulli’s
inequality to write (1 − x/c)c ≤ 1 − x ≤ 1

1+x . With α = ε/8
and the upper bound (22) on the probability that X < ε(1−
ε/2)−∆/16, it follows that there exists a disguised individual
in K1 with probability at least

ν= ν(∆,ε) := (1−exp(−ε(1−ε/2)−∆/96))

which yields the statement of Lemma 3.8; note that ν =
1−o(1) when ∆=ω(1), and that ν=Ω(1) when ∆=O(1). The
latter assertion holds via the Taylor expansion 1−exp(−x) =
x +Θ(x2) as x → 0.

Recall that p = k−pk lnn
n , and note that any individual is

infected with probability at most

p̃ =αk/n + (1−αk/n)(1−2α)k/n < p,

independent of all the others. As discussed in Section II-F
we can in hindsight raise the infection probability of each
individual to p, which can only increase the size of the set
V1+(G ) (i.e., the number of disguised infected individuals).
This yields the assertion of Lemma 3.8 for the i.i.d. infection
model.

Proof of Theorem 3.2: The theorem now follows easily
by combining Lemma 3.8 with Corollary 3.7: With at least
one disguised infected individual and at least lnn disguised
uninfected individuals, the conditional error probability is
1−o(1) due to Claim 2.3.

E. Algorithmic achievability on the random regular model:
Proof of Theorem 3.3

1) Further notation: Recall the random regular model
G∆ from Section II-B1. We let (Γ1, . . . ,Γm) be the (random)
sequence of test-degrees, which satisfies the following by
construction:

m∑
i=1

Γi = n∆. (23)

Furthermore, given the sequence (Γi )i∈[m], we define

Γmin = min
i∈[m]

Γi , Γ̄= 1

m

m∑
i=1

Γi = n∆

m

and
Γmax = max

i∈[m]
Γi .

We stress at this point that the construction of G∆ allows
for multi-edges, and hence one individual might take part
in a test multiple times and contribute more than one to
its degree.

Moreover, we parametrise the average degree as Γ̄= `n/k,
such that ` denotes the expected number of infected
individuals a test would contain in a binomial random
bipartite graph. The definition of Γ̄ implies ` = k∆

m , and
substituting m = (1+ε)mDD yields

`= (1+ε)−1
(
min

{
n−(1−θ)/∆,n−θ/∆

})
. (24)

Note that with θ
1−θ < ∆ ≤ (lnn)1−Ω(1), we have ω(n1−θ) ≤

`≤ o(1). We will make use of a stronger version of the left
inequality stating that `

n1−θ ≥ nΩ(1), which follows from ∆>
θ

1−θ and checking both cases of which term in (24) attains
the minimum.

We first argue that each test degree is tightly concentrated
with high probability, defining the concentration event CΓ

as follows:

CΓ =
{(

1−O
(
n−Ω(1))) `n

k
≤ Γmin ≤ Γ̄≤ Γmax

≤ (
1+O

(
n−Ω(1))) `n

k

}
. (25)

Lemma 3.13: For ` given in (24), we have P(CΓ) = 1−
Õ(n−3).

Proof: Each individual chooses ∆ tests with replace-
ment. Hence, each individual has a chance of picking a
given test ∆ times independently, yielding

Γi =
n∑

j=1

∆∑
h=1

1
{

x j chooses ai in h-th selection
}

and
Γi ∼ Bin(n∆,1/m) .

Thus, we have E [Γi ] = `n/k, which scales as ω(1) since we
have established `≥ω(n1−θ).

Applying the Chernoff bound (Lemma 7.1) and the above-
established fact `

n1−θ ≥ nΩ(1), we obtain

P (Γi < (1− t )`n/k) ≤ exp
(
−t 2`n1−θ/3

)
≤ exp

(−Ω(
t 2nΩ(1))) .
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Hence, we can choose t of the form O(n−Ω(1) lnn) =
O(n−Ω(1)) to attain

P (Γi < (1− t )`n/k) = Õ(n−4). (26)

An analogous calculation shows

P (Γi > (1+ t )`n/k) = Õ(n−4). (27)

Therefore, the lemma follows from (26), (27), and a union
bound over all m ≤ n tests.

2) Analysis of the different types of individuals: Let Y i

denote the number of infected individuals (including all
multi-edges) in test ai (for i = 1. . .m). These variables
are not mutually independent, as a single individual takes
part in multiple tests. Luckily, it turns out that the family
of the Y i can be approximated by a family of mutu-
ally independent random variables sufficiently well. Given
Γ1 . . .Γm , let (X i )i∈[m] be a sequence of mutually indepen-
dent Bin(Γi ,k/n) variables. Furthermore, let

E∆ =
{

m∑
i=1

X i = k∆

}
(28)

be the event that the sequence (X i ) renders the correct
number of infected individuals. Stirling’s approximation
(Lemma 7.2) guarantees that E∆ is not too unlikely; specif-
ically, P (E∆ | (Γi )i ) = Ω((n∆)−1/2). Furthermore, the X i are
indeed a good local approximation to the correct distribu-
tion, as stated in the following known result.

Lemma 3.14: [18, Appendix B.2] Conditioned on (Γi )i and
E∆, the sequences (Y i )i∈[m] and (X i )i∈[m] are identically
distributed. ■
Next, we establish that the number of negative tests m0 =
m0(G∆,σ) and the number of positive tests m1 = m −m0

are highly concentrated.
Lemma 3.15: With probability at least 1−o(n−2) we have

m0 =
(
1+O

(
n−Ω(1)))m exp(−`)

and
m1 =

(
1+O

(
n−Ω(1)))m

(
1−exp(−`)

)
.

Proof: Let m′
0 = ∣∣{(X i )i∈[m] : X i = 0

}∣∣. Combining the
definition of X i with (7.5), we get

E
[
m′

0 | (Γi )i
]= m∑

i=1
P (X i = 0 |Γi ) =

m∑
i=1

(1−k/n)Γi ,

which represents the expected number of negative tests
approximated through (X i )i . Hence, when (Γi )i satisfies the
concentration event defining CΓ (see (25)), a second order
Taylor expansion (Lemma 7.4) yields

E
[
m′

0 | (Γi )i
]= (

1+O
(
n−Ω(1)))m exp(−`). (29)

Then, conditioned on (Γi )i , the Chernoff bound implies
implies with probability at least 1−o(n−10) that

m′
0 = E

[
m′

0 | (Γi )i
](

1+O(m−1/4)
)

. (30)

The first assertion of the lemma now follows from (29), (30),
Lemma 3.13, Lemma 3.14, and the fact that E∆ has probabil-
ity Ω((n∆)−1/2): Letting A be the above probability-o(n−10)
event, we simply write P(A |E∆) ≤ P(A )

P(E∆) , and substitute the

upper bound on the numerator and lower bound on the
denominator.

For the second assertion of the lemma, we need to
additionally take note of the fact that ` = o(1) and hence
m(1 − e−`) = O(m`) ¿ m. But since m` = k∆, this only
amounts to replacing m−1/4 by k−1/4 in the counterpart
of (30), and otherwise has no impact.

Next, we provide a characterization of the size of V0+(G∆),
i.e., the number of disguised uninfected individuals.

Lemma 3.16: We have with probability at least 1 −
O

(
n−Ω(1)

)
that

|V0+(G∆)| = (
1+O

(
n−Ω(1)))n

(
1−exp(−`)

)∆ .

Proof: Without loss of generality, given m1 and CΓ, we
suppose that tests a1 . . . am1 are the positive tests. By the
degree bounds in (25) and Lemma 3.15, the total number
of edges connected to a positive test is w.h.p. given by

m1∑
i=1

Γi =
(
1+O

(
n−Ω(1)))mΓ̄

(
1−exp(−`)

)
. (31)

We need to calculate the probability that a given uninfected
individual belongs to V0+ (G∆), i.e., each of its ∆ edges is
connected to a positive test. By a counting argument, we
have

PG∆ (x ∈V0+(G∆) | x ∈V0(G∆),m1,CΓ, (Γi )i )

=
(∑m1

i=1Γi

∆

)(∑m
i=1Γi

∆

)−1

= (
1+O

(
n−Ω(1)))(1−exp(−`)

)∆ ,

where the simplification follows via Claim 7.3 along with
(31) and

∑m
i=1Γi = mΓ̄.

Therefore,

EG∆ [|V0+(G∆)| |CΓ] = (
1+O

(
n−Ω(1)))n

(
1−exp(−`)

)∆ . (32)

Analogously, the second moment turns out to be

EG∆

[|V0+(G∆)|2 |CΓ

]≤ (n−k
2

)((1+O
(
n−Ω(1)))mΓ̄(1−exp(−`))

2∆

)
((1+O(n−Ω(1)))mΓ̄

2∆

)
= (

1+O
(
n−Ω(1)))n2 (

1−exp(−`)
)2∆ . (33)

The idea of the first line of (33) is to consider pairs
of uninfected individuals whose 2∆ combined edges only
participate in positive tests.7 The second line of (33) follows
from Stirling’s approximation in the form of Claim 7.3. We
lemma is now obtained using (32), (33), and Chebyshev’s
inequality, and noting that n(1− e−`)∆ = n−Ω(1) (which is
seen by using `= o(1) to approximate (1−e−`)∆ by `∆, and
applying (24)).

Let A denote the number of infected individuals that
do not belong to the easy uninfected set V1−−(G∆). The
following lemma allows us to bound its size.

Lemma 3.17: If m = (1 + ε)mDD(∆), then A = 0 with
probability at least 1− (1+ε)−∆(1+o(1))−O(n−Ω(1)).

7The contribution of “self-pairs” where a individual just chooses its own
∆ edges from the corresponding set is strictly smaller, which is why the
expression given is an upper bound rather than an equality.
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Proof: We can split (24) into two cases, depending on
the sparsity level θ:

`=
{

(1+ε)−1n−(1−θ)/∆, if θ ≤ 1/2

(1+ε)−1k−1/∆, if θ > 1/2.
(34)

Recall that m1 is the number of positive tests, and define

F∆ = {
m1 =

(
1+O

(
n−Ω(1)))m

(
1−exp(−`)

)}
∩

{
|V0+(G∆)| = (

1+O
(
n−Ω(1)))n

(
1−exp(−`)

)∆}
(35)

as the event that both the number of positive tests as well
as the size of V0+(G∆) behave as expected. Lemmas 3.15 and
3.16 guarantee that F∆ is a high probability event, namely,
P {F∆} ≥ 1− Õ(n−1). Given m1, we suppose without loss of
generality that a1 . . . am1 are the tests rendering a positive
result.

We describe the number of occurrences of different types
of individuals by introducing two sequences of random
variables. Define R i = (R1

i ,R0+
i ,R0−

i )i∈[m1] as the number
of infected individuals, disguised uninfected individuals of
V0+(G∆), and non-disguised uninfected individuals (those of
V0−(G∆)) appearing in test i , respectively. By construction,
we have R0−

i = Γi −R0+
i −R1

i .

Given |V0+(G∆)| and m1, we approximate these vari-
ables by a sequence of mutually independent multinomials.
Specifically, let

H i = (H 1
i , H 0+

i , H 0−
i )i∈[m1] (36)

i.i.d.∼ Mult≥(1,0,0)

(
Γi ,

(
k

n
,
|V0+(G∆)|

n
,1− k +|V0+(G∆)|

n

))
,

where Mult≥(1,0,0) means multinomial conditioned on the
first coordinate being at least one. We introduce the event

D∆ =
{

m1∑
i=1

H 1
i = k∆,

m1∑
i=1

H 0+
i = |V0+(G∆)|∆

}
,

and make use of the following.

Claim 3.18: Given (Γi )i , |V0+(G∆)|, and m1, the dis-
tribution of R i equals the distribution of H i given D∆.
Furthermore, P (D∆) ≥Ω(n−2).

Proof: Let (ri )i∈[m1] be a sequence with ri =
(r 1

i ,r 0+
i ,r 0−

i ) satisfying

S1 :=
m1∑
i=1

r 1
i = k∆, S0+ :=

m1∑
i=1

r 0+
i = |V0+(G∆)|∆

and

r 0−
i = Γi − r 1

i − r 0+
i .

In addition, let

S0− :=
m1∑
i=1

r 0−
i

denote the number of connections from individuals in
V0−(G∆) to positive tests. Then, a counting argument gives

PG∆ (∀i ∈ [m1] : R i = ri | (Γi )i , |V0+(G∆)| ,m1)

=

( S1

r 1
1 ...r 1

m1

)( S0+
r 0+

1 ...rm0+
1

)( S0−
r 0−

1 ...r 0−
m1

)
(S1+S0++S0−
Γ1,...,Γm1

)
=

(
S1 +S0++S0−

S1,S0+,S0−

)−1 m1∏
i=1

(
Γi

r 1
i ,r 0+

i ,r 0−
i

)
.

Letting (r
′
i )i∈[m1] be a second sequence as above, it follows

that

PG∆ (∀i ∈ [m1] : R i = ri | (Γi )i , |V0+(G∆)| ,m1)

PG∆ (∀i ∈ [m1] : R i = r
′
i | (Γi )i , |V0+(G∆)| ,m1)

(37)

=
m1∏
i=1

( Γi

r 1
i r 0+

i r 0−
i

)
( Γi

r 1′
i r 0+′

i r 0−′
i

) . (38)

Next, define

R1 =
m1∑
i=1

r 1
i , R+ =

m1∑
i=1

r 0+
i , and R− =

m1∑
i=1

r 0−
i

and analogously for R ′
1,R ′+,R ′−. By definition, we have

R1 = R ′
1, R+ = R ′

+ and R− = R ′
−.

Then, by the definition of H , we have

PG∆ (∀i ∈ [m1] : H i = ri | (Γi )i , |V0+(G∆)| ,m1,D∆)

PG∆ (∀i ∈ [m1] : H i = r
′
i | (Γi )i , |V0+(G∆)| ,m1,D∆)

= (k/n)R1 (|V0+(G∆)|/n)R+ (1−k/n −|V0+(G∆)|/n)R−

(k/n)R ′
1 (|V0+(G∆)|/n)R ′+ (1−k/n −|V0+(G∆)|/n)R ′−

·
m1∏
i=1

( Γi

r 1
i ,r 0+

i ,r 0−
i

)
( Γi

r
′1
i ,r

′0+
i ,r

′0−
i

) = m1∏
i=1

( Γi

r 1
i ,r 0+

i ,r 0−
i

)
( Γi

r
′1
i ,r

′0+
i ,r

′0−
i

) . (39)

Thus, the first statement of Claim 3.18 follows from (37)
and (39), and the second statement follows from Claim 7.5

We now introduce a random variable that counts (pos-
itive) tests featuring only one infected individual and no
disguised uninfected individuals. Formally, let

B =
m1∑
i=1

1
{

R1
i +R0+

i = 1
}

and B ′ =
m1∑
i=1

1
{

H 1
i +H 0+

i = 1
}

. (40)

By the definition of H i (see (36)), we have

EG∆

[
B ′ | (Γi )i , |V0+(G∆)| ,m1

]
=

m1∑
i=1

(
Γi

1,0,Γi −1

)
k/n(1−k/n −|V0+(G∆)|/n)Γi−1

1− (1−k/n)Γi
. (41)

In the following, we suppose that Γi satisfies the concen-
tration around Γ̄ defining event CΓ (see (25)), and m1 and
|V0+(G∆)| satisfy the concentration defining event F∆ (see
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(35)). Using the concentration of Γi and the asymptotic
expansion (1−k/n)Γ̄ = exp(−`(1+O(n−Ω(1)))), we find that

EG∆

[
B ′ |CΓ, |V0+(G∆)| ,m1

]
= (

1+O
(
n−Ω(1)))m1Γ̄

n−(1−θ)(1−n−(1−θ) −|V0+(G∆)|/n)Γ̄

1−exp(−`(1+O(n−Ω(1))))
,

(42)

and further applying Γ̄= n∆
m , k = nθ, and the concentration

of m1, we obtain

EG∆

[
B ′ |CΓ, |V0+(G∆)| ,m1

]
= (

1+O
(
n−Ω(1)))k∆

(
1− k +|V0+(G∆)|

n

)Γ̄
. (43)

Now, let us distinguish between the cases θ ≤ 1/2 and θ >
1/2.
Case 1: θ > 1/2: In this case, we have n/k = o(k), and ` =
(1+ε)−1k−1/∆. We recall the event F∆ from (35) that gives a
concentration condition for |V0+(G∆)| and m1. Substituting
` into (35), we find that given F∆, there is some γ ∈ (0,1)
such that

|V0+(G∆)| =Θ(
(1+ε)−∆n/k

)=O
(
k1−γ) .

Hence, using (43) and applying Γ̄= `n/k, we obtain

EG∆

[
B ′ |CΓ,F∆

]= (
1+O

(
n−Ω(1)

))
k∆

1−
(
1+O

(
n−Ω(1)

))
k

n

Γ̄

=
(
1+O

(
n−Ω(1)

))
k∆exp(−`)

=
(
1+O

(
n−Ω(1)

))
k∆(1−`+O(`2)), (44)

by a second-order Taylor expansion of e−`. Now, B ′ is
a binomial random variable with a random number of
trials and a random probability parameter. Clearly, when
conditioning on a specific number of trials and a specific
probability, B ′ is a binomial random variable. Therefore,
recalling the expression for ` in (34), the Chernoff bound
guarantees that under the concentration events CΓ and F∆,
we have

B ′ = (
1+O

(
n−Ω(1)))∆k · (1− (1+ε)−1k−1/∆+O(k−2/∆))

with probability at least o(n−10). Then, similar to the proof
of Lemma 3.15, Claim 3.18 yields that

B = (
1+O

(
n−Ω(1)))∆k · (1− (1+ε)−1k−1/∆+O(k−2/∆)) (45)

with probability 1−O(n−Ω(1)). Thus, we can calculate the
probability of an infected individual not belonging to
V1−−(G ) (i.e., not being in the easily-identified infected set)
as follows. Such an individual has to choose all of its ∆
edges out of the k∆−B edges that would lead to a test in
which the individual could be identified by DD. Hence, we
have

P (x 6∈V1−−(G∆) | x ∈V1(G ),B ) =
(

k∆−B

∆

)(
k∆

∆

)−1

= (1+o(1))
(
(1+ε)−1k−1/∆)∆

,
(46)

where the simplification holds using (45) and Claim 7.3.8

Interpreting the average of A as a sum of k probabilities, it
follows that

EG∆ [A | B ] ≤ (1+o(1))(1+ε)−∆. (47)

Case 2: θ ≤ 1/2: In this case, we have `= (1+ε)−1n−(1−θ)/∆.
Hence, given F∆,

|V0+(G∆)| = (
1−O

(
n−Ω(1)))k(1+ε)−∆. (48)

In contrast to the first case, here we find that the influence
of the size of disguised uninfected individuals does not
vanish asymptotically in relation to the number of infected
individuals in (43).

By a similar argument as the first case, (48) and (43) imply

EG∆

[
B ′ |CΓ,F∆

]
=

(
1+O

(
n−Ω(1)

))
k∆

(
1− k

n

(
1− (1+ε)−∆−O

(
n−Ω(1)

(1+ε)∆

)))Γ̄
(49)

=
(
1+O

(
n−Ω(1)

))
k∆exp

(
−

(
1− (1+ε)−∆−O

(
n−Ω(1)

(1+ε)∆

))
`

)
=

(
1+O

(
n−Ω(1)

))
·∆k

(
1−

(
1− (1+ε)−∆−O

(
n−Ω(1)(1+ε)−∆

))
(`+O(`2))

)
,

(50)

and similarly to (45), combining this with the Chernoff
bound and Claim 3.18 yields that

B = (
1+O

(
n−Ω(1)))∆k · (1− (1+ε)−1n−(1−θ)/∆+O(n−2(1−θ)/∆))

(51)

with probability 1−O(n−Ω(1)). Therefore, the probability of
an infected individual not belonging to V1−−(G ) satisfies the
following analog of (46):

P (x 6∈V1−−(G∆) | x ∈V1(G ),B ) =
(

k∆−B

∆

)(
k∆

∆

)−1

= (1+o(1))(1+ε)−∆n−(1−θ).

Since 2θ−1 ≤ 0 by assumption, it follows that

E [A | B ] = (1+o(1))(1+ε)−∆nθn−(1−θ) ≤ (1+o(1))(1+ε)−∆.
(52)

Thus, Lemma 3.17 follows from (47) and (52) followed by
Markov’s inequality.

Theorem 3.3 now follows directly from Lemma 3.17 and
Claim 2.4.

F. A converse for DD in the sparse regime: Proof of Theo-
rem 3.4

In accordance with Claim 2.4, we first provide a lemma
bounding the size of V1−−(G∆), the set of infected individu-
als appearing in at least one test with only easy uninfected
individuals.

8The O(k−2/∆) term in (45) amounts to multiplying by (1+O(k−1/∆))∆ in
(46). This simplifies to 1+o(1), since k1/∆ =ω(∆) due to our assumptions
∆≤ (lnn)1−Ω(1) and k = nθ (this is verified by comparing the logarithms).
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Lemma 3.19: For θ < 1/2 and m = (1−ε)mDD(∆), we have
under the random regular design that

E [|V1−−(G∆)|]
= (

1+O
(
n−Ω(1)))k

(
1− (

1−exp
(−(1−ε)−∆ (1−1/∆)

))∆)
.

Proof: We re-use the notations ¯̀ and Γ̄ in (11), but their
expressions are modified as follows in accordance with the

choice m = (1−ε)∆k1+ (1−θ)
∆θ associated with θ < 1

2 :

¯̀= (1−ε)−1n−(1−θ)/∆ and Γ̄= (1−ε)−1n(1−θ)(1−1/∆).
(53)

We additionally recall B from (40) as the number of tests
featuring exactly one infected individual and no elements
of V0+. By the same calculation as in (50) and (51) with `

and Γ̄ replaced by the values in (53), we obtain

B = (
1+O

(
n−Ω(1)))k∆

(
1− (1−ε)−∆kn−1)Γ̄

= (
1+O

(
n−Ω(1)))k∆exp

(−(1−ε)−∆ (1−1/∆)
)

(54)

with probability at least 1−o(n−8). Therefore, we can cal-
culate the probability that an infected individual does not
belong to V1−−(G∆) via Claim 7.3 as follows:

P (x 6∈V1−−(G∆) | x ∈V1(G ))

= (
1+O

(
n−Ω(1))) (k∆−B

∆

)(k∆
∆

)
= (

1+O
(
n−Ω(1)))(1−exp

(−(1−ε)−∆ (1−1/∆)
))∆

.

Since there are k individuals in x ∈ V1(G ) by assumption,
we obtain

E [|V1(G ) \V1−−(G∆)|] (55)

= (
1+O

(
n−Ω(1)))k

(
1−exp

(−(1−ε)−∆ (1−1/∆)
))∆

(56)

and the lemma follows using |V1−−(G∆)| =
k −|V1(G ) \V1−−(G∆)|.
Knowing the expected size of |V1−−(G∆)|, Markov’s inequal-
ity leads to the following.

Corollary 3.20: Let θ < 1/2 and m = (1− ε)mDD(∆) and
∆=Θ(1). Then, with probability at least

1− 1− (
1−exp

(−(1−ε)−∆ (1−1/∆)
))∆

1−γ (57)

there are at least γk infected individuals x ∈ V1(G ) \
V1−−(G∆).
Claim 2.4 and Corollary 3.20 immediately imply Theo-
rem 3.4, since (57) is always positive for sufficiently small
γ, and approaches one as ∆→∞.

IV. NON-ADAPTIVE GROUP TESTING WITH Γ-SIZED TESTS

In this section, we formally state and prove our main
results concerning non-adaptive group testing Γ-sized tests,
namely, a universal lower bound and an algorithmic upper
bound that matches the lower bound. Recall that we focus
on the regime Γ=Θ(1). Within this section, G denotes an
arbitrary non-adaptive pooling scheme with respect to the

Γ-sparsity constraint. The section contains two main parts,
outlined as follows:

• Theorem 4.1 states our universal lower bound for non-
adaptive designs. The proof is based on a careful
analysis of the appearance of disguised individuals (see
Section II-D), with the idea being that too many such
individuals leads to failure. For θ < 1

2 , we additionally
use the idea of identifying sufficiently many tests with
multiple individuals of degree one, prohibiting reliable
inference.

• Theorems 4.10 and 4.18 analyze the performance of the
DD and SCOMP algorithms. The proofs are again based
on the idea that in the underlying pooling scheme,
any infected individual appears in at least one test
with only definitive uninfected individuals (elements of
V0−(G )). We refer the reader to Sections II-D and II-E
for further insights on these properties. The test size
constraints pose additional technical challenges com-
pared to the unconstrained setting [18], in particular
leading us to adopt a less standard matching-based
test design when θ < 1

2 .

A. A universal information-theoretic bound

The first statement that we prove is an information-
theoretic converse that applies to any non-adaptive group
testing scheme with maximum test size Γ. Denote by

minf,Γ = max

{(
1+

⌊
θ

1−θ
⌋)

n

Γ
,2

n

Γ+1

}
, (58)

which we will show to be the sharp information-theoretic
phase transition point when Γ ≥ 1 +

⌊
θ

1−θ
⌋

; note that if
this inequality is reversed, then minf,Γ > n, whereas n tests
trivially suffice via one-by-one testing. In [25] a lower bound
of (n/Γ)(1+o(1)) was proved, and we see that in the regime
Γ=Θ(1), our lower bound improves on this for all θ ∈ (0,1).

Theorem 4.1: Let θ ∈ (0,1), Γ ≥ 1 +
⌊

θ
1−θ

⌋
, and δ > 0.

Furthermore, let G be any non-adaptive pooling scheme
(deterministic or randomised) with m = (1−δ)minf,Γ tests
such that each test contains at most Γ individuals. Then
any inference algorithm A fails in recovering σ from (σ̂,G )

• with probability 1−o(1) if θ/(1−θ) 6∈Z,
• with probability Ω(1) if θ/(1−θ) ∈Z.

Thus, even with unlimited computational power, there
cannot be any algorithm with a maximum test size of Γ that
is able to infer the infected individuals correctly w.h.p. once
the number of tests drops below (58). The distinction
between integer vs. non-integer values of θ/(1− θ) arises
for technical reasons (e.g., counting the number of nodes
with degree at most bθ/(1−θ)c), and we found it difficult to
prove a high-probability (rather than constant-probability)
failure result in the integer case.

The proof of the universal information-theoretic converse
resembles the proof of [4] for the existence of a universal
information-theoretic bound for unrestricted non-adaptive
group testing, but several modifications are required to
handle the test size constraint. We provide the details in
the following subsection.
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B. Proof of Theorem 4.1

We start by defining

d+ = 1+
⌊

θ

1−θ
⌋

and d− =
⌊

θ

1−θ
⌋

.

For the proof, we distinguish two different regimes for θ,
as stated in Proposition 4.2 and Proposition 4.6. We start
with the following proposition addressing the existence of
disguised individuals.

Proposition 4.2: Let 1/2 ≤ θ < 1, Γ≥ d+, and let G be an
arbitrary pooling scheme with tests of size at most Γ. For
any ε ∈ (0,1), if m = (1−ε)d+ n

Γ , then

• P (|V1+(G )| > lnn) ≥ 1−o(1) and P (|V0+(G )| > lnn) ≥ 1−
o(1) if θ

1−θ 6∈Z
• P (|V1+(G )| ≥ 1) = Ω(1) and P (|V0+(G )| > lnn) ≥ 1−o(1)

if θ
1−θ ∈Z

1) Proof of Proposition 4.2: Let G be an arbitrary pooling
scheme such that each test contains at most Γ individuals.
We denote by V (G ) the set of individuals, and by F (G )
the set of tests in G (by the identification of G with a
bipartite graph). Instead of analysing (G ,σ̂), similarly to
in the ∆-divisible case, we analyse a related model that
eliminates nuisance dependencies between the infection
status of different individuals.

Specifically, let p = k−pk lnn
n , and let σ∗ be a {0,1}-

valued vector, where every entry is one with probability p.
Corollary 3.6 guarantees that if the modified model satisfies

P
(∣∣V1+(G ,σ∗)

∣∣> 2C
)≥ 1−o(1)

and P
(∣∣V0+(G ,σ∗)

∣∣> 2C
)≥ 1−o(1),

then the original model satisfies

P (|V1+(G ,σ)| >C ) ≥ 1−o(1)

and P (|V0+(G ,σ)| >C ) ≥ 1−o(1)

Thus, working with the modified model is sufficient. For the
sake of brevity, we henceforth write GΓ in place of (G ,σ∗),
leaving the dependencies on σ∗ implicit.

We proceed by finding a set of (many) individuals, that
have a high probability of being disguised. We will apply
the probabilistic method iteratively to create the desired
set. Creating this set turns out to be delicate due to the
dependencies in an arbitrary pooling scheme. Luckily, it will
suffice for our purposes to note that whenever individuals
have distance at least 6 (i.e., the shortest path between two
individuals has at least 6 edges) in the underlying graph, the
events of being disguised are independent [4]. To see this,
note that we can identify whether an individual is disguised
by looking at the tests it is in, and the defectivity status
of all other individuals in those tests. This procedure only
reaches the second neighborhood, so a separation of 6 is
enough to ensure there is no overlap when doing this for
two different nodes (which implies independence under an
i.i.d. defectivity model).

In the following, we denote the set of all disguised
individuals by

V +(G ) =V0+(G )∪V1+(G ).

We first present a claim establishing that we may safely
assume that each individual gets tested Θ(1) times.

Claim 4.3: Given any pooling scheme G ′ with m = (1−
2ε)d+ n

Γ (for some ε > 0) such that each test contains at
most Γ=Θ(1) individuals, there is another pooling scheme
G such that each test contains at most Γ=Θ(1) individuals
with m = (1−ε)d+ n

Γ , while also satisfying the following:

• Each individual is contained in at most C =Θ(1) tests;
• Recovery of σ from (G ′,σ̂′) implies recovery from

(G ,σ̂).

Proof: Given G ′ and a constant C ∈N, there is C ′ ∈N
such that there are at most n/C individuals of degree at
least C ′ in G ′, which is an immediate consequence of m
being linear in n (due to Γ = Θ(1)). Design G such that
each individual of G ′ with degree larger than C ′ gets tested
individually (causing n/C additional tests) and all other
individuals and tests stay the same as under G ′. Clearly,
if recovery in G ′ was possible, then it is possible in G as
well. Setting C = Γ

εd+ , the claim follows.
In addition to being able to assume there are no indi-

viduals with an overly high degree, we can also prove that
there cannot be too many individuals with an overly low
degree.

Lemma 4.4: Let G be the given pooling scheme and m ≤
(1−ε)d+ n

Γ , where Γ≥ d+. If there is a constant α> 0 such
that the number of individuals of degree at most d− is αn,
then we have the following:

• |V1+(G )| > 2lnn w.h.p. if θ/(1−θ) 6∈Z,
• |V1+(G )| > 0 with probability Ω(1) if θ/(1−θ) ∈Z.

Proof: Suppose that the number of individuals with

degree at most d− is αn, and recall that p = k−pk ln(n)
n .

Without loss of generality, we can assume that there are
no tests of degree zero or one. Otherwise, remove them
and each connected individual from the testing scheme and
note that, by the assumed lower bound Γ ≥ d+, there are
at least εn individuals left. This manipulated graph satisfies
the same inequality between the number of individuals and
number of tests and, clearly, if the inference of σ does
not succeed on this manipulated graph, then it cannot
succeed in G . Before proceeding, we introduce the following
auxiliary result.

Claim 4.5: Under the preceding setup, suppose that there
exists a set I− ⊂V of individuals of degree at most d− with
|I−| ≤αn (α ∈ (0,1)). Then, there exists β ∈ (0,α) (depending
only on d− and Γ) such that there must also exist I+ ⊂ I−
with

∣∣I+
∣∣= βn, having the property that for all pairs x 6= y

in I+ it holds that dist(x, y) ≥ 6.
Proof: First recall from Claim 4.3 that all degrees in

the graph are bounded. Consider the procedure of iterating
through all individuals x ∈ I−, and deleting all y ∈ I−
of distance at most four from x, and repeating until no
individuals remain. Let I+ denote set of x’s visited by this
process. Since the degrees in the graph are finite, each
removal only decreases the size of the set I− by at most
a constant, and the assertion of the claim follows.

Let B be the largest possible subset of individuals satis-
fying the requirements of Claim 4.5. Thus, B is a set of βn
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individuals such that for all x 6= x ′ ∈ B we have

(B1) deg(x) ≤ d−
(B2) dist(x, x ′) ≥ 6.

We analyze a single individual x ∈ B using the FKG inequal-
ity (e.g., see [36, Proposition 1]); as noted in [17, Lemma
4], the events of x being disguised in each of its tests are
increasing with respect to σ∗ (in the sense that marking
additional individuals as infected in σ∗ can only increase
the probability that an individual x is disguised). Hence,
the FKG inequality yields the following, recalling that we
are considering the case that deg(a) ≥ 2 for all a:

P
(
x ∈V +(G )

)≥ ∏
a∈∂x

(
1− (

1−p
)deg(a)−1

)
.

Then, by the fact that deg(x) ≤ d− =O(1) within B , Claim 7.4
guarantees that∏

a∈∂x

(
1− (

1−p
)deg(a)−1

)
≥C pd−

for some constant C depending on θ and Γ.

We now turn to the total number of disguised individuals
in B . As noted above, for two individuals x, x ′ ∈ B , the
events of being disguised are independent due to the
pairwise distances being at least 6, as described above.
Thus, the number of disguised infected individuals |V1+(G )|
dominates a binomial random variable Bin(βn, p ·C pd−

).
Since np ∼ k = nθ, the mean of this binomial distribution
scales as Θ(nθ−(1−θ)d−

). In particular, when θ
1−θ is non-

integer, the choice d− =
⌊

θ
1−θ

⌋
ensures that the exponent

is positive, and the Chernoff bound gives w.h.p. that

|V1+(G )| ≥ nΩ(1). (59)

On the other hand, if θ
1−θ is integer-valued, then the mean

of the binomial is Θ(1), which is enough to ensure that
|V1+(G )| > 0 with Ω(1) probability. Combining these two
cases completes the proof of Lemma 4.4.

As an immediate consequence of Lemma 4.4, in any
group testing instance that succeeds w.h.p., there are
at most o(n) individuals of degree up to d−. However,
if m ≤ (1 − ε)d+n/Γ we find at least αn individuals of
degree at most d− (for some α depending on ε) by
the handshaking lemma [37, Corollary 1.3], yielding
a contradiction. Therefore, Proposition 4.2 is a direct
consequence of Lemma 4.4, with the claims regarding
|V0+(G )| following easily from those regarding |V1+(G )| in
the same way as Corollary 3.7. ■

We now turn to the sparse regime θ < 1
2 , establishing the

following proposition as a stepping stone to Theorem 4.1.

Proposition 4.6: Let 0 < θ < 1/2, and let G be an arbitrary
pooling scheme with tests of size at most Γ. For all ε∗ > 0
and sufficiently large n, if m ≤ (2−ε) n

Γ+1 , then any algorithm
(efficient or not) fails at recovering σ from σ̂ and G w.h.p..

2) Proof of Proposition 4.6: The proof hinges on a fairly
straightforward observation. We can again assume without
loss of generality that there are no tests containing only
one individual (otherwise, we remove them and their corre-
sponding individuals from the testing scheme). By a simple
counting argument, there can be only o(n) such tests (since
otherwise m > 2n/Γ, which is a contradiction). In addition,
we can assume that there are no degree-zero individuals; if
there were Ω(n) of them, high-probability correct inference
would trivially be impossible, whereas with o(n) of them,
they can be removed and the subsequent analysis still holds
for those remaining, with the o(n) difference not impacting
the final result.

Then, another counting argument leads to the fact that
the number of individuals of degree 1 is large when m <
2n/Γ, as stated in the following.

Lemma 4.7: If m = (2−ε)n/Γ, then there are at least εn
individuals of degree 1.

Proof: Denote by αn the number of individuals of
degree 1, i.e., α > 0 is the proportion of such individuals.
Then the lemma follows by double counting edges (on the
individual side and on the test-side):

(2−ε)n = mΓ≥ ∑
a∈F (G )

deg(a) = ∑
x∈V (G )

deg(x) ≥αn+2(1−α)n.

Solving for α yields α≥ ε, and the lemma follows.
The next lemma shows that there can only be a small

number of tests containing more than one individual of
degree 1.

Lemma 4.8: If there is any algorithm recovering σ from
the test results with Ω(1) probability, then the number of
tests containing more than one individual of degree one is
below n/

p
k = o(n).

Proof: Suppose that at least n/
p

k tests contain at least
two individuals of degree one, and consider any resulting
subset of 2n/

p
k individuals (two per test). The average

number of infected individuals among these is (2n/
p

k) ·
(k/n) = 2

p
k. Hence, by the Chernoff bound for the hyperge-

ometric distribution, w.h.p. there are at least
p

k/lnn such
infected individuals. On the other hand, among these tests,
the average number in which both of these degree-one
individuals are infected is (n/

p
k)·O((k/n)2) =O(k

p
k/n), so

Markov’s inequality implies that w.h.p. the actual number
is O(

p
kn−Ω(1)).

Hence, all but an o(1) fraction of the above-mentionedp
k/lnn infected individuals must be in a test with both

a degree-one infected and a degree-one uninfected indi-
vidual. For these tests, the inference algorithm cannot do
better than guess which one is the infected one, but then
the probability of all guesses being correct is (1/2)ω(1) = o(1),
from which the lemma follows.
We are now in a position to prove Proposition 4.6. For m =
(2−ε)n/Γ, we find by Lemma 4.7 that there are at least εn
individuals of degree 1. By Lemma 4.8 and the fact that
Γ=Θ(1), only o(n) such individuals can be placed together
in any tests, and hence, the total number of tests is at least
εn −o(n). Formally,

(2−ε)n/Γ= m ≥ εn −o(n). (60)
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Solving (60) for ε, we find ε≤ 2
Γ+1 +o(1). Hence,

m ≥
(
2− 2

Γ+1
−o(1)

)
n

Γ
= 2

n

Γ+1
−o(n),

and the proposition follows. ■
The universal lower bound in the considered regime is a

direct consequence of Proposition 4.2, Proposition 4.6, and
Claim 2.3. The proof of Theorem 4.1 is thus complete.

C. Algorithmic bound: Preliminaries and statement of result

We now turn to the problem of establishing an up-
per bound, with a suitably-chosen test design and an
efficient inference algorithm, that matches the universal
lower bound. We start by recalling the definition of G̃Γ in
Section II-B2:

G̃Γ(θ) =
{

GΓ if θ ≥ 1/2

G∗
Γ otherwise

(61)

We equip this pooling scheme with the efficient DD algo-
rithm (see Algorithm 1). In the following, we will see that
the combination of these tools will lead to information-
theoretically optimal performance in the Γ-sparse setting
with Γ=Θ(1).

Proposition 4.9: Define

mSCOMP(G̃Γ) = max

{(
1+

⌊
θ

1−θ
⌋)n

Γ
,2

n

Γ+1

}
.

For Γ=Θ(1) and m = (1+ε)mSCOMP, we have

P(ADD(G̃Γ,σ̂,k) =σ) = 1−o(1).

To prove this result, we handle the dense regime θ > 1
2

in Theorem 4.10 below, the sparse regime θ < 1
2 in Theo-

rem 4.18, and combine them in Section IV-F. We observe
that mSCOMP = minf,Γ, i.e., the achievability and converse
results match for all θ ∈ (0,1).

D. Algorithmic feasibility I: The configuration model

We first show that the DD algorithm succeeds with

a slightly higher threshold, namely max
{

2,1+
⌊

θ
1−θ

⌋}
n
Γ ,

employing the configuration model GΓ. We define

∆DD(θ) = max

{
2,1+

⌊
θ

1−θ
⌋}

,mDD(GΓ) =∆DD(θ)
n

Γ
, (62)

representing this achievability bound for DD in GΓ.
Theorem 4.10: Let ε > 0 and m ≥ mDD(GΓ). Then

w.h.p. DD infers σ from (GΓ,σ̂) correctly.
We stress at this point that Theorem 4.10 gives a per-

formance guarantee for the configuration model with any
sparsity level, but it will turn out in due course that for θ < 1

2
a different model performs slightly better. Note also that for

θ ≥ 1
2 , we can simplify max

{
2,1+

⌊
θ

1−θ
⌋}

= 1+
⌊

θ
1−θ

⌋
.

1) Proof of Theorem 4.10: The proof of Theorem 4.10
hinges on a slightly delicate combinatorial argument. Recall
from Figure 3 that V1−− consists of those infected individ-
uals that appear in at least one test with only individuals
that are removed in the first step of DD (i.e., the easy
uninfected individuals V0−). By Claim 2.4, DD succeeds if
and only if V1(G ) =V1−−.

Lemma 4.11: Let A = |V1(G ) \V1−−(GΓ)| denote the num-
ber of infected individuals that are not identified in the
second step of DD. If m ≥ mDD , then it holds w.h.p. that
A = 0.

The proof of Lemma 4.11, while conceptually not difficult
and similar to [18], is technically challenging, as we have
to deal with subtle dependencies in the pooling scheme,
caused by the mutli-edges given through the configuration
model. A heuristic argument with a (false) independence
assumption can provide some intuition as follows: In order
for an individual x to be part of a test containing no
infected individual (besides possibly x itself) is roughly
(1 − k/n)Γ−1. For x to be disguised, thus being element
of V0+(GΓ) or V1+(GΓ), x may not be part of such a
test. Hence, the probability of x being disguised would be
roughly

(
1− (1−k/n)Γ−1

)∆
if the associated ∆ events were

independent (recall that ∆ = mΓ/n is the degree of each
individual in the random regular design).

To formally deal with the dependencies in the graph,
we proceed as follows. Denote by (Y 1, . . . ,Y m) the number
of infected individuals in the tests. There are n∆ edges
connected to individuals, out of which exactly k∆ corre-
spond to infected individuals. Each test chooses exactly Γ
individuals without replacement, and hence, the number
of infected individuals in any test follows a hypergeometric
distribution. In order to get a handle on this distribution,
we introduce a family (X 1, ..., X m) of independent binomial
variables, such that X i ∼ Bin(Γ,k/n). These variables can
accurately describe the local behaviour of how many in-
fected individuals belong to test ai . We define EΓ to be the
event that the overall number of edges containing infected
individuals is correct, i.e.,

EΓ =
{

m∑
i=1

X i = k∆

}
. (63)

Claim 7.5 implies that P (EΓ) =Ω((n∆)−1/2). In addition, we
have the following.

Lemma 4.12: The sequence (Y 1, ...,Y n) is identically dis-
tributed with (X 1, ..., X n) given the event EΓ

Proof:
By the definition of Y i , we find for any (yi )i satisfying∑

i yi = k∆ that

P(Y i = yi ,∀i ∈ [m])

=
(

k∆

y1, ..., ym

)(
(n −k)∆

Γ− y1, ...,Γ− ym

)(
n∆

Γ, ...,Γ

)−1

=
∏m

i=1

( Γ
yi

)
(n∆

k∆

) .
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where the equality follows by rewriting in terms of factorials
and simplifying. Furthermore, given

∑
i xi = k∆, we have

P(X i = xi ,∀i ∈ [m]|EΓ)

=
m∏

i=1

(
Γ

xi

)
(k/n)xi (1−k/n)Γ−xi (P (EΓ))−1 .

Now, for two sequences (yi )i∈[m] and (y ′
i )i∈[m] such that∑m

i=1 yi =∑m
i=1 y ′

i = k∆, we obtain

P(∀i ∈ [m] : Y i = yi )

P(∀i ∈ [m] : Y i = y ′
i )

=
m∏

i=1

( Γ
yi

)
( Γ

y ′
i

) = P(∀i ∈ [m] : X i = yi |EΓ)

P(∀i ∈ [m] : X i = y ′
i |EΓ)

.

This implies the lemma.
Thus, similarly to the analysis following Lemma 3.14, we are
able to carry out all necessary calculations with respect to
(X 1, ..., X n) and transfer the results to the original pooling
scheme. For the next step, we need to get a handle on
the number of positive and negative tests occurring in this
setting. Let m0 = m0(GΓ,σ) be the number of tests that
render a negative result, and let m1 = m1(GΓ,σ) be the
number of tests that render a positive result. Then m0 and
m1 are highly concentrated around their means as follows.

Lemma 4.13: With probability 1−o(n−2), we have

m0 =
(
1+n−Ω(1))m (1−k/n)Γ

and
m1 =

(
1+n−Ω(1))m

(
1− (1−k/n)Γ

)
.

Proof: Recalling the definitions of (Y i )i and (X i )i from
(63), we have

m0 =
m∑

i=1
1 {Y i = 0} ,

and we further denote by

m′
0 =

m∑
i=1

1{X i = 0} and m′
1 = m −m′

0

the number of negative and positive tests as modelled by
the family of independent binomial variables (X i )i . Clearly,
as the X i are mutually independent,

E
[
m′

1

]= m · (1−P (Bin(Γ,k/n) = 0)) = m

(
1−

(
1− k

n

)Γ)
.

Observing that E
[
m′

1

] = Θ(k) (since m = Θ(n) due to Γ =
Θ(1)), the Chernoff bound (Lemma 7.1) guarantees that

P
(∣∣m′

1 −E(m′
1)

∣∣>p
k ln(n) | Γ

)
= o(n−10)

and, similar to the proof of Lemma 3.15, by combining
Lemma 4.12 with Claim 7.5, we obtain

P
(∣∣m1 −E(m′

1)
∣∣>p

k ln(n) | Γ
)
= o(n−8).

Thus, the first part of the lemma follows. The second part
is immediate, as m0 +m1 = m.
The above-mentioned naive calculation (assuming inde-
pendence) can now be rigorously justified, and we can
establish the sizes of the disguised individuals w.h.p. as
follows.

Lemma 4.14: Given n and k = nθ as well as Γ=Θ(1) and
∆≥ 2, we have w.h.p. that |V0+(GΓ)| = o(k).

Proof: By the definition of GΓ via the configuration
model, Lemma 4.13 guarantees that the total number of
edges connected to a positive test is, with probability at
least 1−o(n−2), given by

m1Γ=
(
1+O

(
n−Ω(1)))mΓ

(
1− (1−k/n)Γ

)
. (64)

Let x be an uninfected individual. We can calculate the
probability of x belonging to V0+(GΓ) (i.e., being disguised
and uninfected) as follows: Each of the ∆ = Θ(1) edges9

that are mapped to x in the configuration model have to
be connected to a positive test. Thus, by (64) along with
Claim 7.3, we obtain

P (x ∈V0+(GΓ) | x ∈V0(GΓ),m1)

=
(

m1Γ

∆

)(
mΓ

∆

)−1

= (
1+O

(
n−Ω(1)))(1− (1−k/n)Γ

)∆
=O

((
k

n

)∆)
.

Therefore,

E [|V0+(GΓ)|] =O

(
(n −k)

(
k

n

)∆)
=O

(
k

(
k

n

)∆−1
)
= o(k). (65)

Combining (65), ∆≥ 2, and Markov’s inequality, we obtain
the assertion of Lemma 4.14.
Next, we define the event

FΓ =
{

m1 = (1+o(1))m
(
1− (1−k/n)Γ

)}∩ {|V0+(GΓ)| = o(k)} ,
(66)

in which the number of positive tests and disguised unin-
fected individuals behave as expected. By Lemmas 4.13 and
4.14, we have P (FΓ) ≥ 1−o(1). We assume without loss of
generality that the first m1 tests render a positive result.

Letting

DΓ =
{

m1∑
i=1

H 1
i = k∆,

m1∑
i=1

H 0+
i = |V0+(GΓ)|∆

}

be the event that H = ∑m1
i=1 H i equals its expectation, we

have the following analog of Corollary 3.18.
Claim 4.15: The distribution of R i equals the distribution

of H i given DΓ and Γ, and furthermore, P(DΓ) =Ω(n−1).
Proof of Claim 4.15: Let (ri )i∈[m1] be a sequence such

that ri = (r 1
i ,r 0+

i ,r 0−
i ) and

∑
i r 1

i = k∆,
∑

i r 0+
i = |V0+(GΓ)|∆,

and r 0−
i = Γ− r 1

i − r 0+
i . Let

S1 = k∆, S0+ =∆ |V0+(GΓ)| and

S0− = n∆−n∆(1− (1−k/n)Γ)−k∆.

9By counting degrees, we have n∆ = mΓ, so the assumption Γ = Θ(1)
leads to m = Θ(n∆). Since ∆ is integer-valued and we are considering
m > 0 and m ≤ n (otherwise, individual testing would be preferred), it
follows that ∆=Θ(1).
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By the definition of R i , we have

P(∀i ∈ [m1] : R i = ri | |V0+(GΓ)| ,m1)

=

( S1

r 1
1 ...r 1

m1

)( S0+
r 0+

1 ...rm0+
1

)( S0−
Γ−r 1

1−r 0+
1 ...Γ−r 1

m1
−r 0+

m1

)
( n∆
Γ,...,Γ

)
=

(
n∆

S1,S0+,S0−

)−1 m1∏
i=1

(
Γ

r 1
i ,r 0+

i ,r 0−
i

)
.

Letting (r
′
i )i∈[m1] be a second sequence as above, it follows

that

P(∀i ∈ [m1] : R i = yi | |V0+(GΓ)| ,m1)

P(∀i ∈ [m1] : R i = y
′
i | |V0+(GΓ)| ,m1)

=
m1∏
i=1

( Γ
r 1

i r 0+
i r 0−

i

)
( Γ

(r ′)1
i (r ′)0+

i (r ′)0−
i

) .

(67)

Furthermore, by the definition of X , we have

P(∀i ∈ [m1] : H i = ri | |V0+(GΓ)| ,m1,DΓ)

P(∀i ∈ [m1] : H i = r
′
i | |V0+(GΓ)| ,m1,DΓ)

=
(

k
n

)∑m1
i=1 r 1

i
( |V0+(GΓ)|

n

)∑m1
i=1 r 0+

i
(

n−k−|V0+(GΓ)|
n

)∑m1
i=1 r 0−

i

(
k
n

)∑m1
i=1(r ′)1

i
( |V0+(GΓ)|

n

)∑m1
i=1(r ′)0+

i
(

n−k−|V0+(GΓ)|
n

)∑m1
i=1(r ′)0−

i

·
m1∏
i=1

( Γ
r 1

i ,r 0+
i ,r 0−

i

)
( Γ

(r ′)1
i ,(r ′)0+

i ,)(r ′)0−
i

) = m1∏
i=1

( Γ
r 1

i ,r 0+
i ,r 0−

i

)
( Γ

(r ′)1
i ,(r ′)0+

i ,(r ′)0−
i

) . (68)

The first part of the claim follows from Equations (67)
and (68). The probability follows by applying Claim 7.5 for
∆=Θ(1)

We are interested in the number of positive tests that
contain exactly one infected individual and no elements of
V0+(GΓ). Therefore, we define

B =
m1∑
i=1

1
{

R1
i +R0+

i = 1
}

and B ′ =
m1∑
i=1

1
{

H 1
i +H 0+

i = 1
}

.

Claim 4.16: We have w.h.p. that

B ≤∆k
(
1−O

(
Γn−(1−θ)

))
Proof of Claim 4.16: We use Claim 4.15 to simulate B

through independent random variables as in B ′. Since B ′
is a sum of independent multinomial variables, we obtain
its expectation by applying (66), Lemma 7.2 and Bayes
Theorem:

E
[
B ′ | |V0+(GΓ)| ,m1

]
=

m1∑
i=1

P (H i = (1,0,Γ−1) | |V0+(GΓ)|)

= m1Γ
k/n · (1− (k +|V0+(GΓ)|)/n)Γ−1

1− (1−k/n)Γ

=
(
1+O

(
Γ

k

n

))
m1

(
1− k +|V0+(GΓ)|

n

)Γ−1

, (69)

where the last step follows from Lemma 7.4 and Γ=Θ(1).
Conditioning on FΓ defined in (66), we obtain

E
[
B ′ |FΓ

]
=

(
1+O

(
Γk

n

))
mΓk

n
·
(

1− k +o(k)−O
(
n−Ω(1)

)
n

)Γ−1

=
(
1+O

(
Γk

n

))
mΓk

n
·
(

1− (Γ−1)

(
k +o(k)−O

(
n−Ω(1)

)
n

))

=
(
1+O

(
Γk

n

))
∆k

(
1− (Γ−1)n−(1−θ) −o

(
n−(1−θ)

))
=∆k

(
1+O

(
Γn−(1−θ)

))
, (70)

where the first line uses Lemma 4.14, the second line
uses Claim 7.4 , and we additionally recall that k = nθ,
∆ = mΓ

n , and Γ = Θ(1). Moreover, since B ′ is a binomial
random variable, the Chernoff bound (Lemma 7.1) yield
with probability o(n−10) that

B ′ ≤∆k
(
1+O

(
Γn−(1−θ)

))
.

Thus, similar to the proof of Lemma 3.15, by Claim 4.15 we
have w.h.p. that

B ≤∆k
(
1+O

(
Γn−(1−θ)

))
. (71)

We are now in a position to characterize A =
|V1(G ) \V1−−(GΓ)|.

Claim 4.17: Given B ≤ ∆k
(
1−O

(
Γn−(1−θ)

))
, we have for

some constant C > 0 that

E [A | B ,FΓ] = k

(
k∆−B

∆

)(
k∆

∆

)−1

≤ k(C ·Γ)∆n−(1−θ)∆ (72)

Proof of Claim 4.17: The combinatorial expression
follows by adding k probabilities, one per defective item.
Each probability is the probability that an infected indi-
vidual does not belong to V1−−, which equals the prob-
ability that all of its ∆ connections are disjoint from the
k∆−B connections to tests in which it would have been
the only infected individual with no disguised uninfected
individuals. The assertion then follows by combining the
assumption B ≤∆k

(
1−O

(
Γn−(1−θ)

))
with Claim 7.3.

Proof of Lemma 4.11: We distinguish between θ/(1−
θ) 6∈Z and θ/(1−θ) = T ∈Z, and recall mDD from (62) with
∆ = max

{
2,1+

⌊
θ

1−θ
⌋}

. For simplicity, we assume that the
inequality m ≥ mDD holds with equality, but the general
case is analogous.
Case A: θ/(1−θ) 6∈ Z. In this case, for m = mDD , we have
∆ = max

{
2,1+

⌊
θ

1−θ
⌋}

= max{2,dθ/(1−θ)e}. We distinguish
the two cases θ < 1/2 and θ > 1/2 as follows:

• Case A1: θ > 1/2. In this case, we have ∆= dθ/(1−θ)e.
Defining η = θ− (1−θ) · dθ/(1−θ)e < 0, using (72) and
Γ,∆=Θ(1), we find

E [A | B ,FΓ] ≤O(1)nθ−(1−θ)·dθ/(1−θ)e =O(nη). (73)

• Case A2: θ < 1/2. In this case, we have ∆= 2, and hence

E [A | B ,FΓ] ≤O(1)Γ∆n3θ−2 ≤ o(1). (74)
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Case B: θ/(1−θ) = T ∈ Z. Again, we distinguish the cases
θ = 1/2 and θ > 1/2:

• Case B1: θ > 1/2. We have ∆ = T + 1, so by (72) and
Γ,∆=Θ(1), we find

E [A | B ,FΓ] ≤O(1)nθ−(1−θ)·(T+1) =O(n−(1−θ)), (75)

where the last step uses 1−θ ≥ θ and T > 1.
• Case B2: θ = 1/2. We have ∆= 2, and hence

E[A | B ,FΓ] ≤O(n−1/2). (76)

Combining (73)–(76) with Markov’s inequality and the
fact that FΓ occurs w.h.p., we deduce that A = 0 w.h.p.,
completing the proof of Lemma 4.11.

Theorem 4.10 now follows directly by combining
Lemma 4.11 and Claim 2.4. So far, we have addressed the
case where the test design is formed using the configuration
model, and showed that the DD-algorithm is optimal in this
regime if applied to the random regular pooling scheme GΓ.
However, the preceding analysis does not provide a tight
bound for the matching-based design.

E. Algorithmic feasibility II: Matching-based model

Recall from from Section II-B2 that the matching-based
model with parameter γ is denoted by G∗

Γ . While the
DD algorithm does not appear to be optimal in this case,
it turns out that turning to SCOMP (a slight refinement of
DD) suffices for optimality.

Theorem 4.18: If m ≥ 2n/(Γ+ 1) and 0 < θ < 1/2, then
w.h.p. SCOMP recovers σ from G∗

Γ and σ̂.
1) Proof of Theorem 4.18: We prove the theorem for m =

2n/(Γ+1) (which implies γ = 2
Γ+1 n), but the more general

case follows analogously; intuitively, a higher number of
tests can only help. We analyse the DD algorithm on G∗

Γ
in two steps, starting with the regular part of the graph.
Denote by G∗,r

Γ
the (Γ− 1,2) regular part, in which we

select n−γ individuals and pool them into two tests each.
Denote by σ[G∗,r

Γ
] and σ̂[G∗,r

Γ
] the infection status vector

and outcome vector resulting from the regular part alone.
Lemma 4.19: If m ≥ 2n/(Γ+1), then w.h.p. DD recovers

σ[G∗,r
Γ

] from (G∗,r
Γ

,σ̂[G∗,r
Γ

]) correctly.
Proof: This follows from Theorem 4.10, as G∗,r

Γ
is

identically distributed with GΓ−1 therein. With γ= 2
Γ+1 n in-

dividuals removed from the population, we have n′ = Γ−1
Γ+1 n

individuals being tested in G∗,r
Γ

. Thus, we require at most

m′ = 2 n′
Γ−1 = 2 n

Γ+1 tests in order for DD to succeed w.h.p. on
G∗,r
Γ

.
It remains to handle the second step, and specifically,

argue that after adding the γ = 2 n
Γ+1 individuals (one to

each test) we can guarantee the success of SCOMP. We
denote by k ′ the number of infected individuals under the
remaining n′ individuals, and let θ′ be the value such that
k ′ =Θ((n′)θ

′
), which is well-defined due to the following.

Claim 4.20: Under the preceding setup, we have
w.h.p. that θ′ = θ.

Proof: As we remove γ = 2
Γ+1 n individuals randomly,

the number of infected individuals in the remaining part
is a hypergeometrically distributed random variable K ′ ∼

H
(
n,k,n′). Thus, the Chernoff bound for the hypergeomet-

ric distribution guarantees w.h.p. that

K ′ = (1+o(1))kn′/n = (1+o(1))
Γ−1

Γ+1
k,

and the assertion follows.
In the second step, we analyse the remaining part of the
graph, in which the γ remaining individuals are placed into
one test each. To do so, the following lemma turns out to
be useful.

Lemma 4.21: Under the matching-based model G∗
Γ with

θ < 1
2 , it holds w.h.p. that there are no two infected individ-

uals within distance 4 in the graph.
Proof: By construction, it holds with probability one

that G∗
Γ has individual-degree at most two, and test-degree

at most Γ = Θ(1). Hence, all degrees are bounded. This
means that for any given individual x, the set of individuals
x ′ with dist(x, x ′) ≤ 4 has size O(1). For any two individuals
x and x ′, the probability of both being infected is O((k/n)2),
and a union bound over the O(n) possible pairs with
dist(x, x ′) ≤ 4 increases this probability to O(n(k/n)2). The
assumption θ < 1

2 implies that k = o(
p

n), and thus, we have
O(n(k/n)2) = o(1), which establishes the lemma.

We now combine the preceding lemmas to establish the
success of the DD algorithm.

Lemma 4.22: Conditioned on the DD algorithm recov-
ering σ[G∗,r

Γ
] from (G∗,r

Γ
,σ̂[G∗,r

Γ
]), and on all infected in-

dividuals having pairwise distance exceeding 4, it holds
with conditional probability one that the SCOMP algorithm
recovers σ from (G∗

Γ ,σ̂).
Proof: By the construction of G∗

Γ , there are γ = 2
Γ+1 n

individuals added to G∗,r
Γ

to produce G∗
Γ . Denote the set

of these individuals by X = {
x1 . . . xγ

}
. As γ ≤ m, there is a

matching from X to the the m tests.
Having assumed success on the regular part G∗,r

Γ
, we

only need to show that the newly added individuals in
X are also correctly identified, and additionally do not
impact the identifications in G∗,r

Γ
. Recall from Claim 2.4

that DD succeeds if and only if all infected individuals
are easy infected (i.e., are in V1−−(G∗

Γ )), and recall also
that the success of DD implies the success of SCOMP [33].
We distinguish four different cases, which are illustrated in
Figure 4.
Case A: Connecting to a negative test. Suppose that an
individual x ∈ X connects to a (previously) negative test a.
Then, for all y ∈ ∂G∗,r

Γ
(a) we have y ∈V0−(G∗,r

Γ
).

• Case A-1: σx = 0. If x is uninfected and connects
to a negative test, then the test remains negative. It
follows immediately that x ∈ V0−(G∗

Γ ) (i.e., x is easy
uninfected), which further implies that all other indi-
viduals in the test that were previously easy uninfected
or easy infected in G∗,r

Γ
remain so in G∗

Γ , as desired.
• Case A-2: σx = 1. In this case, we have σ̂a(G∗,r

Γ
) = 0

but σ̂a(G∗
Γ ) = 1. To maintain success, we need to

show that all y ∈ ∂G∗,r
Γ

(a) (which were previously easy
uninfected) remain easy uninfected in G∗

Γ ; this implies
both that previous decisions are not affected, and that
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1
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B2 (ii)

1
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0

1 0

0

0

Fig. 4: The cases considered in our analysis. Round vertices are items, and square vertices are tests. The blue vertex
is added in the second step of construction of G∗

Γ , and the labels inside the vertices indicate the defectivity status or
test outcome after adding the blue vertex. In case A1, recovery is clearly possible if and only if the same is true the
remainder of the graph. In case A2, the yellow vertices may, in principle, no longer be identifiable as definite non-
defectives. This happens if and only if the corresponding red individual is infected, which in turn implies a length-4 path
between defectives, contradicting a high-probability event that we show. In case B1, there is a path of length two from
the infected blue individual to the infected yellow individual, which is again a contradiction. In case B2(i), the infected
yellow vertex can still be recovered as it is element of V1−− in the regular part and will be recovered successfully during
the first two steps of SCOMP. In case B2(ii), the two red tests could either be explained by the yellow infected individual
or by the two blue (uninfected) individuals, and due to its greedy selection rule, SCOMP declares the yellow individual
as infected and the blue individuals as uninfected.

the decision for x is correct due to x ∈ V1−−(G∗
Γ ). To

establish that each y ∈ ∂G∗,r
Γ

(a) is easy uninfected, we
argue that the second test that y belongs to is negative.
Indeed, suppose for contradiction that y is in another
positive test a′ with an infected individual x ′. Then,
there is a path of length 4 in G∗

Γ from x to a to y to
a′ to x ′, and this contradicts Lemma 4.21.

Case B: Connecting to a positive test. Suppose that an
individual x ∈ X connects to a (previously) positive test a.
Therefore, there exists at least one y ∈ V1(G∗,r

Γ
)∩ ∂G∗,r

Γ
(a).

As DD succeeds on G∗,r
Γ

by assumption, we have y ∈
V1−−(G∗,r

Γ
).

• Case B-1: σx = 1. This case does not occur, because it
implies a length-2 path from x to y , both of which are
infected, in contradiction with the lemma assumption.

• Case B-2: σx = 0. Since the first two steps of SCOMP
(Algorithm 1) never make mistakes, the only way that
an error can occur in this case is that (i) x is added in
some step of the final (sequential greedy) step, or (ii)
y ∉ V1−−(G∗

Γ ) and y fails to be chosen throughout the
final step. We argue that neither of these events occur.
To see this, first note that in G∗,r

Γ
, y is not only part of

V1−−(G∗,r
Γ

) because of a, but also because the second
test that y belongs to consists only of y and individuals
from V0−(G∗

Γ ): If this were not the case, then we could
create a path from y to another infected individual
using a path of length at most 4. We then have the
following:

– If y ∈V1−−(G∗
Γ ) then y is trivially decoded correctly,

and x is certainly not added in the final step (since
its only test is already explained).

– If y ∉ V1−−(G∗
Γ ) then the two tests containing y

are unexplained at the start of the final step. Due
to the above-established property of both of these
tests leading to y ∈V1−−(G∗,r

Γ
) in the regular part,

we have that in G∗
Γ , only y and/or the newly added

elements of X can explain these two tests. But
since y explains both of them, but the elements of
X can only explain one each (since their degree is
one), it is clearly y (and not x) that will be chosen,
as desired.

We now have all the ingredients to prove Theorem 4.18.
Proof of Theorem 4.18: By construction, G∗

Γ consists
of n individuals and m = 2n/(Γ+1) tests. By Lemma 4.19,
this m suffices for DD to succeed w.h.p. on the regular
part of G∗

Γ (i.e., on G∗,r
Γ

). In addition, Lemma 4.21 gives
the convenient distance-4 property w.h.p., and Lemma 4.22
guarantees that the preceding two findings suffice to ensure
that SCOMP infers σ correctly from G∗

Γ and σ̂. Hence, the
theorem follows.

F. Putting the pieces together

Theorem 4.10 proves that DD succeeds on the bi-
regular graph GΓ created by the configuration model using

max
{

2,1+
⌊

θ
1−θ

⌋}
tests, and hence so does SCOMP [33].
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Furthermore, as Theorem 4.18 shows, for θ < 1/2, 2n
Γ+1 tests

suffice employing G∗
Γ and using SCOMP.

Finally, we show that the results of Theorem 4.10 and
Theorem 4.18 combine to match the information-theoretic
lower bound (58), i.e., max

{(
1+

⌊
θ

1−θ
⌋)

n
Γ ,2 n

Γ+1

}
. On the one

hand, for θ < 1
2 , the lower bound simplifies to the desired

quantity 2n
Γ+1 due to the fact that

⌊
θ

1−θ
⌋
= 0 in this regime,

and 2
Γ+1 ≥ 1

Γ for Γ≥ 1. On the other hand, if θ ≥ 1
2 then we

have
⌊

θ
1−θ

⌋
≥ 1, and so the maximum in the lower bound

is achieved by the first term (since 1
Γ ≥ 1

Γ+1 ), thus again
matching the upper bound. Hence, the SCOMP algorithm
is information-theoretically optimal when used with the
pooling scheme G̃Γ.

V. ADAPTIVE GROUP TESTING WITH ∆-DIVISIBLE

INDIVIDUALS

In this section, we turn to adaptive testing strategies
in the case of ∆-divisible individuals, and demonstrate
that in certain cases the number of tests can be reduced
significantly.

A. Converse

Recall that the converse bound proved in Theorem 3.1
already considered adaptive test designs. Thus, any adaptive

strategy fails w.h.p.when m ≤ (1− ε)e−1∆k1+ (1−θ)
∆θ for fixed

ε> 0.

B. Algorithm

We present an algorithm that can be viewed as an analog
of Hwang’s binary splitting algorithm [38], instead using
non-binary splitting in order to ensure that each item is in
at most ∆ tests. Like with Hwang’s algorithm, we assume
that the size k of the infected set is known. In the case
case that only an upper bound kmax ≥ k is known, the same
analysis and results apply with kmax in place of k. However,
such bounds may somewhat loose, and care should be
taken in using initial tests to estimate k as an initial step
(e.g., see [39], [40], [41]), as this may use a significant
portion of the ∆ budget. For clarity, we only consider the
case of known k in this section, and leave the case of
unknown k to future work (see also [1] for some initial
findings).

1) Recovering the infected Set: Our adaptive algorithm is
described in Algorithm 2, where we assume for simplicity
that

( n
k

)1/∆ is an integer.10 Using Algorithm 2, we have
the following theorem, which is proved throughout the
remainder of the subsection. We define

mada(∆) =∆k1+ 1−θ
θ∆ . (77)

Theorem 5.1: For ∆ = o(lnn) and k = nθ with θ ∈ (0,1),
the adaptive algorithm in Algorithm 2 tests each individual

10Note that we assume k = o(n) and ∆ = o
(

ln
( n

k

))
, meaning that( n

k

)1/∆ → ∞. Hence, the effect of rounding is asymptotically negligible,
and is accounted for by the 1+o(1) term in Theorem 5.1.

Require: Number of individuals n, number of infected
individuals k, and divisibility of each individual ∆

1: Initialise ñ ← ( n
k

) ∆−1
∆ and the estimate K̂ ←;

2: Arbitrarily group the n individuals into n/ñ groups of
size ñ

3: Test each group and discard any that return negative
4: Label the remaining groups incrementally as G (0)

j ,
where j = 1,2, . . .

5: for i = 1 to ∆−1 do
6: for each group G (i−1)

j from the previous stage do

7: Arbitrarily group all individuals in G (i−1)
j into

ñ1/(∆−1) sub-groups of size ñ1−i /(∆−1)

8: Test each sub-group and discard any that return a
negative outcome

9: Label the remaining sub-groups incrementally as
G (i )

j
10: Add the individuals from all of the remaining singleton

groups G (∆−1)
j to K̂

11: return K̂

Algorithm 2: Adaptive algorithm for ∆-divisible individ-
uals

Fig. 5: Visualization of splitting in the adaptive algorithm.

at most ∆ times and uses at most mada(∆)(1+o(1)) tests to
recover the infected set exactly with zero error probability.

Proof: Similar to Hwang’s generalised binary splitting
algorithm [38], the idea behind the parameter ñ in Algo-
rithm 2 is that when k becomes large, having large groups
during the initial splitting stage is wasteful, as it results in
each test having a high probability of being positive (not
very informative). Hence, we want to find the appropriate
group sizes that result in more informative tests to minimise
the number of tests. Each stage (outermost for-loop in
Algorithm 2) here refers to the process where all groups of
the same sizes are split into smaller groups (e.g., see Figure
5). We let ñ be the group size at the initial splitting stage of
the algorithm. The algorithm first tests n/ñ groups of size ñ
each,11 then steadily decrease the sizes of each group down
the stages: ñ → ñ1−1/(∆−1) → ñ1−2/(∆−1) →···→ 1 (see Figure
5). Hence, we have n/ñ groups in the initial splitting and

11Note that n/ñ is an integer for our chosen ñ below, which gives n
ñ =

k
( n

k

)1/∆, and
( n

k

)1/∆ was already assumed to be an integer.
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Require: Number of individuals n, number of infected
individuals k, and test size restriction Γ

1: Initialize infected set K ←;
2: Randomly group n individuals into n/Γ groups of size
Γ

3: for each group Gi where i ∈Z : i ∈ [1,n/Γ] do
4: while testing Gi returns a positive outcome do
5: run Algorithm 4 on a copy of Gi , and add its one

infected individual output k∗ into K

6: Gi ←Gi \ {k∗}
7: return K

Algorithm 3: Adaptive algorithm for Γ-sparse tests

ñ
1
∆−1 groups in all subsequent splits.
With the above observations, we can derive an upper

bound on the total number of tests needed. We have n/ñ
tests in the first stage. Since we have k infected and split
into ñ

1
∆−1 sub-groups in subsequent stages, the number

of smaller groups that each stage can produce is at most
kñ

1
∆−1 . This implies that the number of tests conducted at

each stage is at most kñ
1
∆−1 , giving the following bound on

m:

m ≤ n

ñ
+ (∆−1)kñ

1
∆−1 . (78)

We optimise with respect to ñ by differentiating the upper

bound and setting it to zero. This gives ñ = ( n
k

) ∆−1
∆ =

n
(1−θ)(∆−1)

∆ , and substituting ñ = ( n
k

) ∆−1
∆ into the general

upper bound in (78) gives the following upper bound:

m ≤ n

(n/k)
∆−1
∆

+ (∆−1)k
((n

k

) ∆−1
∆

) 1
∆−1 =∆k

(n

k

) 1
∆ =∆k1+ 1−θ

θ∆ .

(79)

Comparisons: We observe that mada(∆) matches the uni-
versal lower bound in Theorem 3.1 to within a factor of e
for all θ ∈ (0,1). For θ < 1

2 , we have mada(∆) = mDD(∆) =
∆k1+ (1−θ)

∆θ , meaning that the best known bounds for the
adaptive and non-adaptive settings are identical (though
the adaptive algorithm attains zero error probability). In
contrast, for θ > 1

2 , we have mDD(∆) =∆k1+ 1
∆ and mada(∆) =

∆k1+ (1−θ)
∆θ . The former is significantly higher, and Theorem

3.2 reveals that this limitation is inherent to any non-
adaptive test design and algorithm. Hence, for θ > 1

2 , there
is a significant gap between the number of tests required
by adaptive and non-adaptive algorithms.

VI. ADAPTIVE GROUP TESTING WITH Γ-SIZED TESTS

Our adaptive algorithm with Γ-sparse tests, shown in
Algorithm 3, is again a modification of Hwang’s generalised
binary splitting algorithm [38], where we initially divide the
n individuals into n

Γ groups of size Γ, instead of k groups
of size n

k as in the original algorithm.
Our main result is stated as follows, in which we define

mada(Γ) = n

Γ
+klog2Γ. (80)

Require: a group of individuals G̃
1: while G̃i consists of multiple individuals do
2: Pick half of the individuals in G̃ and call this set G̃ ′.

Perform a single test on G̃ ′.
3: If the test is positive, set G̃ ← G̃ ′. Otherwise, set

G̃ ← G̃ \G̃ ′.
4: return single individual in G̃

Algorithm 4: Binary splitting

Theorem 6.1: For any Γ = o
( n

k

)
, Algorithm 3 outputs the

correct configuration of infection statuses with probability
one, while using at most mada(Γ)(1+o(1)) tests, each con-
taining at most Γ items.

Proof: Let ki be the number of infected individuals in
each of the initial n

Γ groups. Note that since Γ= o
( n

k

)
implies

k = o( n
Γ ), most groups will not have a infected individual. In

the binary splitting stage of the algorithm, we can round the
halves in either direction if they are not an integer. Hence,
for each of the initial n

Γ groups, we take at most dlog2Γe
adaptive tests to find a infected individual, or one test to
confirm that there are no infected individuals. Therefore, for
each of the initial n

Γ groups, we need max{1,ki log2Γ+O(ki )}
tests to find ki infected individuals. Summing across all n

Γ
groups, we need a total of m =∑n/Γ

i=1 max{1,ki log2Γ+O(ki )}
tests. This has the following upper bound:

m ≤ n

Γ
+klog2Γ+O(k)

(a)= n

Γ
(1+o(1))+klog2Γ

= mada(Γ)(1+o(1)), (81)

where (a) uses k = o
( n
Γ

)
.

If we slightly strengthen the requirement Γ= o
( n

k

)
to Γ=

o
( n

k ln(n/k)

)
(which, in particular, includes the regime Γ =( n

k

)1−Ω(1) studied in [25]), then we have n
Γ =ω(

k ln
( n

k

))
and

hence n
Γ =ω(k lnΓ). Thus, we obtain

mada(Γ) = n

Γ
(1+o(1)). (82)

This simplified upper bound is tight, due the simple fact
that n

Γ (1−o(1)) tests (of size at most Γ) are needed just to
test a fraction 1−o(1) of the items at least once each (which
is a minimal requirement for recovering σ w.h.p.). Formally,
this argument reveals the following.

Theorem 6.2: In the setup of Γ-sparse tests with k = nθ

for some θ ∈ (0,1), any (possibly adaptive) group testing
procedure that recovers σ w.h.p. must use at least n

Γ (1−o(1))
tests.

VII. AUXILIARY RESULTS

The following variant of the Chernoff bound is conve-
nient to work with (e.g., see [42, Sec. 4.1]).

Lemma 7.1 (Multiplicative Chernoff Bound): Let
X 1, . . . , X n be independent random variables such that
0 ≤ X i ≤ 1 a.s., and fix δ ∈ (0,1). Then, we have

P(|X −E[X ]| ≥ δE[X ]) ≤ 2exp(−δ2E[X ]/3).
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Fig. 6: Performance of adaptive and non-adaptive ∆-divisible algorithms as function of number of tests.
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Fig. 7: Performance of adaptive and non-adaptive Γ-sparse algorithms as function of number of tests.

Lemma 7.2 (Stirling Approximation, [43]): We have for
n →∞ that

n! = (1+O(1/n))
p

2πnnn exp(−n) .

Claim 7.3: Let n > 0, ∆= lnO(1) n be integers, and let α ∈
(0,1). Then (

αn

∆

)(
n

∆

)−1

= (
1+O

(
n−Ω(1)))α∆.

Proof: By definition, we have(αn
∆

)(n
∆

) = (αn)!(n −∆)!

n!(αn −∆)!
.

Hence, applying Lemma 7.2 on each factor yields(αn
∆

)(n
∆

) = (1+O(n−1))exp(−αn + (n −∆)− (αn −∆)−n)

· (αn)αn (n −∆)n−∆(αn −∆)−(αn−∆)n−n

√
(αn)(n −∆)

n(αn −∆)
.

(83)

As ∆= lnO(1) n, we find that (83) equals(αn
∆

)(n
∆

) = (
1+O

(
n−Ω(1))) (αn)αnnn(αn)−(αn−∆)n−n

= (
1+O

(
n−Ω(1)))α∆, (84)

and the assertion follows.
We also use the following direct consequence of the

binomial expansion.
Claim 7.4: For any real number x ≥ −1 and any integer

t ≥ 0 the following holds:

(1+x)t = 1+ t x +O(t 2x2).

Finally, we state the following useful result relating to
Stirling’s approximation and the local limit theorem.

Claim 7.5: [Appendix B1 of [18]] For any m,∆ ∈ N,θ ∈
(0,1),k ∼ nθ, let (X i )i∈[m] denote a sequence of independent
Bin(Γi ,k/n) and define

E =
{ ∑

i∈[m]
X i = k∆

}
.

Then, we have P (E ) =Ω(1/
p

n∆).
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VIII. SIMULATIONS

In Figures 6 and 7, we compare our theoretical findings to
empirical results obtained as follows:

• In the non-adaptive case, we fix the number of indi-
viduals n, the infection parameter θ, and, depending
on the setup considered, the individual degree ∆ or
test degree Γ. We vary the number m of tests (x-axis),
and simulate 104 independent trials per parameter set.
DD’s performance (y-axis) is reported as the fraction
of simulations per parameter point that inferred the
infected set without errors.

• In the adaptive case, we cannot directly control the
number of tests m a priori. Instead, we fix the same
parameter set as in the non-adaptive case, and carry
out 106 simulations. We then report the cumulative
distribution of tests required, i.e., the y-value corre-
sponding to some m is given as the fraction of runs
that required at most m tests.

We observe that the empirical results are consistent with
our theoretical thresholds in all cases. The adaptive testing
strategies show a particularly rapid transition at mada(∆)
and mada(Γ) respectively. We find that the non-adaptive
DD algorithm requires more tests in comparison to the
adaptive schemes, and has a much broader range of tran-
sient behaviour. This suggests that convergence rates to the
first-order asymptotic threshold may reveal an even wider
gap between adaptive and non-adaptive designs, in analogy
with studies of channel coding [44]. Note that the change
of slope in Figure 7 (right) at m=2000 is due to rounding
of ∆.

IX. CONCLUSION

We have studied the information-theoretic and algorith-
mic thresholds of group testing with constraints on the
number of items-per-test or test-per-item. For ∆-divisible
items, we proved that at least for ∆=ω(1), the DD algorithm
is asymptotically optimal for θ > 1

2 , and is optimal to within
a factor of e for all θ ∈ (0,1), thus significantly improving on
existing bounds for the COMP algorithm having suboptimal
scaling laws. For Γ-sized tests with Γ=Θ(1), we improved on
both the best known upper bounds and lower bounds, es-
tablished a precise threshold for all θ ∈ (0,1), and introduced
a new randomised test design for θ > 1

2 . In both settings,
we additionally provided near-optimal adaptive algorithms,
and demonstrated a strict gap between the number of tests
for adaptive and non-adaptive designs in broad scaling
regimes.
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