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Generalized Maximum Entropy

for Supervised Classification
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Abstract—The maximum entropy principle advocates to
evaluate events’ probabilities using a distribution that maximizes
entropy among those that satisfy certain expectations’ con-
straints. Such principle can be generalized for arbitrary decision
problems where it corresponds to minimax approaches. This
paper establishes a framework for supervised classification based
on the generalized maximum entropy principle that leads to
minimax risk classifiers (MRCs). We develop learning techniques
that determine MRCs for general entropy functions and provide
performance guarantees by means of convex optimization. In
addition, we describe the relationship of the presented techniques
with existing classification methods, and quantify MRCs perfor-
mance in comparison with the proposed bounds and conventional
methods.

Index Terms—Supervised classification, minimax risk classi-
fiers, maximum entropy, generalized entropy.

I. INTRODUCTION

THE MAXIMUM ENTROPY principle advocates to

evaluate events’ probabilities using a distribution that

maximizes entropy among those that satisfy certain expec-

tations’ constraints (uncertainty set) [1]–[3]. In addition, the

maximum entropy provides a performance bound as long as

the true underlying distribution is included in the uncertainty

set. Such principle was pioneered by Jaynes [1] and dates

back to Shannon’s seminal work on coding [4]: “...we con-

sider the source with the maximum entropy subject to the

statistical conditions we wish to retain. The entropy of this

source determines the channel capacity.” Maximum entropy

methods have been generalized to use broader expectations’

constraints [5]–[7] and entropy functions [8]–[11]. In addition,

the minimax approach for decision making has been shown

to correspond to the maximum entropy principle [11]–[13].

Techniques based on maximum entropy have been developed

in multiple fields [14] including spectrum estimation [15],

coding [16], neurocience [17], species distribution modeling

[18], natural language processing, [19] and supervised classi-

fication [20], [21]. In addition, maximum entropy approaches

This research was supported in part by the Ramon y Cajal Grant RYC-2016-
19383, Project PID2019-105058GA-I00, and Grant SEV-2017-0718 funded by
MCIN / AEI / 10.13039/501100011033 and by FSE “invest in your future,”
the National Natural Science Foundation of China under Grant 61871256,
and the Basque Government through the ELKARTEK and BERC 2018-2021
programmes.

S. Mazuelas is with the BCAM-Basque Center for Applied Mathematics,
and IKERBASQUE-Basque Foundation for Science, Bilbao 48009, Spain (e-
mail: smazuelas@bcamath.org).
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Fig. 1. The maximum entropy principle for classification leads to MRCs since
the maximum entropy coincides with the minimum worst-case expected loss.

with a reference distribution lead to minimum relative entropy

(Kullback-Leibler divergence) techniques that have been used

in multiple fields including Bayesian networks [22], sequential

inference [23], and inverse problems [24].

Supervised classification techniques use training samples to

obtain rules that serve to assign labels to instances. So-called

pure-discriminative approaches [25], [26], such as support

vector machines (SVMs) and nearest neighbors (NNs), use

training samples to learn a correspondence from instances

to labels; while so-called conditional approaches [25], [26],

such as logistic regression (LR) and conditional random fields

(CRFs), use training samples to learn a conditional distribution

of labels given instances. In the prediction stage, discrimi-

native approaches directly use the learnt correspondence to

classify instances; while conditional approaches use the learnt

conditional distribution to classify instances based on the

assessed probabilities, e.g., as the most probable label.

Several current techniques for supervised classification have

been derived as maximum entropy methods considering spe-

cific entropy functions and uncertainty sets of distributions

with empirical marginals. In particular, LR and maximum en-

tropy machines (MEMs) have been shown to correspond with

Shannon’s conditional entropy and 0-1 entropy, respectively

[19]–[21], [27], [28]. In addition, as shown in this paper,

several other current classification techniques [29]–[31] can

be also seen as maximum entropy methods corresponding

with 0-1 entropy and Shannon’s relative entropy (mutual

http://arxiv.org/abs/2007.05447v3
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information). Current techniques maximize entropy over un-

certainty sets of distributions that satisfy certain expectations’

constraints but also have fixed marginals that coincide with

the empirical (see e.g., [21] or Section 13.4 in [20]). Such

uncertainty sets can result in a simplified learning process

at the expense of inferior performance guarantees since they

cannot include the true underlying distribution for a finite

number of samples.

This paper shows that the principle of maximum entropy

for classification yields a manifold of classification techniques

by varying the entropy function and the uncertainty set

considered. Such classification techniques are minimax risk

classifiers (MRCs) since the maximum entropy coincides with

the minimum worst-case expected loss. In addition, MRCs

minimize expected loss with respect to maximum entropy dis-

tributions, and the maximum entropy provides a performance

bound for MRCs’ risks in cases where the uncertainty set

includes the true underlying distribution (see Fig. 1).

In this paper we develop the maximum entropy principle

for supervised classification with general entropies and uncer-

tainty sets. In particular, the main contributions of the paper

are as follows.

• We establish a framework for supervised classification

based on the generalized maximum entropy principle.

Such framework leads to MRCs that can utilize general

entropies and provide performance guarantees.

• We develop learning techniques that determine MRCs by

means of convex optimization problems given by expecta-

tions’ estimates. In addition, we show the correspondence

between the accuracy of expectations’ estimates and L1

regularization.

• We develop techniques that obtain tight performance

guarantees for MRCs at learning. In addition, we present

MRCs’ generalization bounds in terms of the smallest

maximum entropy and the training size.

• We describe how multiple existing techniques can be con-

sidered as special cases of the proposed framework using

specific entropy functions and marginals’ constraints.

• We numerically quantify the performance of MRCs with

respect to the proposed performance bounds and conven-

tional techniques using benchmark datasets.

Notation: calligraphic upper case letters denote sets, e.g., Z;

|Z| denotes de cardinality of set Z; ∆(Z) denotes the set of

probability distributions with support Z; vectors and matrices

are denoted by bold lower and upper case letters, respectively,

e.g., v and M; for a vector v, v(i) denotes its i-th compo-

nent, and vT and v+ denote its transpose and positive part,

respectively; probability distributions and classification rules

are denoted by upright fonts, e.g., p and h; Ez∼p or simply

Ep denotes the expectation w.r.t. probability distribution p of

random variable z; � and � denote vector (component-wise)

inequalities; 1 denotes a vector with all components equal to

1; I{·} denotes the indicator function; finally, for a function

of two variables f : X ×Y → Z , f(x, ·) denotes the function

f(x, ·) : Y → Z obtained by fixing x ∈ X .

II. THEORETICAL FRAMEWORK

In this section, we first briefly describe general decision

problems and generalized entropies, then we present the

framework of generalized maximum entropy for supervised

classification. For the readers’ convenience, we provide in

Table I a list with the main notions used in the paper and

their corresponding notations.

A. The maximum entropy principle for general decision prob-

lems

Given a set of feasible probability distributions (uncer-

tainty set) described by constraints on the values of certain

expectations, the principle of maximum entropy advocates

to evaluate events’ probabilities by using a distribution with

maximum entropy among those in the uncertainty set [1], [3].

The entropy considered by classical approaches is Shannon

entropy, while such principle can be extended for general de-

cision problems and their corresponding generalized entropies

[11] as described below. In the next subsection, we show

how such general theory leads to the presented framework

for the specific decision problem corresponding to supervised

classification.

A decision problem comprises the selection of an action

(decision) whose consequences depend on the outcome of a

state variable (see e.g., [11], [32]). For instance, a prefix code

can be chosen to encode words or a classification rule can be

chosen to assign labels to instances. Mathematically, a general

decision problem consists of three objects (S,A, ℓ), where S
is the set of possible states, e.g., set of words or set of instance-

label pairs; A is the set of possible actions, e.g., prefix codes

or classification rules; and ℓ : A×S → (−∞,∞] is a function

such that ℓ(a, s) quantifies the loss achieved by action a ∈ A
when state s ∈ S takes place, e.g., bit-length of an encoded

word or error of a classified instance.

In the following, we overload the notation for loss functions

and denote expected loss of action a ∈ A with respect to a

probability distribution p ∈ ∆(S) as ℓ(a, p) := Es∼p{ℓ(a, s)}.

The expected ℓ-loss that determines the ultimate performance

of an action is that computed with respect to the true underly-

ing distribution of the state denoted by p∗ ∈ ∆(S). Such ex-

pected ℓ-loss is known as ℓ-risk denoted by Rℓ(a) := ℓ(a, p∗),
its smallest value is known as Bayes risk, and the action

achieving such minimum is known as Bayes act.

Each decision problem has a corresponding ℓ-entropy func-

tion Hℓ that assigns each probability distribution p ∈ ∆(S)
with the smallest expected ℓ-loss with respect to such distri-

bution, that is

Hℓ(p) := inf
a∈A

ℓ(a, p)

which is a concave function for any decision problem since

ℓ(a, p) is linear on p. Such function is referred to as gener-

alized entropy [11] since, as shown below, it generalizes the

entropy function introduced by Shannon to general decision

problems.

Example: in the problem of coding (“code-length-game”

[16]), S is the set of words, A is the set of prefix codes, and

ℓ(a, s) is the number of bits that code a ∈ A uses to encode
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TABLE I
MAIN NOTATIONS USED IN THE PAPER

Notation Meaning

∆(X × Y) set of probability distributions over instances X and labels Y
p(x, y) probability assigned by distribution p to instance x and label y
T(X ,Y) set of classification rules from instances X to labels Y
h(y|x) probability assigned by classification rule h to label y for instance x
ℓ(h, (x, y)), ℓ(h,p) loss and expected loss of classification rule h at example (x, y) and w.r.t. distribution p
L(q, y) score of probability distribution q ∈ ∆(Y) at label y
p∗ true underlying distribution of instance-label pairs

Rℓ(h) ℓ-risk of classification rule h given by (1)

Hℓ(p), Hℓ(U) ℓ-entropy of p given by (2) and maximum ℓ-entropy of probability distributions in U
(x1, y1), (x2, y2), . . . , (xn, yn) training samples

Φ : X × Y → R
m feature mapping

a,b lower and upper endpoints of interval estimates for the expectations of Φ

Ua,b uncertainty set of distributions given by expectations’ constraints as in (10)

ha,b, pa,b ℓ-MRC for Ua,b and maximum ℓ-entropy distribution over Ua,b

R a,b
ℓ lower bound for the ℓ-risk of ha,b given by Pℓ

a,b in (18)

τ∞, τn, an, bn expectation of feature mapping, and estimates from n training samples given by (11)

pn(x), p0(y) empirical instances’ marginal of n samples and reference labels’ marginal

Ua,b
x uncertainty set of distributions in Ua,b with instances’ marginal pn(x) as in (38)

Ua,b
y uncertainty set of distributions in Ua,b with labels’ marginal p0(y) as in (39)

Ua,b
x,y uncertainty set of distributions in Ua,b

x ∩ Ua,b
y as in (40)

word s ∈ S, i.e., ℓ(a, s) = [a(s)] for [a(s)] the length of

code a(s). Since prefix codes can be represented by probability

distributions over words, q(s) = 2−[a(s)] ∈ ∆(S), the entropy

function corresponding with the problem of coding is Shannon

entropy, that is

Hℓ(p) = min
q∈∆(S)

Es∼p{− log2 q(s)} = −Es∼p{log2 p(s)}.

The principle of maximum entropy corresponds to the

minimax approach for decision making. Such correspondence

follows because, under suitable regularity conditions [11], the

maximum entropy over an uncertainty set of distributions

U ⊂ ∆(S) coincides with the minimum worst-case expected

loss with respect to distributions in U . Specifically, we have

that

sup
p∈U

Hℓ(p) = sup
p∈U

inf
a∈A

ℓ(a, p) = inf
a∈A

sup
p∈U

ℓ(a, p).

Furthermore, if the uncertainty set U includes the true un-

derlying distribution of the state p∗, the maximum entropy

provides an upper bound for the Bayes risk and for the risk

of the minimax action.

B. Generalized entropies for supervised classification

Learning techniques for supervised classification use train-

ing samples to obtain a classification rule that serves to

assign labels to instances. The learning stage in supervised

classification can be seen as a decision problem in which

the set of states corresponds to instance-label pairs, the set

of actions corresponds to classification rules, and the loss

function quantifies the classification loss.

Let X be the set of instances, e.g., grayscale images, and

Y be the set of labels, e.g., 0 to 9 digits; in the following,

we take both X and Y to be finite and we represent Y by

{1, 2, . . . , |Y|}. Commonly, the cardinality of X is much larger

than that of Y , for example in hand-written digit classification

with 28x28 8-bits pixel images, |X | = 256784 and |Y| = 10.

We denote by ∆(X ×Y) the set of probability distributions on

X ×Y; if p ∈ ∆(X ×Y), we denote by p(x, y) the probability

assigned by p to the instance-label pair (x, y), and by p(x)
and p(y) the corresponding marginal probability distributions

for instances and labels, respectively.

Classification rules are given by functions from instances

to probability distributions on labels (Markov transitions). We

denote the set of all classification rules by T(X ,Y), and for

h ∈ T(X ,Y) we denote by h(y|x) the probability assigned

by h to label y for instance x. In discriminative approaches,

h(y|x) represents the probability with which instance x ∈ X is

classified by label y ∈ Y (h(y|x) ∈ {0, 1} if labels are deter-

ministically assigned to instances). In conditional approaches,

h(y|x) represents the probability assessment for label y ∈ Y
given instance x ∈ X . Note that probability distributions

p ∈ ∆(X × Y) and classification rules h ∈ T(X ,Y) can

be represented by positive vectors in R
|X ||Y| since X and Y

are taken to be finite sets.

The classification loss of rule h at instance-label pair

(x, y) quantifies the loss of the rule evaluated at instance x,

h(·|x) ∈ ∆(Y), when the label is y ∈ Y . Therefore, there is a

correspondence between classification losses ℓ and functions

L : ∆(Y) × Y → (−∞,∞] with

ℓ(h, (x, y)) = L(h(·|x), y).
In the statistical literature (see e.g., [33]), such functions L
that assess distributions in ∆(Y) at values in Y are referred

to as scoring functions and are usually employed to evaluate
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TABLE II
EXAMPLES OF CLASSIFICATION LOSSES WITH THEIR CORRESPONDING RISKS AND ENTROPIES.

Loss ℓ(h, (x, y)) Score L(q, y) Risk Rℓ(h) Entropy Hℓ(p)

0-1-loss 1− h(y|x) 1− q(y) 1−
∑

x∈X ,y∈Y
p∗(x, y)h(y|x) 1−

∑

x∈X
max
y∈Y

p(x, y)

log-loss − log h(y|x) − log q(y) −
∑

x∈X ,y∈Y
p∗(x, y) log h(y|x)

∑

x∈X ,y∈Y
p(x, y) log p(x)

p(x,y)

α-loss β
(

1− h(y|x)
1

β
)

β
(

1− q(y)
1

β
)

β
(

1−
∑

x∈X ,y∈Y
p∗(x, y)h(y|x)

1

β

)

β
(

1−
∑

x∈X

(
∑

y∈Y
p(x, y)α

)1/α
)

log rel-loss log p0(y)
h(y|x) log p0(y)

q(y)

∑

x∈X ,y∈Y
p∗(x, y) log p0(y)

h(y|x)
∑

x∈X ,y∈Y
p(x, y) log p(x)p0(y)

p(x,y)

probability assessments. We consider general classification

losses ℓ corresponding to scoring functions L that are lower

semi-continuous and convex in their first argument. In the

context of probability assessments, preferred scoring functions

are those referred to as proper [33], while, in the context of

discriminative approaches for classification, preferred scoring

functions are those referred to as classification-calibrated or

Fisher-consistent [34]–[36].

The ℓ-risk for classification of rule h is its expected clas-

sification loss with respect to the true underlying distribution

of instance-label pairs p∗ ∈ ∆(X × Y), i.e.,

Rℓ(h) := ℓ(h, p∗). (1)

The smallest possible risk is known as Bayes risk and the

classification rule achieving such minimum is known as Bayes

classifier.

Definition 1: The ℓ-entropy for classification is the entropy

function associated with classification loss ℓ, that is, for each

distribution p ∈ ∆(X ,Y)
Hℓ(p) := min

h∈T(X ,Y)
ℓ(h, p) (2)

with T(X ,Y) the set of classification rules from instances X
to labels Y . In addition, we denote the maximum ℓ-entropy

for classification of distributions in a compact uncertainty set

U ⊂ ∆(X × Y) by1

Hℓ(U) := max
p∈U

Hℓ(p). (3)

The ℓ-entropy for classification of the true underlying distri-

bution coincides with the smallest ℓ-risk, hence, the entropy

functions above have been also referred to as Bayes risk

functions [36].

C. Examples

Table II shows the loss function, score, risk, and entropy

corresponding with 0-1-loss, log-loss, α-loss, and log relative-

loss. The risk and entropy functions in the table can be directly

derived from the loss expressions using (1) and (2).

1The inf and sup in the general definition of entropy and maximum entropy
become min and max here since the score functions considered are lower
semi-continuous and convex, and T(X ,Y) is a compact set since X are Y

are finite.

The 0-1-loss is an appropriate classification loss for the dis-

criminative approach since it quantifies the classification error.

The corresponding score function is classification-calibrated

and 0-1-risk coincides with the probability of classification

error. It has been recently shown that 0-1-loss can enable

tractable learning using non-deterministic classification rules

[21], [30], [37]. However, alternative loss functions such as

hinge-loss, exponential-loss, and log-loss are often used as

surrogates of 0-1-loss [34], [38] in cases when the latter

becomes intractable.

The log-loss is an appropriate classification loss for the

conditional approach since it quantifies the negative log-

likelihood. The corresponding score function is strictly proper

and log-entropy coincides with Shannon’s conditional entropy.

The log-loss is especially suitable among loss functions that

evaluate probability assessments [39] because it can enable

tractable techniques and it provides an upper bound on any

proper loss [40].

The α-losses defined for α ∈ (0, 1) ∪ (1,∞) and shown in

Table II taking β = α/(α−1), generalize 0-1-loss and log-loss

since they correspond to α-losses when α tends to infinity

and one, respectively [41]–[43]. Large (resp. small) values

of α reduce (resp. increase) the effects of low probability

assessments [43]. The corresponding score functions have

been introduced as a measure of information leakage in [42],

and α-entropy can be also written in terms of the Arimoto

conditional entropy of order α [43].

In case of having a reference rule h0, a relative loss [11]

with respect to h0 can be defined as

ℓh0
(h, (x, y)) = ℓ(h, (x, y))− ℓ(h0, (x, y)). (4)

The log-relative loss corresponds to log-loss with respect to a

reference rule that is constant over instances, i.e., h0(·|x) =
p0 ∈ ∆(Y), ∀x ∈ X , (e.g., prior class-probabilities). In

this case, the associated log-relative entropy for classification

coincides with the negative Shannon’s mutual information if

p0(y) = p(y).

D. Generalized maximum entropy and minimax risk classifiers

Supervised classification techniques aim to determine a

classification rule h ∈ T(X ,Y) with reduced risk Rℓ(h) =
ℓ(h, p∗) in cases where the true underlying distribution of



MAZUELAS, SHEN, AND PÉREZ: GENERALIZED MAXIMUM ENTROPY FOR SUPERVISED CLASSIFICATION 5

instance-label pairs p∗ ∈ ∆(X × Y) is unknown and only

training samples (x1, y1), (x2, y2), . . . , (xn, yn) are available.

Given an uncertainty set of distributions that satisfy certain

expectations’ constraints determined by the training samples,

the principle of maximum entropy applied to supervised

classification prescribes to evaluate expected classification

losses using a distribution that maximizes entropy over the

uncertainty set.

The following results show that the maximum entropy

principle for supervised classification corresponds to MRCs

that mininize the worst-case expected classification loss (see

Fig. 1 for a pictorial description of such results).

Definition 2: Let U ⊂ ∆(X ×Y) be a convex and compact

uncertainty set of distributions. We say that a classification

rule hU ∈ T(X ,Y) is an ℓ-MRC for U if hU minimizes the

maximum expected ℓ-loss with respect to distributions in U ,

i.e.,

hU ∈ arg min
h∈T(X ,Y)

max
p∈U

ℓ(h, p). (5)

Theorem 1: If U ⊂ ∆(X × Y) is a convex and compact

uncertainty set, hU ∈ T(X ,Y) is an ℓ-MRC for U , and

pU ∈ ∆(X × Y) is a probability distribution with maximum

ℓ-entropy over U , then,

Hℓ(U) = ℓ(hU , pU) = min
h∈T(X ,Y)

max
p∈U

ℓ(h, p) (6)

that is, hU minimizes the expected ℓ-loss with respect to pU ,

pU maximizes the expected ℓ-loss of hU over distributions

in U , and such expected ℓ-loss coincides with the maximum

ℓ-entropy over U .

Proof: Firstly,

max
p∈U

min
h∈T(X ,Y)

ℓ(h, p) = max
p∈U

Hℓ(p) = Hℓ(p
U)

by definition of ℓ-entropy and pU . Then,

max
p∈U

min
h∈T(X ,Y)

ℓ(h, p) = min
h∈T(X ,Y)

ℓ(h, pU)

≤ ℓ(hU , pU).

In addition

min
h∈T(X ,Y)

max
p∈U

ℓ(h, p) = max
p∈U

ℓ(hU , p)

≥ ℓ(hU , pU).

Then, the result follows because

max
p∈U

min
h∈T(X ,Y)

ℓ(h, p) = min
h∈T(X ,Y)

max
p∈U

ℓ(h, p)

that is obtained using classical minimax theorems (see e.g.,

[44]) since ℓ(h, p) is lower semi-continuous and convex in h
because L is lower semi-continuous and convex in its first

argument, ℓ(h, p) is concave in p because it is linear in p, and

both U and T(X ,Y) are convex and compact.

An important direct consequence of the above theorem is

as follows.

Corollary 1: If the uncertainty set U includes the true

underlying distribution p∗, then both the Bayes ℓ-risk and the

ℓ-risk of an ℓ-MRC for U are upper bounded by the maximum

ℓ-entropy over U , that is

min
h∈T(X ,Y)

Rℓ(h) ≤ Hℓ(U)

Rℓ(h
U ) ≤ Hℓ(U). (7)

In addition, if p∗ maximizes the ℓ-entropy over U , then

ℓ-MRCs for U are Bayes classifiers and the maximum

ℓ-entropy over U is the Bayes risk, i.e.,

min
h∈T(X ,Y)

Rℓ(h) = Rℓ(h
U) = Hℓ(U). (8)

As described above, the uncertainty sets of distributions

considered by maximum entropy methods are defined by

expectations’ constraints. Such uncertainty sets can be deter-

mined from expectations’ estimates of vector-valued functions

Φ : X × Y → R
m referred to as feature mappings. In

what follows we consider uncertainty sets of distributions

Ua,b given by constraints a � Ep{Φ(x, y)} � b where

a,b ∈ R
m are lower and upper endpoints of expectations’

interval estimates that are obtained from training samples.

Feature mappings are commonly used in machine learning

(see e.g., [20]) to represent examples as real vectors using

functionals over instances ψ : X → R referred to as scalar

features. The most common manner to define feature mappings

over X and Y is to use multiple scalar features over X together

with one-hot encodings of the elements of Y as follows [20],

[21], [45], [46]

Φ(x, y) = ey ⊗Ψ(x) =




I{y = 1}Ψ(x)
I{y = 2}Ψ(x)

...

I{y = |Y|}Ψ(x)


 (9)

where Ψ(x) = [ψ1(x), ψ2(x), . . . , ψt(x)]
T is given by t scalar

features ψ1, ψ2, . . . , ψt; ey is the y-th vector in the standard

basis of R
|Y|; and ⊗ denotes the Kronecker product. Such

feature mappings represent examples (x, y) by m-dimensional

real vectors given by t scalar features from instances and

the one-hot encoding of labels so that m = |Y|t. Usual

scalar features are those given by polynomials of instances’

components or by functions in a reproducing kernel Hilbert

space (RKHS).

III. GENERALIZED MAXIMUM ENTROPY FOR SUPERVISED

CLASSIFICATION WITH PERFORMANCE GUARANTEES

This section shows how ℓ-MRCs following the generalized

maximum entropy principle can be determined by means of

convex optimization. In addition, we develop techniques that

obtain tight performance guarantees at learning.

A. Uncertainty sets given by expectations’ constraints

We consider uncertainty sets of distributions Ua,b given by

expectations’ constraints as

Ua,b = {p ∈ ∆(X × Y) : a � Ep{Φ(x, y)} � b} (10)

where a and b are lower and upper endpoints of interval ex-

pectations’ estimates of a feature mapping Φ : X×Y → R
m.2

2When we use expectations’ point estimates, i.e., a = b, we denote the
corresponding uncertainty sets and MRCs as Ua and ha.
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Such uncertainty sets are compact and convex subsets of

∆(X × Y) because X and Y are finite, and the expectation

operator is linear.

Uncertainty sets given by expectations’ constraints can

be chosen to include the true underlying distribution with

high probability. Specifically, if a and b define expectations’

confidence intervals at level 1 − δ, the uncertainty set Ua,b

includes the true underlying distribution p∗ with probability

at least 1 − δ. Such expectations’ interval estimates can

be obtained from empirical expectations of training samples

(x1, y1), (x2, y2), . . . , (xn, yn) as

an = τn − λ√
n
, bn = τn +

λ√
n

for τn =
n∑

i=1

Φ(xi, yi)

n
(11)

where λ � 0 determines the size of the interval estimates for

different confidence levels, and λ = 0 corresponds with the

case of using expectations’ point estimates an = bn = τn.

B. MRCs for general classification losses

The following result shows how MRCs can be determined

by a linear-affine combination of the feature mapping. The

coefficients of such combination can be obtained at learning

by solving the maximum entropy dual problem

P
a,b
ℓ : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ− ν

s.t. Φ(x, ·)µ+ ν1 ∈ L, ∀x ∈ X
η + µ � 0, η − µ � 0

(12)

where Φ(x, ·) denotes the |Y|×m matrix with rows given by

ΦT(x, y) for y ∈ Y , and L ⊂ R
|Y| is the convex set

L = {c ∈ R
|Y| : ∃ q ∈ ∆(Y) with c+ L(q, ·) � 0} (13)

given by the score function L corresponding to the classifica-

tion loss ℓ.
Theorem 2: Let a,b ∈ R

m satisfy Ua,b 6= ∅, and µ∗,η∗, ν∗

be a solution of P
a,b
ℓ . If for any x ∈ X , y ∈ Y , a classification

rule ha,b ∈ T(X ,Y) satisfies

ℓ(ha,b, (x, y)) + Φ(x, y)Tµ∗ + ν∗ ≤ 0 (14)

then ha,b is an ℓ-MRC for Ua,b. In addition, the maximum

ℓ-entropy over Ua,b is

Hℓ(Ua,b) =
1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ − ν∗. (15)

Proof: See Appendix A.

Remark 1: Problem P
a,b
ℓ is a convex optimization problem

because L is a convex set since L is a convex function in its

first argument. Moreover, a classification rule ha,b satisfying

(14) always exists because for each x ∈ X , there exists

ha,b(·|x) ∈ ∆(Y) that verifies (14) since the solution µ∗, ν∗

satisfies the constraints of P
a,b
ℓ .

Even though ℓ-MRCs minimize the maximum expected

loss over general classification rules, as shown in (14),

ℓ-MRCs are characterized by a simple parametric expression.

Specifically, ℓ-MRCs are determined by the classification loss

and the linear-affine combination of the feature mapping

Φ(x, y)Tµ∗ + ν∗ with parameters µ∗, ν∗ obtained by solving

P
a,b
ℓ at learning.

If a = b, the maximum entropy dual problem P
a,b
ℓ

becomes

P
a
ℓ : min

µ,ν
− aTµ− ν

s.t. Φ(x, ·)µ+ ν1 ∈ L, ∀x ∈ X .
(16)

The following result shows that the usage of a 6= b is equiv-

alent to imposing a regularization that penalizes parameters

corresponding to poorly estimated expectations.

Corollary 2: Let an,bn ∈ R
m be expectations’

interval estimates obtained from training samples

(x1, y1), (x2, y2), . . . , (xn, yn) as given by (11). Then,

the maximum entropy dual problem P
a,b
ℓ becomes

min
µ,ν

− 1

n

n∑

i=1

Φ(xi, yi)
Tµ− ν +

1√
n

m∑

i=1

λ(i)|µ(i)|

s.t. Φ(x, ·)µ+ ν1 ∈ L, ∀x ∈ X
(17)

where
1√
n

m∑

i=1

λ(i)|µ(i)| = λ√
n
‖µ‖1

if λ(i) = λ for i = 1, 2, . . . ,m.

Proof: See Appendix B.

Remark 2: Similarly to regularized maximum entropy ap-

proach for density estimation [5], [6], the above result shows

that the usage of uncertainty sets Ua,b with a 6= b corre-

sponds to L1-norm regularization, which results on sparse

parametrization of MRCs. L1-norm regularization is broadly

used in machine learning (see e.g., [20], [47]) and the regular-

ization parameter used to weight the L1-norm is commonly

obtained by cross-validation methods. The expressions in

Corollary 2 can directly provide appropriate regularization

parameters from the length of the expectations’ interval es-

timates.

The above Corollary also shows that feature map-

ping components with poorly estimated expectations, i.e.,

i ∈ {1, 2, . . . ,m} with large λ(i), have a reduced or null

influence on the MRC since the coefficients corresponding to

such components are highly penalized at learning. In addition,

the fact that MRCs are described by a sparse parametrization

can be exploited in practice by considering feature mappings

with numerous components at learning and then using only

the components with non-zero parameters at prediction.

C. Performance guarantees

We next develop techniques that obtain tight bounds for the

ℓ-risk of an MRC. In particular, a lower bound for the ℓ-risk

of ha,b can be obtained by solving the linear program (LP)

P
a,b
ℓ : max

µ,η,ν

1

2
(b+ a)Tµ− 1

2
(b− a)Tη + ν

s.t. Φ(x, y)Tµ+ ν ≤ ℓ(ha,b, (x, y)),

∀x ∈ X , y ∈ Y
η + µ � 0, η − µ � 0.

(18)
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Theorem 3: Let a,b ∈ R
m satisfy Ua,b 6= ∅, ha,b be

an ℓ-MRC for Ua,b, and R a,b
ℓ be the maximum value of

P
a,b
ℓ . If the uncertainty set Ua,b includes the true underlying

distribution, i.e., p∗ ∈ Ua,b, then

R a,b
ℓ ≤ Rℓ(h

a,b) ≤ Hℓ(Ua,b).

In addition, Rℓ(h
a,b) = Hℓ(Ua,b) if p∗ maximizes the

ℓ-entropy over Ua,b, and Rℓ(h
a,b) = R a,b

ℓ if p∗ minimizes

the expected ℓ-loss of ha,b over Ua,b.

Proof: See Appendix C.

The above result enables to obtain tight performance bounds

for ℓ-MRCs from training samples. The upper bound given

by the maximum entropy Hℓ(Ua,b) is directly obtained at

MRCs’ learning as given by (15). On the other hand, the lower

bound R a,b
ℓ requires to solve an additional LP given by P

a,b
ℓ .

The next theorem provides finite-sample generalization bounds

for ℓ-MRCs in terms of the training size and the smallest

maximum entropy.

The smallest maximum ℓ-entropy over uncertainty sets Ua,b

that include the true underlying distribution is the non-random

constant Hℓ(Uτ∞) with τ∞ = Ep∗{Φ}. Such result is a

direct consequence of the fact that Uτ∞ ⊆ Ua,b for any

uncertainty set Ua,b that includes p∗. The smallest maximum

entropy Hℓ(Uτ∞) corresponds with the ℓ-MRC hτ∞ that

would require an infinite number of training samples to exactly

determine the features’ actual expectation τ∞.

Theorem 4: Let δ ∈ (0, 1), τ∞ = Ep∗{Φ}, and τn, an,

and bn be point and interval estimates of τ∞ obtained from

training samples as given by (11) with

λ = d

√
logm+ log 2

δ

2

d(i) = max
x∈X ,y∈Y

Φ(x, y)(i) − min
x∈X ,y∈Y

Φ(x, y)(i)

for i = 1, 2, . . . ,m.

If han,bn and hτn are ℓ-MRCs for Uan,bn and Uτn , respec-

tively. Then, with probability at least 1− δ

Rℓ(h
an,bn) ≤ Hℓ(Uan,bn) (19)

Rℓ(h
an,bn) ≤ Hℓ(Uτ∞) +

2‖λ‖∞‖µ∗‖1√
n

(20)

Rℓ(h
τn) ≤ Hℓ(Uτn) +

‖λ‖∞‖µ∗‖1√
n

(21)

Rℓ(h
τn) ≤ Hℓ(Uτ∞) +

‖λ‖∞‖µ∗
n − µ∗‖1√
n

(22)

where µ∗ and µ∗
n are solutions of Pa

ℓ in (16) for a = τ∞

and a = τn, respectively.

Proof: See Appendix D.

Inequality (20) and inequality (22) bound the risk of ℓ-
MRCs w.r.t. the smallest maximum ℓ-entropy Hℓ(Uτ∞); and

inequality (19) and inequality (21) bound the difference be-

tween the risk of ℓ-MRCs and the corresponding maximum

entropy Hℓ(Uan,bn) and Hℓ(Uτn), respectively. Bounds (20),

(21), and (22) show differences that decrease as O(1/
√
n)

with proportionality constants that depend on the confidence

δ, and other parameters describing the complexity of feature

mapping Φ such as its dimensionality m, and the difference

between its maximum and minimum values d.

IV. MRCS FOR α-ENTROPIES

WITH PERFORMANCE GUARANTEES

This section specializes the results above for α-MRCs, and

details the implementation of 0-1-MRCs and log-MRCs.

Corollary 3: For α-loss ℓα with α ∈ (0, 1) ∪ (1,∞), the

maximum entropy dual problem P
a,b
ℓ in (12) is equivalent to

P
a,b
α : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ− ν

s.t.
∑

y∈Y

(Φ(x, y)Tµ+ ν

β
+ 1

)β
+
≤ 1, ∀x ∈ X

η + µ � 0, η − µ � 0

(23)

with β = α/(α − 1).3 In addition, for α-loss the condition

(14) characterizing MRCs becomes

ha,b(y|x) ≥
(
Φ(x, y)Tµ∗ + ν∗

β
+ 1

)β

+

(24)

for µ∗,η∗, ν∗ a solution of Pa,b
α .

Proof: The equivalence between optimization problem

P
a,b
ℓ and Pa,b

α is obtained because for α-loss we have that

Φ(x, ·)µ+ ν1 ∈ L if it exists q ∈ ∆(Y) such that ∀y ∈ Y

Φ(x, y)Tµ+ ν +
α

α− 1
(1− q(y)

α−1

α ) ≤ 0

⇔ Φ(x, y)Tµ+ ν +
α

α− 1
≤ α

α− 1
q(y)

α−1

α

that happens if and only if

∑

y∈Y

(α− 1

α
(Φ(x, y)Tµ+ ν) + 1

) α
α−1

+
≤ 1.

Analogous derivations show that condition (14) in Theorem 2

leads condition (24) for α-loss.

We next specify Theorem 2 for 0-1-entropy and log-entropy

and show how it leads to the practical implementation of the

learning and prediction stages for 0-1-MRCs and log-MRCs.

Corollary 4: For 0-1-loss ℓ0-1, the maximum entropy dual

problem P
a,b
ℓ in (12) is equivalent to

P
a,b
0-1 : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ− ν

s.t.
∑

y∈Y

(Φ(x, y)Tµ+ ν + 1)+ ≤ 1, ∀x ∈ X

η + µ � 0,η − µ � 0.
(25)

In addition, for 0-1-loss the condition (14) characterizing

MRCs becomes

ha,b(y|x) ≥ Φ(x, y)Tµ∗ + ν∗ + 1 (26)

for µ∗,η∗, ν∗ a solution of P
a,b
0-1 .

3In expressions (·)β+, the positive part is computed before the power.
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Proof: Analogous to that of Corollary 3.

Corollary 5: For log-loss ℓlog, the maximum entropy dual

problem P
a,b
ℓ in (12) is equivalent to

P
a,b
log : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ− ν

s.t.
∑

y∈Y

exp{Φ(x, y)Tµ+ ν} ≤ 1, ∀x ∈ X

η + µ � 0, η − µ � 0.
(27)

In addition, for log-loss the condition (14) characterizing

MRCs becomes

ha,b(y|x) ≥ exp{Φ(x, y)Tµ∗ + ν∗} (28)

for µ∗,η∗, ν∗ a solution of P
a,b
log .

Proof: Analogous to that of Corollary 3.

A. Implementation of 0-1-MRCs and log-MRCs

Training samples are used at learning to obtain expectations’

estimates an, bn and parameters µ∗, ν∗ that determine ℓ-
MRCs han,bn . For 0-1-loss, parameters µ∗, ν∗ are used at

prediction to obtain

han,bn(y|x) =
{

(Φ(x, y)Tµ∗ + ν∗ + 1)+/cx if cx 6= 0

1/|Y| if cx = 0

(29)

that satisfies (26) by taking

cx =
∑

i∈Y

(Φ(x, i)Tµ∗ + ν∗ + 1)+.

For log-loss, parameters µ∗, ν∗ are used at prediction to obtain

han,bn(y|x) = exp{Φ(x, y)Tµ∗ + ν∗}∑
i∈Y exp{Φ(x, i)Tµ∗ + ν∗}

=
(∑

i∈Y

exp{(Φ(x, i)− Φ(x, y))Tµ∗}
)−1

(30)

that satisfies (28).

The constraints in the optimization problems solved at learn-

ing are given by the range of values of the feature mapping.

We denote the range of values of Φ(x, y) ∈ R
m for y ∈ Y and

varying x ∈ X using r vectors f1(y), f2(y), . . . , fr(y) ∈ R
m

such that

{fj(y) : j = 1, 2, . . . , r} = {Φ(x, y) : x ∈ X} (31)

for y ∈ Y .

The next result shows that the optimization problems solved

at learning for 0-1-MRCs and log-MRCs are equivalent to LP

and geometric program (GP) problems, respectively.

Proposition 1: Let an and bn be interval expectations’

estimates of a feature mapping Φ obtained from n training

samples. The maximum 0-1-entropy dual problem P
a,b
0-1 in

(25) is equivalent to the LP

min
µ,η,ν

1

2
(bn − an)

Tη − 1

2
(bn + an)

Tµ− ν

s.t.
∑

y∈C

(
fj(y)

Tµ+ ν + 1
)
≤ 1

∀j ∈ {1, 2, . . . , r}, C ⊆ Y, C 6= ∅
η + µ � 0, η − µ � 0.

(32)

In addition, the maximum log-entropy dual problem P
a,b
log in

(27) is equivalent to the GP

min
µ,η,ν

1

2
(bn − an)

Tη − 1

2
(bn + an)

Tµ− ν

s.t. log
∑

y∈Y

exp{fj(y)Tµ+ ν} ≤ 0

∀j ∈ {1, 2, . . . , r}
η + µ � 0,η − µ � 0.

(33)

Proof: The equivalence between optimization problems

P
a,b
0-1 in (25) and that in (32) is due to the fact that

∑

y∈Y

(Φ(x, y)Tµ+ ν + 1)+ ≤ 1, ∀x ∈ X

⇔ max
C⊆Y

∑

y∈C

(Φ(x, y)Tµ+ ν + 1) ≤ 1, ∀x ∈ X

⇔
∑

y∈C

(
fj(y)

Tµ+ ν + 1
)
≤ 1

∀j ∈ {1, 2, . . . , r}, C ⊆ Y, C 6= ∅.

The equivalence between optimization problem P
a,b
log in (27)

and that in (33) is straightforward.

The values of the above optimization problems (maximum

entropies) provide upper bounds for the risk of 0-1-MRCs and

log-MRCs. Lower bounds for such risks can be obtained by

solving P
a,b
ℓ as given by Theorem 3. The next result shows

an equivalent formulation of such optimization problem as an

LP.

Proposition 2: Let µ∗ and ν∗ be the parameters determining

a 0-1-MRC or a log-MRC. Optimization problem P
a,b
ℓ in (18)

is equivalent to the LP

max
µ,η,ν

1

2
(bn + an)

Tµ− 1

2
(bn − an)

Tη + ν

s.t. fj(y)
Tµ+ ν ≤ εj(y), ∀j ∈ {1, 2, . . . , r}, y ∈ Y

η + µ � 0,η − µ � 0.
(34)

where for 0-1-loss

εj(y) =

{
1− (fj(y)

Tµ∗ + ν∗ + 1)+/cj if cj 6= 0
1− 1/|Y| if cj = 0

(35)

with cj =
∑

i∈Y(fj(i)
Tµ∗ + ν∗ + 1)+, and for log-loss

εj(y) = log
∑

i∈Y

exp{fj(i)Tµ∗} − fj(y)
Tµ∗. (36)

Proof: Straightforward consequence of the definition of

vectors fi(y) in (31) and classification rules han,bn in (29)

and (30).
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Algorithm 1 – MRC learning

Input: Training samples (x1, y1), (x2, y2), . . . , (xn, yn)
Width of confidence intervals λ
Feature mapping Φ

Output: Parameters µ∗, ν∗

Upper bound Hℓ(U
an,bn)

[Optional] lower bound Ran,bn

ℓ

1: τn ←
1
n

∑n
i=1 Φ(xi, yi)

2: an ← τn − λ 1√
n

3: bn ← τn + λ 1√
n

4: µ∗,η∗, ν∗ ← solution of (32) for 0-1-loss, and that of (33) for

log-loss

5: Hℓ(U
an,bn )← 1

2
(bn − an)

Tη∗ − 1
2
(bn + an)

Tµ∗ − ν∗

6: [Optional] R an,bn

ℓ ← value of (34) with εj(y) given by (35) for

0-1-loss and given by (36) for log-loss

Algorithm 2 – Prediction with a 0-1-MRC

Input: Parameters µ∗, ν∗

Feature mapping Φ
Instance x

Output: Predicted label y
Prediction probabilities h

1: c←
∑

i∈Y
(Φ(x, i)Tµ∗ + ν∗ + 1)+

2: if c = 0 then

3: for i = 1, 2, . . . , |Y| do

4: h(i) ← 1/|Y|

5: end for

6: else

7: for i = 1, 2, . . . , |Y| do

8: h(i) ← (Φ(x, i)Tµ∗ + ν∗ + 1)+/c

9: end for

10: end if

11: y ← i with probability h(i)

Algorithm 1 details the learning stage for MRCs with

0-1-loss and log-loss, while Algorithms 2 and 3 detail the

prediction stage for MRCs with 0-1-loss and log-loss, respec-

tively. The main computational complexity of such algorithms

is due to the possibly large number of constraints in the

optimization problems solved at learning. Specifically, the LP

optimization problem for learning 0-1-MRCs given by (32) has

2m+r(2|Y|−1) constraints, the GP optimization problem for

learning log-MRCs given by (33) has 2m+ r constraints, and

the LP optimization problem for lower bounding the expected

loss of ℓ-MRCs given by (34) has 2m+ r|Y| constraints for

any loss. The number r of vectors f1(y), f2(y), . . . , fr(y) that

cover the range of values of the feature mapping determines

the number of such constraints. Efficient optimization can

be achieved by using constraint generation techniques or

approximations with a subset of constraints. In particular, in

the numerical results of Section VII we use the r ≤ n vectors

obtained from the n training instances as

{fj(y), j = 1, 2, . . . , r} = {Φ(xi, y), i = 1, 2, . . . , n} (37)

since they approximately describe the range of values of

Φ(x, y) for varying x ∈ X .

Algorithm 3 – Prediction with a log-MRC

Input: Parameters µ∗

Feature mapping Φ
Instance x

Output: Predicted label y
Estimated conditional probabilities h

1: for i = 1, 2, . . . , |Y| do

2: v(i) ← Φ(x, i)Tµ∗

3: end for

4: y ← argmaxv

5: for i = 1, 2, . . . , |Y| do

6: h(i) ←
(

∑|Y|
j=1 exp{v

(j) − v(i)}
)−1

7: end for

V. GENERALIZED MAXIMUM ENTROPY FOR SUPERVISED

CLASSIFICATION WITH FIXED MARGINALS

In this section we consider uncertainty sets defined by

both expectations’ and marginals’ constraints. The usage of

these uncertainty sets with additional constraints can result

in a simplified learning process at the expense of inferior

performance guarantees. In addition, as we show next, multiple

existing classification techniques can be considered as special

cases of the presented framework using such uncertainty sets.

A. Uncertainty sets given by expectations’ and marginals’

constraints

We consider uncertainty sets Ua,b
x with fixed instances’

marginal that coincides with the instances’ empirical marginal

pn(x) of n training samples (x1, y1), (x2, y2), . . . , (xn, yn),
4

that is,

Ua,b
x = {p ∈ ∆(X × Y) : a � Ep{Φ(x, y)} � b

and p(x) = pn(x)} ⊂ Ua,b. (38)

Besides, we consider uncertainty sets Ua,b
y with fixed labels’

marginal that coincides with distribution on labels p0(y), that

is,

Ua,b
y = {p ∈ ∆(X × Y) : a � Ep{Φ(x, y)} � b

and p(y) = p0(y)} ⊂ Ua,b. (39)

Finally, we also consider uncertainty sets Ua,b
x,y with fixed

intances’ and labels’ marginals that coincide with pn(x) and

p0(y), respectively, that is,

Ua,b
x,y = Ua,b

x ∩ Ua,b
y ⊂ Ua,b. (40)

All the uncertainty sets above are compact and convex due to

the linearity of probability distributions’ marginalization.

The true marginal distributions are often unknown so that

uncertainty sets given by expectations’ and marginals’ con-

straints do not include the true underlying distribution p∗.

Therefore, MRCs for such uncertainty sets do not possess

performance guarantees such as those shown in Section III-C.

Since the cardinality of X is much larger than that of Y , it is

4The techniques developed in this section can be easily adjusted to use
other instances’ marginals, for example those based on unlabelled examples
in semi-supervision scenarios.
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more challenging to have access to accurate approximations

for instances’ marginals than for labels’ marginals. However,

as shown in the following, fixing the instances’ marginal can

lead to simpler learning processes.

B. Fixing the instances’ marginal

The following result shows how MRCs that use uncertainty

sets Ua,b
x in (38) can be determined by a function over

instances and a linear combination of the feature mapping. The

parameters characterizing these MRCs are obtained at learning

by solving the maximum entropy dual problem

P
a,b
x,ℓ : min

µ,η

1

2
(b− a)Tη − 1

2
(b+ a)Tµ− 1

n

n∑

i=1

ϕℓ(µ, xi)

s.t. η + µ � 0,η − µ � 0

(41)

where ϕℓ(µ, x) is the concave function on µ

ϕℓ(µ, x) = max
ν

ν

s.t. Φ(x, ·)µ+ ν1 ∈ L
(42)

and L ⊂ R
|Y| is the convex set given by (13).

Theorem 5: Let a,b ∈ R
m satisfy Ua,b

x 6= ∅ with pn(x) the

empirical distribution of instances x1, x2, . . . , xn, and µ∗,η∗

be a solution of P
a,b
x,ℓ . If for any x ∈ X , y ∈ Y , a classification

rule ha,b ∈ T(X ,Y) satisfies

ℓ(ha,b, (x, y)) + Φ(x, y)Tµ∗ + ϕℓ(µ
∗, x) ≤ 0 (43)

then ha,b is an ℓ-MRC for Ua,b
x . In addition, the maximum

ℓ-entropy over Ua,b
x is

Hℓ(Ua,b
x ) =

(b− a)Tη∗

2
− (b+ a)Tµ∗

2
−

n∑

i=1

ϕℓ(µ
∗, xi)

n
.

(44)

Proof: See Appendix E.

Note that optimization problem P
a,b
x,ℓ is convex because L

is a convex set. In addition, a classification rule ha,b satisfying

(43) always exists because for each x ∈ X , there exists

ha,b(·|x) ∈ ∆(Y) that verifies (43) by definition of ϕℓ and

L. The parametric form of MRCs that use uncertainty sets

with fixed instances’ marginal determined by (43) is similar to

that of MRCs that use uncertainty sets with only expectations’

constraints in (14), where the constant term ν∗ in (14) is

substituted in (43) by the term ϕℓ(µ
∗, x) that varies over

instances.

Similarly to Corollary 2, the usage of a 6= b can be seen as

imposing regularization on the model parameters as follows.

Corollary 6: Let an,bn ∈ R
m be expectations’

interval estimates obtained from training samples

(x1, y1), (x2, y2), . . . , (xn, yn) as given by (11). Then,

the maximum entropy dual problem P
a,b
x,ℓ becomes

min
µ

− 1

n

n∑

i=1

(Φ(xi, yi)
Tµ+ ϕℓ(µ, xi)) +

1√
n

m∑

i=1

λ(i)|µ(i)|

(45)

where
1√
n

m∑

i=1

λ(i)|µ(i)| = λ√
n
‖µ‖1

if λ(i) = λ for i = 1, 2, . . . ,m.

Proof: Analogous to that of Corollary 2.

The results above describe MRCs based on maximum

ℓ-entropy and uncertainty sets Ua,b
x for general losses, we next

describe such classification rules for 0-1-loss and log-loss.

Corollary 7: For 0-1-loss ℓ0-1, the maximum entropy dual

problem P
a,b
x,ℓ is equivalent to

P
a,b
x,0-1 : min

µ,η

1

2
(b− a)Tη − 1

2
(b+ a)Tµ

− 1

n

n∑

i=1

ϕ0-1(µ, xi)

s.t. η + µ � 0,η − µ � 0

(46)

with

ϕ0-1(µ, x) = min
C⊆Y,C6=∅

1−∑
y∈C

(
Φ(x, y)Tµ+ 1

)

|C| . (47)

In addition, for 0-1-loss the condition (43) characterizing

MRCs becomes

ha,b(y|x) ≥ Φ(x, y)Tµ∗ + 1 + ϕ0-1(µ
∗, x) (48)

for µ∗,η∗ a solution of P
a,b
x,0-1.

Proof: See Appendix F.

Corollary 8: For log-loss ℓlog, the maximum entropy dual

problem P
a,b
x,ℓ is equivalent to

P
a,b
x,log : min

µ,η

1

2
(b− a)Tη − 1

2
(b+ a)Tµ

− 1

n

n∑

i=1

ϕlog(µ, xi)

s.t. η + µ � 0,η − µ � 0

(49)

with

ϕlog(µ, x) = − log
∑

y∈Y

exp{Φ(x, y)Tµ}. (50)

In addition, for log-loss the condition (43) characterizing

MRCs becomes

ha,b(y|x) = exp{Φ(x, y)Tµ∗ + ϕlog(µ
∗, x)}

= 1
/∑

i∈Y

exp{(Φ(x, i)− Φ(x, y))Tµ∗} (51)

for µ∗,η∗ a solution of P
a,b
x,log.

Proof: See Appendix G.

Analogous results can be obtained for MRCs with uncertainty

sets Ua,b
x and general α-losses, which we do not reproduce

here for brevity. As is shown in Section V-E below, the

results in Corollary 7 correspond to the methods proposed in

[21], [29], [30] for 0-1-loss, while the results in Corollary 8

correspond to logistic regression method (see e.g., [20], [26],

[27]) for log-loss.
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TABLE III
EXISTING TECHNIQUES FOR SUPERVISED CLASSIFICATION THAT CAN BE CONSIDERED AS SPECIAL CASES OF THE PROPOSED FRAMEWORK

Technique Entropy function Uncertainty set

Zero-one adversarial [29], [30] 0-1-entropy Ua

x , λ = 0

Logistic regression e.g., [19], [26] log-entropy (Shannon) Ua

x , λ = 0

Maximum entropy machine [21] 0-1-entropy Ua,b
x , λ ≻ 0

Regularized logistic regression [20], [27] log-entropy (Shannon) Ua,b
x , λ ≻ 0

Minimum mutual information [31] log-relative entropy (Mutual inf.) Ua

y , λ = 0

C. Fixing the labels’ marginal

The following result shows how MRCs that use uncertainty

sets Ua,b
y in (39) can be determined by a function over

labels and a linear combination of the feature mapping. The

parameters characterizing these MRCs are obtained at learning

by solving the maximum entropy dual problem

P
a,b
y,ℓ : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ−

∑

y∈Y

p0(y)ν
(y)

s.t. Φ(x, ·)µ+ ν ∈ L, ∀x ∈ X
η + µ � 0,η − µ � 0

(52)

where L ⊂ R
|Y| is the convex set given by (13).

Theorem 6: Let a,b ∈ R
m satisfy Ua,b

y 6= ∅, and µ∗,η∗,ν∗

be a solution of P
a,b
y,ℓ . If for any x ∈ X , y ∈ Y , a classification

rule ha,b ∈ T(X ,Y) satisfies

ℓ(ha,b, (x, y)) + Φ(x, y)Tµ∗ + (ν∗)(y) ≤ 0 (53)

then ha,b is an ℓ-MRC for Ua,b
y . In addition, the maximum

ℓ-entropy over Ua,b
y is

Hℓ(Ua,b
y ) =

(b− a)Tη

2
− (b+ a)Tµ∗

2
−

∑

y∈Y

p0(y)(ν
∗)(y).

(54)

Proof: See Appendix H.

Note that the expressions above for the case of using uncer-

tainty sets Ua,b
y are similar to those for the case of uncertainty

sets Ua,b in Theorem 2. The scalar parameter ν in Theorem 2

is substituted in the result above by vector parameter ν ∈ R
|Y|

that accounts for the fixed labels’ probabilities given by p0(y).
Analogous results as those in Corollaries 2, 3, 4, and 5 can

be obtained using uncertainty sets Ua,b
y , which we do not

reproduce here for brevity.

D. Fixing both instances’ and labels’ marginals

The following result shows how MRCs that use uncertainty

sets Ua,b
x,y in (40) can be determined by a function over

instances and labels, and a linear combination of the feature

mapping. The parameters describing those MRCs are obtained

at learning by solving the maximum entropy dual problem

P
a,b
x,y,ℓ : min

µ,η,ν

1

2
(b− a)Tη − 1

2
(b+ a)Tµ

− 1

n

n∑

i=1

ψℓ(µ,ν, xi)−
∑

y∈Y

p0(y)ν
(y)

s.t. η + µ � 0,η − µ � 0

(55)

where ψℓ(µ,ν, x) is the concave function on µ,ν

ψℓ(µ,ν, x) = max
ρ

ρ

s.t. Φ(x, ·)µ+ ν + ρ1 ∈ L
(56)

and L ⊂ R
|Y| is the convex set given by (13).

Theorem 7: Let a,b ∈ R
m satisfy Ua,b

xy 6= ∅ with pn(x)
the empirical distribution of instances x1, x2, . . . , xn, and

µ∗,η∗,ν∗ be a solution of P
a,b
x,y,ℓ. If for any x ∈ X , y ∈ Y ,

a classification rule ha,b ∈ T(X ,Y) satisfies

ℓ(ha,b, (x, y)) + Φ(x, y)Tµ∗ + (ν∗)(y) + ψℓ(µ
∗,ν∗, x) ≤ 0

(57)

then ha,b is an ℓ-MRC for Ua,b
x,y . In addition, the maximum

ℓ-entropy over Ua,b
x,y is

Hℓ(Ua,b
x,y ) =

(b− a)Tη∗

2
− (b+ a)Tµ∗

2
−

n∑

i=1

ψℓ(µ
∗,ν∗, xi)

n

−
∑

y∈Y

p0(y)(ν
∗)(y). (58)

Proof: See Appendix I.

Note that, similarly to Theorem 5, optimization problem

P
a,b
x,y,ℓ is convex because L is a convex set. In addition, a

classification rule ha,b satisfying (57) always exists by defini-

tion of ψℓ. The parametric form of MRCs that use uncertainty

sets with fixed instances’ and labels’ marginals determined by

(57) is similar to that of MRCs that use uncertainty sets with

only expectations’ constraints determined by (14), where the

constant term ν∗ in (14) is substituted in (57) by the term

ν∗(y) + ψℓ(µ
∗,ν∗, x) that varies over instances and labels.

Analogous results as those in Corollaries 2, 3, 4, and 5 can

be obtained in this case, which we do not reproduce here for

brevity. For example, for 0-1-loss and log-loss the expressions

of function ψℓ are

ψ0-1(µ,ν, x) = min
C⊆Y,C6=∅

1−∑
y∈C

(
Φ(x, y)Tµ+ ν(y) + 1

)

|C|
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ψlog(µ,ν, x) = − log
∑

y∈Y

exp{Φ(x, y)Tµ+ ν(y)}.

E. Relationship with existing techniques

The results in previous sections can lead to a manifold

of classification techniques by varying the entropy function

and the uncertainty set considered. Most of such techniques

are novel and some of them correspond to current methods.

The novel techniques include those described in Sections III

and IV that provide performance guarantees as well as those

that use general α-losses. The ones corresponding to existing

techniques are obtained using uncertainty sets of distributions

with fixed marginals. Specifically, Table III summarizes how

multiple existing techniques can be considered as special cases

of the presented framework for different types of entropy

functions and uncertainty sets.

The methods proposed in [21], [29], [30] correspond to

MRCs for 0-1-entropy and uncertainty sets Ua
x with a given

by (11) taking λ = 0. Such correspondence is obtained

because the maximum entropy dual problem P
a,b
x,0-1 in (46)

of Corollary 7 with λ = 0 becomes

min
µ

1

n

n∑

i=1

− Φ(xi, yi)
Tµ− ϕ0-1(µ, xi)

=min
µ

1

n

n∑

i=1

max
C⊆Y,C6=∅

∑
y∈C(Φ(xi, y)− Φ(xi, yi))

Tµ+ |C| − 1

|C|
(59)

that coincides with the empirical risk minimization of the loss

function referred to as “adversarial zero-one loss function”

in [29], [30] and “minimax-hinge loss function” in [21]. In

addition, the L1 reguralized approach using “minimax-hinge

loss function” in [21] corresponds to MRCs for 0-1-entropy

and uncertainty sets Ua,b
x with a and b given by (11) taking

λ ≻ 0, as a direct consequence of Corollaries 6 and 7.

Logistic regression method (see e.g., [19], [26]) corresponds

to MRCs for log-entropy and uncertainty sets Ua
x with a

given by (11) taking λ = 0. Such correspondence is obtained

because the maximum entropy dual problem P
a,b
x,log in (49) of

Corollary 8 with λ = 0 becomes

min
µ

1

n

n∑

i=1

−Φ(xi, yi)
Tµ− ϕlog(µ, xi)

=min
µ

1

n

n∑

i=1

log
∑

y∈Y

exp{Φ(xi, y)Tµ} − Φ(xi, yi)
Tµ

=min
µ

1

n

n∑

i=1

− log

{
exp{Φ(xi, yi)Tµ}∑
y∈Y exp{Φ(xi, y)Tµ}

}

=min
µ

1

n

n∑

i=1

log
{∑

y∈Y

exp
{
(Φ(xi, y)− Φ(xi, yi))

Tµ
}}

that coincides with the empirical risk minimization of the

logistic loss function. In addition, the L1 reguralized approach

for logistic regression in [20], [27] corresponds to MRCs for

log-entropy and uncertainty sets Ua,b
x with a and b given by

(11) taking λ ≻ 0, as a direct consequence of Corollaries 6

and 8.

The minimum mutual information method proposed in [31]

corresponds to MRCs for log-relative entropy with respect to

p0(y) for uncertainty sets Ua
y with a given by (11) taking

λ = 0. Such correspondence is obtained because the max-

imum entropy dual problem P
a,b
y,ℓ in (52) for log-relative

entropy with λ = 0 (a = b) becomes

min
µ,ν

− aTµ−
∑

y∈Y

p0(y)ν
(y)

s.t. log
∑

y∈Y

p0(y) exp{Φ(x, y)Tµ+ ν(y)} ≤ 0, ∀x ∈ X

since, for log-relative loss with respect to p0(y), we have that

L(q, y) = log p0(y)
q(y) so that the convex set L is

L = {c ∈ R
|Y| :

∑

y∈Y

p0(y) exp{c(y)} ≤ 1}.

In addition, the derivation above does not require assumptions

on strict positivity of instances’ marginal, thus addressing the

problem postulated in [31].

VI. DISCUSSION

The sections above develop the generalized maximum en-

tropy principle for supervised classification. The results es-

tablish a theoretical framework, develop learning techniques,

present performance guarantees, and describe the relationship

with existing techniques, as summarized in Table IV.

The theoretical framework shows that the maximum entropy

principle for supervised classification leads to MRCs that min-

imize worst-case expected loss with respect to distributions in

an uncertainty set. In addition, the maximum entropy provides

a performance bound for MRCs in cases where the uncertainty

set considered includes the true underlying distribution.

The learning techniques allow to determine MRCs by means

convex optimization for general entropy functions and uncer-

tainty sets. MRCs minimize the worst-case expected loss over

general classification rules and yet have a simple parametric

expression determined by a linear combination of the feature

mapping considered. MRCs’ parameters are obtained at learn-

ing by solving a maximum entropy dual problem, and are used

at prediction to classify general instances. Such maximum

entropy dual problems are specified for general α-entropies

as well as for 0-1 and log entropies for which they are

shown to be equivalent to LP and GP optimization problems

using uncertainty sets given by expectations’ constraints. In

addition, the results show that the usage of expectations’

interval estimates is equivalent to imposing L1 regularization

at learning, and the regularization parameters are directly given

by the accuracy of expectations’ estimates.

The performance guarantees presented show that the usage

of uncertainty sets given by expectations’ constraints can

enable to obtain tight upper and lower bounds for MRCs’ risks.

In addition, the results provide finite-sample generalization

bounds for MRCs in terms of the smallest maximum entropy

and the training size. Finally, we show that multiple existing

classification techniques can be considered as special cases

of the presented framework using uncertainty sets given by

expectations’ and marginals’ constraints.
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TABLE IV
MAIN RESULTS PRESENTED

Results Entropy function Uncertainty set

Theoretical framework
Definitions 1, 2, Theorem 1,
Corollary 1

General General

Learning techniques

Theorem 2, Corollary 2 General Expectations’ constraints
Theorems 5, 6, 7, Corollary 6 General Expectations’ and marginals’ constraints
Corollary 3 α-entropy Expectations’ constraints
Corollary 4, Propositions 1, 2 0-1-entropy Expectations’ constraints
Corollary 5, Propositions 1, 2 log-entropy Expectations’ constraints
Corollary 7 0-1-entropy Expectations’ and marginals’ constraints
Corollary 8 log-entropy Expectations’ and marginals’ constraints

Performance guarantees Theorems 3, 4 General Expectations’ constraints

Relationship with
existing techniques

Section V-E
0-1, log, and
relative-log

Expectations’ and marginals’ constraints

The general framework presented yields a manifold of

classification techniques that accommodate to assorted goals

and situations by varying the entropy function and type

of uncertainty set. Entropies determined by classification-

calibrated losses are preferred for pure-discriminative ap-

proaches, while entropies determined by proper losses are

preferred for conditional approaches. The paper describes

techniques corresponding with general α-entropies including

0-1-entropy and log-entropy, but other entropy functions can

be similarly used. Additional convenient entropy functions

are those given by losses that account for cost-sensitive

classification errors [29] as well as those given by general

losses developed for scoring probability assessments [33]. In

addition, entropy functions determined by relative losses can

enable to use prior knowledge such as that related to prior

label-probabilities. Regarding the choice of uncertainty set,

those given by expectations’ constraints can enable to obtain

performance guarantees at learning, while those given by both

expectations’ and marginals’ constraints can result in simpli-

fied learning processes. In addition, uncertainty sets given only

by expectations’ constraints enable to use training samples

through statistical queries [48] since the corresponding MRCs

use expectations’ estimates at learning.

VII. NUMERICAL RESULTS

In this section we show experimental results for MRCs using

benchmark datasets, and compare their performance with the

presented performance bounds and with conventional tech-

niques for supervised classification. Specifically, we utilized

“Adult”, “Pulsar”, and “Thyroid” datasets from UCI repository

[49]. “Adult” dataset is formed by 48, 842 samples with

15-dimensional instances and two different labels, “Pulsar”

dataset is formed by 17, 898 samples with 9-dimensional

instances and two different labels, and “Thyroid” dataset is

formed by 7, 200 samples with 22-dimensional instances and

three different labels.

MRCs for 0-1-entropy and log-entropy with expectations’

constraints are implemented as described in Algorithms 1, 2,

and 3. MRCs results are obtained using feature mappings given

by instances’ thresholding, similarly to those used by maxi-

mum entropy and logistic regression methods [5], [6], [18],

[20]. Such feature mappings are adequate for a streamlined

implementation of MRCs because they take a reduced number

of values.

Let each instance x ∈ X be given by x =
[x(1), x(2), . . . , x(D)]T ∈ R

D, and for i = 1, 2, . . . , k let

Thi ∈ R be a threshold corresponding with dimension

di ∈ {1, 2, . . . , D}. We consider feature mappings as in

(9) with m = |Y|(k + 1) components corresponding to the

different combinations of labels and thresholds. Specifically,

Φ(x, y) = ey ⊗Ψ(x), Ψ(x) =




1

I{x(d1) ≤ Th1}
I{x(d2) ≤ Th2}

...

I{x(dk) ≤ Thk}




(60)

Thresholds Th1,Th2, . . . ,Thk defining the feature map-

ping are obtained by one-dimensional decision trees (decision

stumps) with up to 20 leaves. In addition, the optimization

problems for MRCs learning in Algorithm 1 are solved using

r ≤ n vectors f1, f2, . . . , fr corresponding to the training

instances as given by (37), and the corresponding LP and GP

problems are solved using CVX package [50].

For each training size n, random stratified instantiations

of training samples are used to obtain SVM, MEM, and

LR classifiers, as well as 0-1-MRCs and log-MRCs together

with their corresponding upper and lower performance bounds.

Then, an additional set of 1000 test samples is used to

estimate the true risks. All classification techniques are im-

plemented using their default parameters; SVMs are imple-

mented using Gaussian kernels and their log-loss is obtained

by estimating posterior class probabilities as presented in

[51]; and MRCs are implemented taking λ(i) = 0.25, for

i = 1, 2, . . . ,m. MRC techniques including MEM have

been implemented using the Python library MRCpy [52]

https://MachineLearningBCAM.github.io/MRCpy/.

Figures 2, 3, and 4 show the average risks and bounds

obtained over 50 random instantiations. Such figures show that

https://MachineLearningBCAM.github.io/MRCpy/
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Fig. 2. Risks of MRCs for “Adult” dataset in comparison with their upper and lower bounds and with conventional techniques.
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Fig. 3. Risks of MRCs for “Pulsar’ dataset in comparison with their upper and lower bounds and with conventional techniques.

MRCs can provide reliable performance bounds at learning

and achieve classification performances competitive with the

state-of-the-art. In addition, Fig. 5 shows boxplots with the

differences between the performance bounds and MRCs’ risks

over all instantiations and training sizes. Such figures show

that the performance bounds obtained at learning are tight in

every instantiation.

The numerical results corroborate over diverse datasets that

MRCs can enable accurate classification with performance

guarantees for varied entropy functions.

VIII. CONCLUSION

The paper presents a framework for supervised classification

based on generalized maximum entropy. Such framework cor-

responds with classification techniques referred to as minimax

risk classifiers (MRCs). We develop learning algorithms that

determine MRCs for general entropy functions by means of

convex optimization and show finite-sample generalization

bounds for MRCs in terms of the training size. We also show

that tight performance bounds can be obtained at learning

by using uncertainty sets given by expectations’ constraints.

In addition, multiple existing classification techniques can be

considered as special cases of the presented framework by

using uncertainty sets given by expectations’ and marginals’

constraints. The paper also shows that MRCs can obtain

competitive performances and provide tight risk bounds at

learning for assorted entropies. Varying the entropy function

and type of uncertainty set used, the presented framework

yields a manifold of classification techniques that can offer

performance guarantees. Such flexible set of techniques in-

cludes multiple existing methods and can enable to design

learning algorithms tailored to assorted goals and situations.
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Fig. 4. Risks of MRCs for “Thyroid’ dataset in comparison with their upper and lower bounds and with conventional techniques.
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APPENDIX A

PROOF OF THEOREM 2

Proof: Let Ũ and ℓ̃ be the set and function

Ũ = {p : X × Y → [0,∞) s.t.
∑

y∈Y

p(x, y) ≤ 1, ∀x ∈ X}

ℓ̃(h, p) =
1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ − ν∗ + ℓ(h, p)

+
∑

x∈X ,y∈Y

p(x, y)(Φ(x, y)Tµ∗ + ν∗)

in the first step of the proof we show that a classifica-

tion rule satisfying (14) is solution of optimization problem

minh∈T(X ,Y)maxp∈Ũ ℓ̃(h, p), and in the second step of the

proof we show that a solution of minh∈T(X ,Y)maxp∈Ũ ℓ̃(h, p)
is also a solution of minh∈T(X ,Y)maxp∈Ua,b ℓ(h, p).

For the first step, note that

ℓ̃(h, p) =
1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ − ν∗

+
∑

x∈X

g(h(·|x), p(x, ·))

with

g(h(·|x), p(x, ·)) =
∑

y∈Y

p(x, y)L(h(·|x), y)

+
∑

y∈Y

p(x, y)[Φ(x, y)Tµ∗ + ν∗].

Then,

min
h∈T(X ,Y)

max
p∈Ũ

ℓ̃(h, p) =
1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ − ν∗
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+ min
h∈T(X ,Y)

max
p∈Ũ

∑

x∈X

g(h(·|x), p(x, ·))

and

min
h∈T(X ,Y)

max
p∈Ũ

∑

x∈X

g(h(·|x), p(x, ·))

=
∑

x∈X

min
h(·|x)∈∆(Y)

max
p(x,·)∈Ũx

g(h(·|x), p(x, ·))

with Ũx = {q : Y → [0,∞),
∑

y∈Y q(y) ≤ 1}. The inner

maximization above is given by

max
p(x,·)∈Ũx

g(h(·|x), p(x, ·))

= max
y∈Y

(
L(h(·|x), y) + Φ(x, y)Tµ∗ + ν∗

)
+

(61)

as a direct consequence of g(h(·|x), p(x, ·)) definition. Then,

a classification rule satisfying (14) is solution of optimiza-

tion problem minh∈T(X ,Y)maxp∈Ũ ℓ̃(h, p) since (61) takes its

minimum value 0 for ha,b(·|x) such that for any y ∈ Y
L(ha,b(·|x), y) + Φ(x, y)Tµ∗ + ν∗ ≤ 0

that exists due to the constraints of P
a,b
ℓ in (12).

For the second step of the proof, if ha,b is a solution of

minh∈T(X ,Y)maxp∈Ũ ℓ̃(h, p) we have that

min
h∈T(X ,Y)

max
p∈Ũ

ℓ̃(h, p) = max
p∈Ũ

ℓ̃(ha,b, p)

≥ max
p∈Ua,b

ℓ(ha,b, p) ≥ min
h∈T(X ,Y)

max
p∈Ua,b

ℓ(h, p) (62)

where the first inequality is due to the fact that Ua,b ⊂ Ũ and

ℓ̃(h, p) ≥ ℓ(h, p) for p ∈ Ua,b because

1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ +

∑

x∈X ,y∈Y

p(x, y)Φ(x, y)Tµ∗

is at least 0 by definition of Ua,b and since η∗+µ∗ � 0,η∗−
µ∗ � 0.

The min and the max in minh∈T(X ,Y)maxp∈Ua,b ℓ(h, p) can

be interchanged using classical minimax theorems (see e.g.,

[44]) since ℓ(h, p) is lower semi-continuous and convex in h
because L is lower semi-continuous and convex in its first

argument, ℓ(h, p) is concave in p because it is linear in p, and

both Ua,b and T(X ,Y) are convex and compact. Hence

min
h∈T(X ,Y)

max
p∈Ua,b

ℓ(h, p) = max
p∈Ua,b

Hℓ(p) = Hℓ(Ua,b).

Such maximum entropy problem is equivalent to

max
p

Hℓ(p)− I+(p)

s.t. −1Tp = −1

a � ΦTp � b

(63)

where p and Φ denote the vector and matrix with rows p(x, y)
and Φ(x, y)T, respectively, for x ∈ X , y ∈ Y , and

I+(p) =

{
0 if p � 0

∞ otherwise.

The Lagrange dual of (63) is

min
µa,µb,ν

bTµb − aTµa − ν

+ (−Hℓ + I+)
∗(Φ(µa − µb) + ν1)

s.t. µa,µb � 0

for (−Hℓ+I+)
∗ the conjugate function of (−Hℓ+I+), which

is given by

(−Hℓ + I+)
∗(v) =

∑

x∈X

sup
p(x,·)�0

(∑

y∈Y

v(x, y)p(x, y)

+ inf
q∈∆(Y)

∑

y∈Y

p(x, y)L(q, y)
)
.

Let for u ∈ R
|Y|

χ(u) =

{
− infq∈∆(Y) u

TL(q, ·) if u � 0

∞ otherwise

that equals

χ(u) = sup
c∈L

uTc (64)

because L in (13) is

L = {−L(q, ·)− r ∈ R
|Y| : q ∈ ∆(Y), r � 0}.

Then

(−Hℓ + I+)
∗(v) =

∑

x∈X

χ∗(v(x, ·))

and the conjugate function of χ is

χ∗(w) =

{
0 if w ∈ L
∞ otherwise

(65)

because χ is the support function of the convex set L.

Therefore, the Lagrange dual of (63) becomes P
a,b
ℓ in (12)

taking µ = µa − µb, η = µa + µb.

Finally, we have that

min
h∈T(X ,Y)

max
p∈Ua,b

ℓ(h, p) = max
p∈Ua,b

min
h∈T(X ,Y)

ℓ(h, p)

= max
p�0

Hℓ(p) +
1

2
(b− a)Tη∗ − 1

2
(b+ a)Tµ∗ − ν∗

+
∑

x∈X ,y∈Y

p(x, y)(Φ(x, y)Tµ∗ + ν∗)

= max
p∈Ũ

min
h∈T(X ,Y)

ℓ̃(h, p) = min
h∈T(X ,Y)

max
p∈Ũ

ℓ̃(h, p)

where the second equality is obtained because strong dual-

ity holds between optimization problem (63) and P
a,b
ℓ in

(12) since the constraints are affine [53], the third equality

is due to the fact that a solution of the primal (63) be-

longs to Ũ , and the last equality is due to the fact that

ℓ̃(h, p) is lower semi-continuous and convex-concave, and

both Ũ and T(X ,Y) are convex and compact. Therefore,

the inequalities in (62) are in fact equalities, so that the

solutions of minh∈T(X ,Y)maxp∈Ũ ℓ̃(h, p) are solutions of

minh∈T(X ,Y)maxp∈Ua,b ℓ(h, p).
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APPENDIX B

PROOF OF COROLLARY 2

Proof: For an and bn given by (11), taking µ1 =
(η +µ)/2 and µ2 = (η −µ)/2, optimization problem P

a,b
ℓ

becomes

min
µ

1
,µ

2
,ν

− τ T
n(µ1 − µ2) +

1√
n
λT(µ1 + µ2)− ν

s.t. Φ(x, ·)(µ1 − µ2) + ν1 ∈ L, ∀x ∈ X
µ1,µ2 � 0

(66)

for λ � 0.

We first show that if µ∗
1, µ∗

2, and ν∗ form a solution of such

problem, then λ(i) > 0 implies (µ∗
1)

(i)(µ∗
2)

(i) = 0. If there is

an i with λ(i) > 0 and (µ∗
1)

(i)(µ∗
2)

(i) 6= 0, it would exist ǫ > 0
with (µ∗

1)
(i) > ǫ and (µ∗

2)
(i) > ǫ. Hence, µ̃1, µ̃2, ν∗ with

(µ̃1)
(j) = (µ∗

1)
(j), (µ̃2)

(j) = (µ∗
2)

(j) for j 6= i

(µ̃1)
(i) = (µ∗

1)
(i) − ǫ, (µ̃2)

(i) = (µ∗
2)

(i) − ǫ

would satisfy the constraints in (66) and

− τ T
n(µ̃1 − µ̃2) +

1√
n
λ

T(µ̃1 + µ̃2)− ν∗

= −τ T
n(µ

∗
1 − µ∗

2) +
1√
n
λ

T(µ∗
1 + µ∗

2)− ν∗ − 2λ(i)√
n
ǫ

which contradicts the fact that µ∗
1, µ∗

2, and ν∗ form a solution

of optimization problem (66). Therefore, the result is obtained

since for positive vectors such that µ
(i)
1 µ

(i)
2 = 0 for i with

λ(i) > 0 we have that

1√
n
λT(µ1 + µ2) =

1√
n

m∑

i=1

λ(i)|µ(i)
1 − µ

(i)
2 |

and µ = µ1 − µ2.

APPENDIX C

PROOF OF THEOREM 3

Proof: The upper bound is given in Corollary 1. For the

lower bound, we have that

min
p∈Ua,b

ℓ(ha,b, p) ≤ ℓ(ha,b, p∗) = Rℓ(h
a,b)

since p∗ ∈ Ua,b. The minimization above is equivalent to

min
p

pTℓ+ I+(p)

s.t. − pT1 = −1

a � Φp � b

(67)

where p, ℓ, and Φ denote the vectors and matrix with rows

p(x, y), ℓ(ha,b, (x, y)) and Φ(x, y)T, respectively, for x ∈ X ,

y ∈ Y , and

I+(p) =

{
0 if p � 0

∞ otherwise.

The Lagrange dual of 67 is

max
µa,µb,ν

aTµa − bTµb + ν

s.t. Φ(x, y)T(µa − µb) + ν ≤ ℓ(ha,b, (x, y)),

∀x ∈ X , y ∈ Y
µa,µb � 0

(68)

because the conjugate function of f(p) = pTℓ+ I+(p) is

f∗(v) = sup
p�0

pT(v − ℓ) =

{
0 if v � ℓ

∞ otherwise.

Hence, the result is obtained since P
a,b
ℓ in (18) is equivalent

to (68) taking µ = µa − µb and η = µa + µb.

APPENDIX D

PROOF OF THEOREM 4

The proof uses the following lemma that can be proven

analogously to Theorem 3.

Lemma 1: If h ∈ T(X ,Y) is a classification rule, and R is

the optimal value of

min
µa,µb,ν

bTµb − aTµa − ν

s.t. Φ(x, y)T(µa − µb) + ν ≤ −ℓ(h, (x, y)),
∀x ∈ X , y ∈ Y

µa,µb � 0.

(69)

Then, we have that ℓ(h, p) ≤ R for any p ∈ Ua,b.

Proof of Theorem 4: Firstly, with probability at least 1−δ
we have that p∗ ∈ Uan,bn and

‖τ∞ − τn‖∞ ≤ ‖d‖∞

√
logm+ log 2

δ

2n
=

‖λ‖∞√
n

because, using Hoeffding’s inequality [54] we have that for

i = 1, 2, . . . ,m

P

{
|τ (i)∞ − τ (i)n | < t(i)

}
≥ 1− 2 exp

{
−2n2(t(i))2

n(d(i))2

}

so taking t(i) = d(i)
√

logm+log 2

δ

2n we get

P




|τ (i)∞ − τ (i)n | < d(i)

√
logm+ log 2

δ

2n






≥ 1− 2 exp

{
− logm− log

2

δ

}
= 1− δ

m

and using the union bound we have that

P

{
|τ (i)∞ − τ (i)n | < d(i)

√
logm+ log 2

δ

2n
, i = 1, 2, . . . ,m

}

≥ 1−m+
m∑

i=1

P



|τ (i)∞ − τ (i)n | < d(i)

√
logm+ log 2

δ

2n





≥ 1− δ.
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For the result in (19), we have that ℓ(han,bn , p∗) ≤
Hℓ(Uan,bn) with probability at least 1− δ since p∗ ∈ Uan,bn

with probability at least 1− δ.

For the result in (20), let µ∗, ν∗ be a solution of Pa
ℓ in (16)

for a = τ∞; [µ∗, (µ∗)+ + (−µ∗)+, ν
∗] is a feasible point of

P
a,b
ℓ in (12) because (µ∗)+ +(−µ∗)+ +µ∗ = 2(µ∗)+ � 0,

(µ∗)+ + (−µ∗)+ − µ∗ = 2(−µ∗)+ � 0, and µ∗, ν∗ is a

feasible point of Pa
ℓ . Hence Hℓ(Uan,bn) is not larger than

(bn − an)
T((µ∗)+ + (−µ∗)+)/2− (bn + an)

Tµ∗/2− ν∗

=bT
n(−µ∗)+ − aT

n(µ
∗)+ − ν∗

=Hℓ(Uτ∞) + (bn − τ∞)T(−µ∗)+ + (τ∞ − an)
T(µ∗)+

=Hℓ(Uτ∞)−
(
τ∞ − τn − λ/

√
n
)T

(−µ∗)+

+
(
τ∞ − τn + λ/

√
n
)T

(µ∗)+

=Hℓ(Uτ∞) + (τn − τ∞)Tµ∗ +
λ

T

√
n
((µ∗)+ + (−µ∗)+).

Then, the result is obtained using Hölder inequality and the

fact that ‖(µ∗)+ + (−µ∗)+‖1 = ‖µ∗‖1.

For the result in (21), using Lemma 1 we have that with

probability at least 1− δ

ℓ(hτn , p∗) ≤ max
p∈Uan,bn

ℓ(hτn , p)

= min
µa,µb,ν

bT
nµb − aT

nµa − ν

s.t. Φ(x, y)T(µa − µb) + ν ≤ −ℓ(hτn , (x, y))
∀x ∈ X , y ∈ Y
µa,µb � 0

so that, if µ∗
n, ν

∗
n is a solution of P

a
ℓ in (16) for a = τn, we

have that ℓ(hτn , p∗) ≤ bT
n(−µ∗

n)+ − aT
n(µ

∗
n)+ − ν∗n because

µ∗
n = (µ∗

n)+ − (−µ∗
n)+ and

Φ(x, y)T((µ∗
n)+ − (−µ∗

n)+) + ν∗n ≤ −ℓ(hτn , (x, y))

for all x ∈ X , y ∈ Y by definition of hτn . Therefore, the

result is obtained since

ℓ(hτn , p∗) ≤
(
τn + λ/

√
n
)T

(−µ∗
n)+

−
(
τn − λ/

√
n
)T

(µ∗
n)+ − ν∗n

=Hℓ(Uτn) +
λT

√
n
((µ∗

n)+ + (−µ∗
n)+) .

For the result in (22), note that using Lemma 1 and since

p∗ ∈ Uτ∞ we have that

ℓ(hτn , p∗) ≤ max
p∈Uτ∞

ℓ(hτn , p)

= min
µ,ν

−τ T
∞µ− ν

s.t. Φ(x, y)Tµ+ ν ≤ −ℓ(hτn , (x, y))
∀x ∈ X , y ∈ Y

so that, if µ∗
n, ν

∗
n is a solution of Pa

ℓ in (16) for a = τn, we

have that ℓ(hτn , p∗) ≤ −τ T
∞µ∗

n − ν∗n because

Φ(x, y)Tµ∗
n + ν∗n ≤ −ℓ(hτn , (x, y))

for all x ∈ X , y ∈ Y , by definition of hτn . Let µ∗, ν∗ be

a solution of Pa
ℓ in (16) for a = τ∞, the result is obtained

since ℓ(hτn , p∗) is not larger than

− τ T
∞µ∗

n − ν∗n + τ T
nµ

∗
n − τ T

nµ
∗
n + τ T

∞µ∗ + ν∗ +Hℓ(Uτ∞)

= (τn − τ∞)Tµ∗
n +Hℓ(Uτ∞)− τ T

nµ
∗
n − ν∗n + τ T

∞µ∗ + ν∗

≤ (τn − τ∞)Tµ∗
n + (τ∞ − τn)

Tµ∗ +Hℓ(Uτ∞) (70)

≤ ‖τn − τ∞‖∞‖µ∗
n − µ∗‖1 +Hℓ(Uτ∞)

where (70) is due to the fact that −τ T
nµ

∗
n−ν∗n ≤ −τ T

nµ
∗−ν∗

since µ∗, ν∗ is a feasible point of Pa
ℓ in (16) for a = τn.

APPENDIX E

PROOF OF THEOREM 5

Proof: Let XT = {x1, x2, . . . , xn} ⊂ X and p̄ : XT×Y →
R be the set of training instances and a function defined over

training instances. If

H(p̄) =

n∑

i=1

min
q∈∆(Y)

∑

y∈Y

p̄(xi, y)L(q, y)

then, for p ∈ Ua,b
x if p̄(x, y) = p(x, y) for x ∈ XT, y ∈ Y we

have that Hℓ(p) = H(p̄). Therefore, the result can be obtained

analogously to that for Theorem 2 since maxp∈Ua,b
x

Hℓ(p) is

equivalent to

max
p̄

H(p̄)− I+(p̄)

s.t. −
∑

y∈Y

p̄(xi, y) = − 1

n
, i = 1, 2, . . . , n

a � Φ
T
p̄ � b

where p̄ and Φ denote the vector and matrix with rows

p(xi, y) and Φ(xi, y)
T, respectively, for ∈ XT, y ∈ Y , and

I+(p̄) =

{
0, if p̄ � 0

∞, otherwise.

The Lagrange dual of such optimization problem is

min
µa,µb,ν

bTµb − aTµa −
1

n

n∑

i=1

ν(i)

+ (−H + I+)
∗(Φ(µa − µb) + ν̃)

s.t. µa,µb � 0

where ν̃ is the vector in R
|XT||Y| with component correspond-

ing with (xi, y) ∈ XT × Y given by ν(i). Such optimization

problem is equivalent to P
a,b
x,ℓ in (41) because

(−H + I+)
∗(v) =

n∑

i=1

sup
p̄(xi,·)�0

(∑

y∈Y

v(xi, y)p̄(xi, y)

+ inf
q∈∆(Y)

∑

y∈Y

p̄(xi, y)L(q, y)
)

=

n∑

i=1

χ∗(v(xi, ·))

for χ the support function of L as given in (64) and χ∗ its

conjugate function given in (65). Hence, the dual problem
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becomes

min
µa,µb,ν

bTµb − aTµa −
1

n

n∑

i=1

ν(i)

s.t. Φ(xi, ·)(µa − µb) + ν(i)1 ∈ L, i = 1, 2, . . . , n

µa,µb � 0

and then the expression of P
a,b
x,ℓ in (41) is obtained carrying

out the minimization above with respect to each ν(i) fixing

the other variables, and then taking µ = µa − µb and η =
µa + µb.

APPENDIX F

PROOF OF COROLLARY 7

Proof: The result is obtained as a direct consequence of

Theorem 5 taking into account that for 0-1-loss

Φ(x, ·)µ+ ν1 ∈ L ⇔
∑

y∈Y

(Φ(x, y)Tµ+ ν + 1)+ ≤ 1

⇔ max
C⊆Y

∑

y∈C

(
Φ(x, y)Tµ+ ν + 1

)
≤ 1

so that

ϕ0-1(µ, x) = max ν

s.t. max
C⊆Y

∑

y∈C

(
Φ(x, y)Tµ+ ν + 1

)
≤ 1

= min
C⊆Y,C6=∅

1−∑
y∈C

(
Φ(x, y)Tµ+ 1

)

|C| .

APPENDIX G

PROOF OF COROLLARY 8

Proof: The result is obtained as a direct consequence of

Theorem 5 taking into account that for log-loss

Φ(x, ·)µ+ ν1 ∈ L ⇔
∑

y∈Y

exp{Φ(x, y)Tµ+ ν} ≤ 1

⇔ ν ≤ − log
∑

y∈Y

exp{Φ(x, y)Tµ}

so that

ϕlog(µ, x) = − log
∑

y∈Y

exp{Φ(x, y)Tµ}

and in this case

ha,b(y|x) ≥ exp{Φ(x, y)Tµ∗ + ϕlog(µ
∗, x)}

implies that both sides are equal since the sum of right side

for varying y ∈ Y is one.

APPENDIX H

PROOF OF THEOREM 6

Proof: The result is obtained analogously to that for

Theorem 2 since maxp∈Ua,b
y

Hℓ(p) is equivalent to

max
p

Hℓ(p)− I+(p)

s.t. −
∑

x∈X

p(x, y) = −p0(y), y ∈ Y

−ΦTp � −a

ΦTp � b

where p and Φ denote the vector and matrix with rows p(x, y)
and Φ(x, y)T, respectively, for x ∈ X , y ∈ Y , and

I+(p) =

{
0, if p � 0

∞, otherwise.

The Lagrange dual of such optimization problem is

min
µa,µb,ν

bTµb − aTµa − pT
0ν

+ (−Hℓ + I+)
∗(Φ(µa − µb) + ν̃)

s.t. µa,µb � 0

where ν̃ is a vector in R
|X ||Y| with component corresponding

with (x, y) ∈ X×Y given by ν(y). Such optimization problem

is equivalent to P
a,b
y,ℓ in (52) taking µ = µa − µb and η =

µa + µb because

(−Hℓ + I+)
∗(v) =

∑

x∈X

χ∗(v(x, ·))

for χ∗ the function given in (65).

APPENDIX I

PROOF OF THEOREM 7

Proof: Let XT = {x1, x2, . . . , xn} ⊂ X and p̄ : XT×Y →
R be the set of training instances and a function defined over

training instances. If

H(p̄) =
n∑

i=1

min
q∈∆(Y)

∑

y∈Y

p̄(xi, y)L(q, y)

then, for p ∈ Ua,b
x,y if p̄(x, y) = p(x, y) for x ∈ XT, y ∈ Y we

have that Hℓ(p) = H(p̄). Therefore, the result is obtained as

that for Theorem 2 since maxp∈Ua,b
x,y

H(p̄) is equivalent to

max
p̄

H(p̄)− I+(p̄)

s.t. −
n∑

i=1

p̄(xi, y) = −p0(y), y ∈ Y

−
∑

y∈Y

p̄(xi, y) = − 1

n
, i = 1, 2, . . . , n

a � Φ
T
p̄ � b

where p̄ and Φ denote the vector and matrix with rows

p(xi, y) and Φ(xi, y)
T, respectively, for x ∈ XT, y ∈ Y , and

I+(p̄) =

{
0 if p̄ � 0

∞ otherwise.
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The Lagrange dual of such optimization problem is

min
µa,µb,ν,ρ

bTµb − aTµa − pT
0ν − 1

n

∑
ρ(i)

+ (−H + I+)
∗(Φ(µa − µb) + ν̃ + ρ̃)

s.t. µa,µb � 0

where ν̃ and ρ̃ are the vectors in R
|XT||Y| with component

corresponding with (xi, y) ∈ XT × Y given by ν(y) and

ρ(i), respectively. Such optimization problem is equivalent to

P
a,b
x,y,ℓ in (55) taking µ = µa−µb and η = µa+µb because

(−H + I+)
∗(v) =

n∑

i=1

sup
p̄(xi,·)�0

(∑

y∈Y

v(xi, y)p̄(xi, y)

+ inf
q∈∆(Y)

∑

y∈Y

p̄(xi, y)L(q, y)
)

=

n∑

i=1

χ∗(v(xi, ·))

for χ the support function of L as given in (64) and χ∗ its

conjugate function given in (65).
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