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On Hard and Soft Decision Decoding of BCH
Codes
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Abstract—The binary primitive BCH codes are cyclic and
are constructed by choosing a subset of the cyclotomic cosets.
Which subset is chosen determines the dimension, the minimum
distance and the weight distribution of the BCH code. We
construct possible BCH codes and determine their coderate, true
minimum distance and the non-equivalent codes. A particular
choice of cyclotomic cosets gives BCH codes which are, extended
by one bit, equivalent to Reed-Muller codes, which is a known
result from the sixties. We show that BCH codes have possibly
better parameters than Reed-Muller codes, which are related
in recent publications to polar codes. We study the decoding
performance of these different BCH codes using information set
decoding based on minimal weight codewords of the dual code.
We show that information set decoding is possible even in case
of a channel without reliability information since the decoding
algorithm inherently calculates reliability information. Different
BCH codes of the same rate are compared and different decoding
performances and complexity are observed. Some examples of
hard decision decoding of BCH codes have the same decoding
performance as maximum likelihood decoding. All presented
decoding methods can possibly be extended to include reliability
information of a Gaussian channel for soft decision decoding.
We show simulation results for soft decision list information set
decoding and compare the performance to other methods.

Index Terms—BCH Codes with Different Cyclotomic Cosets,
Decoding Based on Dual Codewords, Hard and Soft Decision
Decoding of BCH Codes, Information Set Decoding without
Channel Reliability, ML Lower Bound, Relation BCH and RM
Codes

I. INTRODUCTION

BCH codes were introduced in [1]–[3] and are a well
known class of block codes with various practical applications.
There exist many hard and soft decision decoding methods
for them which can be classified into algebraic methods using
the Berlekamp-Massey or the Euclidean algorithm, methods
based on the dual code, and information set based methods.
Many algorithms are already included in textbooks, see e.g.
[4]–[6]. Algebraic decoding works up to half the designed
minimum distance which is determined by the construction
of BCH codes. Interpolation based decoding [7] can be used
to extend the decoding radius. Some non-algebraic decoding
methods can also decode beyond half the minimum distance.

Shortly after the introduction of BCH codes, it was shown
in [8], [9] that Reed-Muller (RM) codes are equivalent to BCH
codes with a particular choice of cyclotomic cosets for their
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construction, extended by a parity bit (see also [4], [10]). This
implies that the hard and soft decision decoding methods for
RM codes can also be applied to BCH codes and vice versa.
This fact is particularly interesting since there exist many
examples for BCH codes that have a larger minimum distance
than the RM codes at the same coderate. In addition for RM
codes the Plotkin construction [11] allows low complexity
decoding [5], [12]. Further, in [13], [14] the relations of polar
codes and RM codes are shown. Note that the construction
of polar codes was given earlier in [15] as a modification
of the RM construction. Therefore, the use of BCH codes
has, besides the cyclic property, the advantage of better code
parameters than RM and polar codes which possibly leads to
a better decoding performance.

In [16], minimal weight dual codewords are used for de-
coding beyond half the minimum distance and the decoding
methods presented in this work are based on this approach,
which was also used in [17]. We will show that information
set decoding of BCH codes without channel reliability based
on minimal weight dual codewords performs in many cases
as good as hard decision maximum likelihood decoding. The
presented decoding method works also for Reed–Solomon and
q-ary BCH codes [18] but this will not be discussed here.

For soft decision decoding of BCH codes, three principles
which make use of the reliability information from the channel,
are known. The first [19] uses the most unreliable positions
which contain more likely errors and constructs flip-patterns
for these positions. For all of these flip-patterns, a classical
decoder is applied. The idea is that if a flip-pattern reduces the
number of errors to a value less or equal to half the minimum
distance, it can be decoded by a classical decoder. The second
[20] uses the most reliable positions as information set and
re-encodes with these positions. Also here flip-patterns are
used in case the information set contains erroneous positions.
In [21], both methods are studied under the name ordered
statistics. The third method uses dual codewords to calculate
extrinsic information and reduces the number of errors iter-
atively. Various variants are known and some recent results
can be found in [17], [22]–[24]. Also, the determination of an
information set after applying the extrinsic idea is known [25].
We will extend the hard decision information set decoding to
soft decision decoding which uses channel reliability infor-
mation. Since in all studied examples the decoding methods
based on unreliable positions show worse results than those
based on the most reliable positions, we will restrict to the
latter case here.

a) Contributions: In this work, we analyze different
BCH codes which have the same rate but various choices of
the cyclotomic cosets and we compare their properties. We
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recall a known result that every RM code is a BCH code,
with a particular choice of the cyclotomic cosets, extended
by a parity bit. We show examples where BCH codes have
better parameters than RM codes. The codewords of the dual
code can be used to calculate reliability information for each
position. The unreliable ones can be used to reduce the number
of errors iteratively, whereas the reliable ones can be used
to form an information set. In [16], bit flipping based on all
minimal weight dual codewords was introduced and used for
iterative error reduction. For cyclic codes, this algorithm was
modified in [26] using the cyclically different minimal weight
codeword polynomials. Then, it was extended in [27], where
information set decoding was mentioned but not studied. In
[16], [26], [27], only classical BCH Codes were considered
whereas in this work we also consider other BCH codes. In
addition, here we focus on information set decoding based on
codewords of the dual code. Further, we introduce the new
redundancy set decoding method. Our approach allows infor-
mation set decoding in case of a binary symmetric channel,
which does not provide any reliability information. In many
cases our approach shows the same decoding performance as
hard decision maximum likelihood decoding. Error reduction
decoding based on unreliable positions shows inferior perfor-
mance compared to the methods based on the most reliable
positions. We propose a soft decision decoding algorithm
based on hard decision information set decoding. We show
that including extrinsic reliability information obtained by dual
codewords improves the reliability information of the channel
considerably. Furthermore, we demostrate that our decoding
method allows a flexible complexity-performance trade-off.
Additionally, a novel choice of the flip-patterns is given which
is able to predict the decoding performance. Comparisons to
selected literature are provided, namely with polar codes [24],
multibasis information set decoding [28], and adaptive belief
propagation [29].

b) Structure: In Section II, we give a short introduction
to BCH codes and their dual codes. The choice of the
cyclotomic cosets is described and illustrated with several
examples. Then we recall an old result that punctured RM
codes are equivalent to BCH codes. Finally, we discuss a
systematic basis. In Section III, we describe the main idea of
the decoding based on codewords of the dual code. We show
the inherent reliability contained in the introduced measure and
relate the measure to classical concepts, namely bit flipping,
majority logic decoding, and extrinsic information. In the end,
we describe three possible decoding concepts.

The results of the three different decoding methods are
discussed in Section IV. The performance of BCH codes
with different lengths and rates is presented and analyzed. A
maximum likelihood bound is introduced in order to compare
the obtained word error rates. Also, the decoding complexity
is addressed.

In Section V, we will describe and analyze the soft decision
extension of information set decoding. The results are com-
pared to known results from [24], [28], [29]. Conclusions will
be given in the last section and the proof of the equivalence of
BCH and RM codes, including the permutation, can be found
in the appendix.

II. BCH CODES

We restrict ourselves to binary BCH codes and refer to [4]–
[6] for further details. Let α be a primitive element of the field
F2m . F2m [x] denotes the polynomials mod (xn − 1), with
n = 2m − 1.

Definition 1 (Cyclotomic coset): For n = 2m − 1 the
cyclotomic cosets are

Ki = {i · 2j mod n, j = 0, 1, . . . ,m− 1}, i = 0, . . . , n− 1 .

Two cyclotomic cosets Ki and Kj with i 6= j are either
disjoint or identical. Their cardinality is |Ki| ≤ m and
|K0| = 1. The cyclotomic cosets define the irreducible
polynomials m`(x) which are the product of the linear factors
m`(x) =

∏
j∈K`(x−α

−j). The irreducible polynomials have
coefficients only in F2.

Theorem 1 (BCH Code): Let M = ∪Ki be a union of some
cyclotomic cosets for n = 2m−1. The binary BCH code with
generator polynomial

g(x) =
∏
j∈M

(x− αj) (1)

has length n = 2m−1, dimension k = n−|M|, and designed
minimum distance d when M contains d − 1 consecutive
integers. The true minimum distance δ can be larger than d.
The generator polynomial g(x) is a product of some irre-
ducible polynomials. The BCH(n, k, d) code has the parity
check polynomial h(x) with g(x)h(x) = xn − 1. The dual
code of a BCH(n, k, d) code is also a BCH(n, n − k, d⊥)
code with generator polynomial h(x) = (xn − 1)/g(x). The
codewords of the dual code are c⊥(x) = a(x)h(x) where a(x)
is some information polynomial of degree less than n− k. As
a consequence, the product of any codeword and any dual
codeword is zero, i.e.,

c(x)c⊥(x) = 0 mod (xn − 1) (2)

which is the main property we will use for decoding.

A. Choice of Cyclotomic Cosets

Algebraic decoding of BCH codes works up to half the
minimum designed distance. Therefore, given the rate, the
cyclotomic cosets have to be chosen such that the designed
distance of the BCH code is maximized. For other decoding
algorithms different criteria for the selection of the cyclotomic
cosets might be applied, for example the weight distribution
of the resulting code. The presented decoding methods depend
on minimum weight codewords of the dual code, hence
their weight and their number are influencing the decoding
performance and complexity.

When considering minimal weight dual codewords it may
happen that these codewords belong to a subcode of the dual
code as explained in the following. Any dual codeword b(x)
can be described as the multiplication of some information
polynomial i(x) with the parity check polynomial h(x),

b(x) = i(x) · h(x) . (3)

It is possible that the information polynomial has an irre-
ducible polynomial m`(x) as factor which means m`(x)|i(x).
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When this factor does not divide the parity check polynomial,
m`(x) 6 |h(x), it can be seen as factor of another parity check
polynomial h`(x) = m`(x) · h(x) with larger degree,

b(x) = i(x) · h(x) = (i`(x) ·m`(x))︸ ︷︷ ︸
=i(x)

·h(x)

= i`(x) · (m`(x) · h(x))︸ ︷︷ ︸
h`(x)

. (4)

Since deg(h`(x)) > deg(h(x)), the described code has a
smaller dimension, thus, is a subcode. However, the dual code
of this subcode is a supercode with generator polynomial
g`(x) = (xn − 1)/h`(x) since this supercode has generator
polynomial g`(x) = g(x)/m`(x) and thus, a larger dimension
and possibly a smaller minimum distance. Nevertheless, there
exist dual codewords a(x), maybe of larger weight, for which
h(x)|a(x) and also h`(x) 6 | a(x) hold.

In the following, we present several examples for parameters
and characteristics of BCH codes for different choices of
cyclotomic cosets. Since the presented decoder uses codewords
from the dual code the decoding performance will depend on
the particular choice of cyclotomic cosets. Note that the num-
ber of possible choices of cyclotomic cosets is exponentially
growing with the length n. All parameters in the examples are
found by computer using SageMath [30].

Example 1 (BCH(63, 31, d) Code): For n = 63, there exist
13 cyclotomic cosets Ki, i ∈ {0, 1, 3, 5, 7, 9, 11, 13, 15, 21, 23,
27, 31}. The usual construction of BCH codes to maximize the
designed minimum distance would choose the cosets Ki, i ∈
{1, 3, 5, 7, 9, 11} and the resulting code is BCH(63, 30, 13).
But fixing the dimension to 31 with the 13 cosets, 252 different
BCH codes can be constructed and several of them are mono-
mially equivalent, i.e. consist of the same codewords given a
suitable permutation of the coordinates. Even if the number
and weight of minimum weight dual codewords are identical,
differences in the weight distribution of the codes may exist.
The largest designed minimum distance which was found
among them was d = 11 for Ki, i ∈ {1, 3, 5, 7, 9, 21, 27} and
we will use this code for bounded minimum distance decoding
later when comparing the decoding performances. For 217
different codes the minimum weight dual codewords are from
a subcode. We select four codes for further investigation
and their parameters, the designed distances d, d⊥, the true
distances δ, δ⊥, the number of minimal weight dual codewords
L, and the chosen cyclotomic cosets are listed in Table I. It
should be noted that only the cyclically different codewords
are counted and therefore, the number of minimal weight
codewords is ≤ nL.

Table I
PARAMETERS OF SELECTED CODES WITH n = 63 AND k = 31

C δ δ⊥ L d d⊥ {i : Ki ⊂ M}
C1 12 10 5 8 6 {5, 9, 11, 13, 21, 23, 27}
C2 12 12 35 7 10 {1, 3, 5, 9, 13, 21, 27}
C3 12 12 44 7 8 {1, 5, 7, 9, 13, 21, 27}
C4 9 12 52 7 12 {11, 13, 15, 21, 23, 31}

Example 2 (BCH(63, 22, d) Code): Here 168 BCH codes
can be constructed. However, several of them are equivalent.

In total only 13 different codes have minimum weight dual
codewords which are not all in a subcode according to (4).
Four codes are selected for further investigations and their
parameters are listed in Table II. For the first two codes, we
had to add 19, respectively 25 dual codewords of weight 8
which are not in a subcode. Three codes have a different
designed and true minimum distance. The fourth code has the
same designed and true distance and has the most minimum
weight dual codewords.

The next example shows the case when the minimal weight
dual codeword belongs to a subcode.

Example 3 (Dual codewords of BCH(63, 22, d)): The BCH
code C2 has the parity check polynomial h(x) = x22 + x21 +
x20 + x19 + x18 + x14 + x13 + x10 + x9 + x7 + x2 + 1. The
minimum weight dual codewords are b(x) = x56 + x51 +
x23 + x17 + x3 + 1 and all cyclic shifts. However, b(x) has a
factor m`(x) which does not divide h(x) and is a product of
irreducible polynomials since the greatest common divisor of
xn − 1 and b(x) is h`(x) = gcd(b(x), xn − 1) = x31 + x27 +
x25+x23+x21+x19+x17+x15+x13+x9+x8+x5+x4+1.
Thus, the factor m`(x) = h`(x)/h(x) divides b(x) and any
cyclic shift and thus, b(x) belongs to a subcode. Since h`(x) is
the parity check polynomial of the BCH(63, 31, d) code which
is a supercode of C2 and with b(x) this supercode is checked
which has a smaller minimum distance.

The number 127 is prime, hence for this codelength, all cor-
responding cosets (except for K0) have the same cardinality.
This increases the number of possible combinations to achieve
a certain dimension, however, it decreases the possible choices
of dimensions since |M| or |M| − 1 is divisible by 7.

Example 4 (BCH(127, 64, d) Code): The cyclotomic cosets
corresponding to n = 127 are Ki, i ∈ {0, 1, 3, 5,
7, 9, 11, 13, 15, 19, 21, 23, 27, 29, 31, 43, 47, 55, 63}. Since all
cyclotomic cosets but K0 contain 7 numbers, any combination
of 9 of these will result in a BCH code with k = 64. In total,(
18
9

)
= 48 620 different codes can be constructed. Here we

select four codes to be examined in detail and their parameters
(same notation as in the previous examples) are given in
Table III.

B. Equivalence of RM and Extended BCH Codes
Reed-Muller codes are denoted by R(r,m) where r is

the order and n = 2m is the length. The dimension is
k =

∑r
i=0

(
m
i

)
and the minimum distance is d = 2m−r, see

[4], [5]. RM codes can be described by various constructions
[12]–[14]. In the following, we will define RM codes as
permuted extended BCH codes. A proof can be found in [4,
Ch. 13,§5, Th. 11], where the explicit permutation is not given.
However, we give the explicit permutation and a proof that RM
codes punctured by one position are cyclic in the appendix.
For a BCH code of length n = 2m−1 corresponding to a RM
code we select a cyclotomic coset if the weight of the binary
number a0 . . . am−1 representing its index i is between 0 and
m− r. Formally, the set I is

I =

i =

m−1∑
j=0

aj · 2j : 0 <

m−1∑
j=0

aj < m− r, ai ∈ {0, 1}

 .

(5)
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Table II
PARAMETERS OF SELECTED CODES WITH n = 63 AND k = 22

C δ δ⊥ Lδ⊥ wadd Ladd L d d⊥ {i : Ki ⊂ M}
C1 16 6 1 8 19 20 11 4 {3, 5, 7, 9, 11, 13, 15, 21}
C2 15 6 1 8 25 26 11 6 {1, 3, 5, 7, 9, 13, 21, 23}
C3 15 8 30 0 30 11 4 {1, 5, 7, 15, 21, 23, 27, 31}
C4 15 8 155 0 155 15 8 {1, 3, 5, 7, 9, 11, 13, 21}

Table III
PARAMETERS OF SELECTED CODES WITH n = 127 AND k = 64

C δ δ⊥ L d d⊥ {i : Ki ⊂ M}
C1 21 20 28 19 8 {1, 3, 5, 7, 9, 11, 13, 15, 63}
C2 20 20 119 13 12 {1, 3, 5, 7, 9, 11, 23, 29, 43}
C3 21 22 1 590 21 8 {1, 3, 5, 7, 9, 11, 13, 15, 19}
C4 15 16 651 15 16 {1, 3, 5, 7, 9, 11, 13, 19, 21}

The union of cyclotomic cosets is M = ∪i∈IKi. In other
words, the factors of g(x) are the irreducible polynomials
mi(x), i ∈ I .

Example 5 (R(2, 6) and BCH(63, 22, 15)): The code C4

from Example 2 corresponds to the punctured Reed-Muller
code R(2, 6) since the binary representation of the number
of the selected cyclotomic cosets 1 ↔ 00001, 3 ↔ 00011,
5 ↔ 00101, 7 ↔ 00111, 9 ↔ 01001, 11 ↔ 01011,
13 ↔ 01101, 21 ↔ 10101 have all weight larger than 0 and
less than m− r = 4. The cyclotomic coset 15 ↔ 01111 was
not selected since the weight is 4.

The BCH code C4 from Example 4 is equivalent to the
punctured Reed-Muller code R(3, 7). It can be observed that
the minimum distance is smaller than those of the other codes.

Let (c0, . . . , cn−1) be a codeword of the BCH code. The
permutation of the codeword coordinates to obtain a codeword
of the RM code is given by

π(i) = logα

m−1∑
j=0

αj · aj

 , (6)

where i =
∑m−1
j=0 2j ·aj , i = 1 . . . n, aj ∈ F2 and logα(α`) =

`. Further, a parity bit p =
∑n−1
i=0 ci has to be prepended and

the codeword of the r-th order Reed-Muller code is(
p, cπ(1), . . . , cπ(2m−1)

)
∈ R(r,m) . (7)

Example 6 (Permutation for R(1, 3) and BCH(7, 4, 3)):
According to (5), the only chosen cyclotomic coset is K1,
since I = {2i1 + i0 : 0 < i0 + i1 < 2} = {1, 2} and K1

includes 1 and 2. Using p(x) = x3 + x + 1 as primitive
polynomial of F23 , the generator polynomial of the BCH code
is g(x) = x3 + x + 1. With the same p(x) the permutating
function according to (6) can be calculated, for example
consider

π(5) = π(1 · 22 + 0 · 21 + 1 · 20)

= logα(1α2 + 0α1 + 1α0)

= logα(α6) = 6 .

Using (7), the codewords of R(1, 3) are given by
(p, c0, c1, c3, c2, c6, c4, c5) where p =

∑6
i=0 ci.

In general, the special choice of cyclotomic cosets is subop-
timal with respect to maximizing the designed distance. There-
fore, the minimum distance of a RM code is often smaller
than the true minimum distance of a comparable extended
BCH code. An example for this statement are the BCH codes
C3(127, 64, 21) and C4(127, 64, 15) from Example 4, where
the latter corresponds to an RM code. This observation is
especially interesting due to the close relation of RM and polar
codes [13], [14].

C. Calculation of A Systematic Basis
Let g(x) be the generator polynomial of a BCH(n, k, d)

code. The degree of g(x) is n − k. One possible generator
matrix G consists of the k rows xjg(x), j = 0, . . . , k − 1
and this is a k × n matrix. Let S ⊂ {0, 1, . . . , n − 1} be
a set of k distinct positions. If the submatrix GS , which
consists of the columns ` ∈ S, has full rank k then S is
called information set and these positions uniquely determine
the remaining n − k positions of any codeword. Since GS

has full rank, by Gaussian elimination of G it is possible to
calculate the k × n matrix GI which has the unity matrix at
the positions S. It is known that for BCH codes not any k
positions are an information set. Which k positions form an
information set is a code property and not a property of the
chosen generator matrix.

If the submatrix GS does not have full rank, the linear
dependent columns must be substituted by other columns of
G which are linearly independent. Since G has rank k, a GS

with full rank can always be found.
Cyclic codes have the property that any k consecutive

positions Sc are an information set. Let Sc = {k0, k0 +
1, . . . , k0 + k − 1 mod n}. These position can be cycli-
cally shifted by xj , j = n − k − k0 such that Ss =
{n − k, . . . , n − 1}. Encoding of the information symbols
cI(x) = cn−kx

n−k + . . . + cn−1x
n−1 is done by calculating

the remainder cR(x) when dividing cI(x) by the generator
polynomial g(x) denoted by rem(g(x), cI(x)). The codeword
is then c(x) = cI(x) + cR(x). Obviously, the remainder has
degree < n− k and its n− k coefficients are the redundancy
part of the codeword. If necessary, one can shift back c(x) such
that the information positions are at {k0, k0+1, . . . , k0+k−1
mod n} again.

In case of an information set of consecutive positions we
can calculate the generator matrix GC which consists of the
k rows

c`(x) + x`, ` = n− k, . . . , n− 1 , (8)

where c`(x) = rem(g(x), x`) is the remainder of the division
x` : g(x). This matrix GC has the form

GC = (GR|Ik) , (9)
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where Ik is the k × k identity matrix.

III. DECODING BASED ON THE DUAL CODE

In case of a binary symmetric channel (BSC), we receive
r(x) = c(x) + e(x) where e(x) = xe0 + xe1 + . . .+ xeτ−1 is
the error polynomial of weight τ and c(x) is the transmitted
codeword. We can calculate

r(x)c⊥(x) = (c(x) + e(x))c⊥(x)

= e(x)c⊥(x) mod (xn − 1) , (10)

where we have used (2). Since the dual code is cyclic, we
can choose a dual codeword c⊥(x) = b(x) of minimal weight
δ⊥ of the form b(x) = 1 + xb1 + . . .+ xbδ⊥−1 . We calculate
w(x) = r(x)b(x) mod (xn − 1) which is equal to w(x) =
e(x)b(x) mod (xn − 1), according to (10). The polynomial
w(x) can be written as sum of cyclic shifts of e(x), namely

w(x) = xe0 + xe1 + . . .+ xeτ−1+
xe0+b1 + xe1+b1 + . . .+ xeτ−1+b1+
...
xe0+bδ⊥−1 + xe1+bδ⊥−1 + . . .+ xeτ−1+bδ⊥−1 ,

where the exponents ei + bj are calculated mod n. Every
coefficient of w(x) equal 1 is either an error xei or a shifted
error xei+bj . The 1 could also come from an addition of an
error and an even number of shifted errors. Similarly, for
coefficients equal 0 the position is error free and also no shifted
error at this position or an error and an odd number of shifted
errors are added, or an even number of shifted errors is added.

The main idea [27] is to shift back the shifted errors to
their original positions using x−biw(x) mod (xn − 1), i =
0, . . . , δ⊥ − 1. Recall that x−b0w(x) = w(x). Then it is
counted how often position j is equal to 1 in all δ⊥ shifts
of w(x). This number is called Φj and calculated by

Φj =
∑

i∈supp b(x)

w(j+i) mod n, j = 0, 1, . . . , n− 1 . (11)

Obviously, using a polynomial b′(x) which is a cyclic shift
of b(x) where the zero coefficient is 1 would result in the
same Φj . Therefore, we can use cyclically different polyno-
mials only. In case of L cyclically different minimal weight
polynomials b(`)(x), ` = 0, . . . , L−1 we can do this counting
for each of these and add them. The calculation of Φj using
only the coefficients of r(x) is

Φj =

L−1∑
`=0

δ⊥−1∑
i=0

δ⊥−1∑
l=0

r
(j+b

(`)
i −b

(`)
l ) mod n

mod 2

 . (12)

A. Inherent Reliability Information

In order to explain intuitively that Φj contains information
on the reliability of position j, we calculate the expected value
of the weight ω of w(x) and follow the ideas in [16]. Interested
readers find a more detailed stochastic analysis in [31]. The
coefficient wi is 1 if an odd number of the τ error positions
overlap with the δ⊥ nonzero positions of b(x). However, we
only can calculate how often this happens when considering

all possible errors of weight τ . This number W ∈ N depends
only on τ, δ⊥, and n and is

W =

(
δ⊥

1

)(
n− δ⊥

τ − 1

)
+

(
δ⊥

3

)(
n− δ⊥

τ − 3

)
+ . . .+ q , (13)

where

q =

{ (
δ⊥

τ

)(
n−δ⊥

0

)
, τ odd(

δ⊥

τ−1
)(
n−δ⊥

1

)
, τ even .

Thus, the expected contribution of one error of weight τ to
one coefficient wi is W/

(
n
τ

)
. Therefore, the expected weight

ω of w(x) is

E[ω] =
nW(
n
τ

) . (14)

Now, we follow the ideas in [27] in order to calculate the
expected values for Φj in case of an error and a non-error
position, denoted by E[Φe(τ)] and E[Φc(τ)], respectively. At
an error position j, the frequency of occurrence Φj has the
expected value

E[Φe(τ)] =
E[ω]

τ
L . (15)

Since the expected weight ω is for τ errors for each polynomial
b(`)(x), we have to divide by τ and multiply by L because
we have L different polynomials. For a non-error position the
expected value of Φj is

E[Φc(τ)] =
E[ω](δ⊥ − 1)

n− τ
L . (16)

An error position contributes to δ⊥− 1 positions of the n− τ
non-error positions. Thus, we multiply the expected weight
by δ⊥ − 1 and divide by the number of non-error positions.
Again, we have L polynomials.

Example 7 (Comparison of Expected Values and Simulated
Averages): We use the 35 different dual codewords of min-
imum weight δ⊥ = 8 of BCH(63, 24, 15). The simulation
uses 20 000 random errors of weight τ and calculates the
corresponding values of Φ. The calculated values together
with simulation results are shown in Fig. 1a. The mean of
all occurred values for error positions is AV G[Φe(τ)]. The
expected weight E[Φe(τ)] is calculated according to (15).
Respectively, AV G[Φc(τ)] gives the average values of Φ(τ)
for correct positions, whereas E[Φc(τ)] is predicted by (16)
and gives the expected value for Φ(τ) for non-error positions.
For τ < 6 the smallest occurred value for an error position
is larger than the largest value for a correct position. In this
case, erroneous and correct values are clearly separated. It can
be observed that the estimated values for non-error positions
are closer to the simulated averages than those for the error
positions. This is due to the above-mentioned effect that a
wj = 1, which corresponds to a shifted error at one position
can, in addition, be shifted to other error positions.

The values of Φj contain inherent reliability information
because the smaller values are more likely error free and
the larger values are more likely erroneous. This implies
decoding concepts for different decoding strategies based on
the unreliable positions or based on the reliable positions or
based on both.
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Figure 1. Aspects of Φ for BCH(63, 24, 15)

Example 8 (Distribution of Error and Non-Error Values
of Φ): According to the description in Section III, higher
reliability is indicated by a smaller value of Φ of the corre-
sponding position. A smaller reliability corresponds to a larger
value. For a decoding concept based on reliable or based on
unreliable positions, it is interesting how many error positions
have a smaller reliability than all correct positions or how
many correct positions have a larger reliability than all error
positions. Fig. 1b shows the answer to this question for the
same code BCH(63, 24, 15) that was used before. For each
error weight, we simulated 20 000 errors and examined the
values of Φ corresponding to error and non-error positions.
The red curve corresponds to the average percentage of error
positions that show a smaller reliability than all correct posi-
tions. Respectively, the average percentage of correct positions
with larger reliability than all errors is depicted in green. For
τ < 7 both curves yield values of 100%, thus in these cases
the τ error positions correspond to the τ largest values of

Φ. With increasing error weight the values of both curves
decrease. Still, the non-error positions correspond on average
in 20 − 30% more cases to the largest reliability values than
it is the case for error positions and the smallest reliabilities.

Before we describe the decoding concepts we will show that
the measure Φj can be related to known decoding methods.

B. Relation to Known Decoding Concepts

There exist two classical decoding methods based on code-
words of the dual code. The bit flipping decoding [32],
introduced for low-density parity-check codes and the majority
logic decoding [33] for arbitrary codes. Further, the concept
of extrinsic information is also based on codewords of the
dual code. For short, we will call them BiFl, MaLo, and ExIn,
respectively. We will follow the derivation in [27]. Given the
dual codeword b(x) = 1+xb1 +. . .+xbδ⊥−1 the vector p with
support {n− 1, n− 1− b1, . . . , n− 1− bδ⊥−1} is a codeword
of the dual code. The reverse operation relates the polynomial
multiplication to the scalar product (compare (12)). The scalar
product of p with the received vector r is called a parity check
〈p, r〉 = rn−1+rn−1−b1 +. . .+rn−1−b

δ⊥−1
and results in 0 or

1. Each coefficient wi of w(x) = r(x)b(x) corresponds to the
scalar product of the shifted dual codeword p with r, for ex-
ample wn−1 = rn−1 +rn−1−b1 + . . .+rn−1−b

δ⊥−1
. By cyclic

shifting the L codewords, we can create nL minimum weight
codewords, and thus, pt, t = 0, . . . , nL − 1 parity checks.
Clearly, the nL coefficients of w(`)(x), ` = 0, . . . , L − 1 are
the results of the parity checks 〈pt, r〉, t = 0, . . . , nL− 1.

a) Relation to MaLo: In MaLo decoding, each posi-
tion j is decoded separately using a set of parity checks
(pi, i = 1, . . . , J) with the following property [5]: at position
j all checks are 1 and at all other positions only one of
the checks has a 1. In other words ∩isupp(pi) = j. If the
majority of the checks is not fulfilled (= 1), position j is
decided to be erroneous. Note that for wt(pi) = δ⊥ it follows
that the number J of checks which can exist, is bounded by
J ≤ b(n− 1)/(δ⊥ − 1)c. If we restrict the calculation of Φj
by using only those polynomials b`(x) with b`j = 1 and all the
other coefficients are only 1 in one of the polynomials, this is
identical to MaLo decoding. Therefore, the calculation of Φj
is an extension of MaLo by using more checks for position
j and violating the restriction that the other positions should
have ones at disjoint positions. Since we use all cyclic shifts
of the L polynomials b`(x) for any position j there are δ⊥L
checks with a 1 at this position. However, the other positions
are 1 in more than one check, since δ⊥L > b(n−1)/(δ⊥−1)c.
The Φj represents the voting if position j is an error or not.
Using more checks for this voting about position j turns out
as an advantage.

b) Relation to BiFl: In BiFl position j in the received
vector r is flipped, resulting in the vector rj and the scalar
products 〈pt, r〉 are compared with 〈pt, rj〉. The position j
for which the number of scalar products with result 1 is
reduced most is considered as error. Flipping position j is
the addition of xjb(`)(x) mod (xn − 1) to w(`)(x). Note
that this is equivalent to the correlation between xjb(`)(x)
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mod (xn−1) and w(`)(x). In order to measure the change in
the scalar products for BiFl we define the value ∆j by

∆j =

L∑
`=1

wt(w(`)(x) + xjb(`)(x))− wt(w(`)(x)) . (17)

Lemma 1 ([27] Relation between Φ and ∆):

Lδ⊥ − 2Φj = ∆j .

PROOF. We use only one polynomial w(x) = e(x)b(x)
mod (xn−1). The value of ∆j only depends on the non-zero
positions of xjb(x) which are J = {j, j + b1, j + b2, . . . , j +
bδ⊥−1}. If the value of wi, i ∈ J is 1, −1 is added to ∆j and
if the value is 0, 1 is added. Φj is given by Φj =

∑
j∈J wj ,

where w(x) is shifted by 0,−b1, . . . ,−bδ⊥−1 and corresponds
to the number of ones in these δ⊥ positions. The number of
zeros is then δ⊥ − Φj and ∆j is the number of zeros minus
the number of ones, thus, ∆j = (δ⊥−Φj)−Φj . This is valid
for each of the L polynomials, which completes the proof.

The concept of low-density parity-check codes is to create
minimal weight dual codewords. However, only n − k code-
words are used as checks to get a parity check matrix where
n− k is in general much smaller than nL.

c) Relation to ExIn: Assume the check rj + rt1 +
. . . + rt

δ⊥−1
= sj ∈ {0, 1}. With this check equation

we can calculate the information of δ⊥ − 1 positions about
the remaining position. This information of the positions
t1, . . . , tδ⊥−1 about position j is called extrinsic information.
Note that the name extrinsic information is also used in a
different meaning assuming statistical independence. Here we
use extrinsic information to describe the collection of the
information of various combinations of other positions about
one position. This exploits the weak law of large numbers
rather than statistical independence. Φj can be interpreted as
the extrinsic information for position j. The calculation of
Φj uses Lδ⊥ checks, therefore n(Lδ⊥) checks are used for
all n positions. There are nL checks for BiFl, however, for
each check, δ⊥ extrinsic informations are calculated which
results in δ⊥(nL) checks which is the same number. Using
the extrinsic information to update the reliabilities of positions
is known as belief propagation which can be done in the same
way with the Φj .

C. Decoding Concepts

At the receiver, we calculate Φj , j = 0, . . . , n− 1 and sort
the positions according to the value Φj , which corresponds
to their reliability. The order Φi0 ≤ Φi1 ≤ . . . ≤ Φin−1

assigns the index set S = {i0, i1, . . . , in−1}. The most reliable
position is i0 and the most unreliable is in−1. Here we
restrict to a BSC and hard decision decoding. Based on these
reliabilities we can use the unreliable positions and reduce
the number of errors iteratively by flipping these positions.
However, we also can use the most reliable positions as an
information set and it is also possible to use both, reliable and
unreliable positions.

The first concept is called error reduction decoding and
is an iterative method. In the first step the most unreliable

position is flipped. Note that the values Φj have not to be
sorted here but only the position max with the maximum
value Φmax must be determined. After flipping this position in
the received polynomial the values Φj are recalculated. Then,
again, the most unreliable position is flipped and the Φj are
recalculated and so on. The decoding is either stopped when
a valid codeword is found or when a maximum number of
iterations is reached. In the latter case, a decoding failure is
declared.

In information set decoding the positions i0, . . . , ik−1 are
used to calculate a systematic basis according Section II-C.
If these positions contain linear dependent columns the po-
sitions ik, ik+1, . . . are used until a systematic basis B =
{`0, `1, . . . , `k−1} is found. Then encoding with the received
bits r`0 , r`1 , . . . , r`k−1

as information is done. Here a decoding
failure is not possible. This can be extended to a list decoder by
flipping each information bit r`i , i = 0, . . . , k−1 and encoding
again. The list size is then k and the codeword which has
the smallest Hamming distance to the received polynomial is
chosen. In case of several codewords with the same distance,
one of them is chosen at random. The list size could possibly
be enlarged by including flips of the unreliable positions of
the basis. Note that the inherent reliability of the Φj makes
information set decoding possible. Without this reliability, only
a trial and error search for an error free systematic basis could
be done.

The third decoding concept is the redundancy set decoding.
It uses the fact that for cyclic codes any k coherent positions
are systematic positions as shown in Section II-C. We will use
the positions n − k, . . . , n − 1 as systematic positions in the
following. Let r(x) = c(x)+e(x) be received. The addition of
a codeword cw(x) to r(x) does not change the error positions.
If we choose the information part cI(x) = rn−kx

n−k + . . .+
rn−1x

n−1 and the redundancy part cR(x) = rem(g(x), cI(x))
then r(x) = r(x) + cw(x) = r0 + r1x+ . . .+ rn−k−1x

n−k−1.
The k positions rn−k = rn−k+1 = . . . = rn−1 = 0 are zero,
however, some of these positions may be erroneous. We will
illustrate all steps of this new decoding concept with examples.

Example 9 (BCH(15, 7, 5)): The generator polynomial is
g(x) = x8 +x7 +x6 +x4 +1 and the parity check polynomial
is h(x) = x7 + x6 + x4 + 1. The dual code has only one
cyclically different minimal weight polynomial b(x) = x11 +
x3 + x2 + 1. In fact we could use also other cyclic shifts
of this polynomial for which the coefficient at x0 is 1. In
particular x4b(x) = h(x) mod (xn − 1). Let the codeword
c(x) = x14 + x12 + x11 + x10 + x9 + x6 + x4 + x3 + x be
transmitted and the error be e(x) = x14 + x2 + 1 which has a
weight beyond half the minimum distance. Then the received
polynomial is r(x) = x12 + x11 + x10 + x9 + x6 + x4 +
x3 + x2 + x + 1 From the systematic part of the received
polynomial x12 + x11 + x10 + x9 we calculate the codeword
cw(x) = x12 + x11 + x10 + x9 + x7 + x5 + x4 + x and then
r(x) = x7 + x6 + x5 + x3 + x2 + 1.

Clearly, the Φj are identical when calculated with r(x) or
r(x) according to (12) since they only depend on the error and
the dual codewords. The value Φj corresponds to the reliability
of position j. Let B = {`0, `1, . . . , `k−1} be the index set of
the sorted reliabilities of the positions n−k, n−k+1, . . . , n−1
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and `0 is the most unreliable one which corresponds to the
largest value Φj . The remaining n− k positions 0, 1, . . . , n−
k−1 are also sorted as the index set G = {j0, j1, . . . , jn−k−1}
and j0 is the most reliable symbol. Note that the sets B and G

are sorted in opposite order. The errors in the systematic part
are more likely in the first positions of the set B whereas the
first part of G is likely error free. We take µ unreliable positions
from the systematic part and µ reliable from the redundancy
part. The choice of µ is influencing the decoding performance
and here we choose µ ≈ k/2. The idea is that the unreliable
positions of the systematic part contain all errors which are
in this systematic part whereas the reliable positions of the
redundancy part are error free.

Example 10 (Φ for BCH(15, 7, 5)): We calculate w(x) =
r(x)b(x) = x14 +x13 +x11 +x10 +x5 +x4 +x3 +x2 +x+1.
In addition, we need the three cyclic shifts by −2,−3 and
−11 of w(x). Now, we count the ones at the positions and get
the values

Φ = (4, 3, 4, 3, 2, 2, 1, 2, 3, 2, 2, 3, 2, 3, 4) .

The index sets are B = {6, 0, 3, 5, 1, 2, 4} which means the po-
sitions {14, 8, 11, 13, 9, 10, 12}, and G = {6, 4, 5, 7, 1, 3, 0, 2}.
We choose µ = 3 and verify that the three positions of B,
{6, 0, 3} contain the error in the systematic part in position 14.
Further, the three positions of G, {6, 4, 5} of the redundancy
part contain no errors.

The matrix GR according to (9) has k rows and n − k
columns. From this matrix we extract a µ × µ square matrix
D by taking µ rows `0, `1, . . . , `µ−1 according the index set B
and µ columns j0, . . . , jµ−1 according the index set G. Then
from the received values a vector rG = (rjn−k−1

, . . . , rjn−k−µ)
is determined. Assuming that rG is error free as well as
the positions `µ, `µ+1, . . . , `k−1 and D is invertible, then the
vector ε = rGD

−1 are the errors in the systematic part.
We consider a simple case, where only one error is in `0

and all other systematic positions `1, . . . , `k−1 are error free.
Then the redundancy part rem(g(x), x`0) should be identical
to the redundancy part rG at those positions of j0, . . . , jn−k−1
which are error free. Because of linearity, this holds for any
number of errors as long as all errors are in the µ of the k
systematic positions.

Example 11 (Matrix for Decoding BCH(15, 7, 5)): The
matrix GR

GR =



1 0 0 0 1 0 1 1
1 1 0 0 1 1 1 0
0 1 1 0 0 1 1 1
1 0 1 1 1 0 0 0
0 1 0 1 1 1 0 0
0 0 1 0 1 1 1 0
0 0 0 1 0 1 1 1



from which we select the three rows B = {6, 0, 3} and three

columns G = {6, 4, 5} gives the matrix D and its inverse

D =

 1 0 1
1 1 0
0 1 0

 , D−1 =

 0 1 1
0 0 1
1 1 1

 .

The vector rG = (1, 0, 1) and the error in the systematic part
is e = (0, 0, 0, 0, 0, 0, 1). With this the decoded codeword is
ĉ(x) = cw(x)+rem(x14, g(x))+x14 which is the transmitted
one.

Two extensions of this decoding concept to list decoding
are possible. The first one is to use cyclic shifts of the
received polynomial r. With these shifts any k consecutive
positions can be shifted to the consecutive systematic positions
n − k, . . . , n − 1. With this shifted received polynomial rs
the same decoding can be done. The Φj does not need to
be calculated again but only shifted accordingly. However, a
different codeword cw(x) has to be calculated and added and
the sorting of the new sets B and G must be done again. With
these shifts, the Dirichlet principle (also known as pigeonhole
principle or Dirichlet’s box principle) is used implicitely. If τ
random errors are in n positions, the principle says that when
splitting the n positions into ν disjoint parts there is at least
one part which contains ≤ τ/ν errors. But, there is also at
least one part which contains ≥ τ/ν errors. Therefore, we
can shift the different parts to the fixed systematic positions
and have different error constellations in the systematic part
and in the redundancy part.

The second possible extension to list decoding is the flipping
of the used positions of the redundancy part which is the
vector rG. For any of these vectors with flipped positions,
as in information set decoding, the multiplication ε = rGD

−1

must be calculated.

IV. HARD DECISION DECODING

In this section, we describe three different decoding al-
gorithms and analyze their complexity. Then we show the
decoding performance for selected BCH codes of different
lengths and rates based on simulations. Since for a BSC
the probability that τ errors in n positions occur can be
calculated, we simulate random errors of weight τ and run
the decoding algorithm. Let pτ be the probability that τ errors
can not be decoded by the used decoding algorithm, where
pτ is determined by the simulations. Then the word error
rate (WER) can be calculated for a BSC channel with error
probability p, using the binomial distribution by

WER(p) =

n∑
τ=1

pτ

(
n

τ

)
pτ (1− p)n−τ . (18)

The simulation results will be discussed and comparisons will
be made. But first, we derive a maximum-likelihood (ML)
bound, which is used to relate the achieved performance to
ML decoding.

For the remainder of this section, a BSC with error proba-
bility p is assumed. All the algorithms have been implemented
in SageMath [30].
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A. Maximum Likelihood Bound

Since ML decoding is not feasible for many codes, we
use a lower bound from [5, Th. 9.28, p. 384]. The idea is
based on the fact that in simulations we know the transmitted
codeword c(x) as well as the error e(x). In addition we have
the decision ĉ(x) of the used hard decision decoding algorithm
when r(x) = c(x) + e(x) was received. An ML decoder
decides for the codeword with smallest Hamming distance
cm(x) = arg minc dist(r, c). If dist(r, ĉ) ≥ dist(r, c) we
assume that the ML decoder decodes correctly cm(x) = c(x),
which is not guaranteed. If dist(r, ĉ) < dist(r, c), we assume
that the ML decoder makes a decoding error because it will
find the same codeword or another one with the same or
smaller distance. In addition if the outcome of the decoding
algorithm is a failure and the decoder gives no estimation,
we assume that the ML decoder would decode correctly.
The calculated WER is therefore a lower bound and a ML
decoder can not perform better. If the performance of the
decoding algorithm is identical to the bound, it has the same
performance as ML decoding.

This bound can be tightened in case of a list-decoder when
the output consists of multiple codewords possibly with equal
distance to the received sequence. Let τ = dist(r, c) be the
true number of errors and τ̂ the minimum estimated number
of errors. Furthermore, let the list L of codewords found by
the decoder only contain codewords with corresponding error
weight τ̂ . Then, the number of error events which are relevant
for the ML lower bound can be updated based on this decoding
result by

#errors =


0 if τ̂ > τ

1− 1
|L| = |L|−1

|L| if τ̂ = τ and c ∈ L

1− 1
|L|+1 = |L|

|L|+1 if τ̂ = τ and c /∈ L

1 if τ̂ < τ .

(19)

The update rule for the cases with τ = τ̂ is based on the
following considerations. Let s be the number of codewords
with distance τ to the received sequence. Then, an ML decoder
will choose a wrong codeword with probability 1− 1

s . While
s is unknown, it can be lower bounded by |L|, i.e., the
number of found codewords, which also lower bounds the error
probability of the ML decoder. In the case that c is not in the
list, an even tighter bound can be obtained, as it is known that
at least |L|+ 1 codewords with distance τ exist.

B. Decoding Algorithms

For all decoding algorithms the reliability information Φ
according to (12) has to be calculated. According to [26], [27],
this can be done by Algorithm 1 where L dual minimal weight
codewords are used which are cyclically different and have a
one at position x0.

For binary codes, the polynomial multiplication is the XOR
of δ⊥ cyclic shifts of the received vector. The complexity
to calculate Φ is L polynomial multiplications and Lδ⊥

cyclic shifts. Then these Lδ⊥ binary vectors are added. Each
coordinate of Φ is an integer between 0 and Lδ⊥.

input: r, cyclically different minimum weight checks
W

output: Φ
for b ∈W do

w = r · b mod xn − 1
for cyclic shifts wshifted of w do

for exp ∈ exponents(wshifted) do
Φexp += 1

end
end

end
Algorithm 1: Calculation of Φ

1) Error Reduction Decoding: The error reduction is an
iterative decoding method, where in each iteration the un-
reliable positions according to Φ are flipped to calculate a
new received vector, see Algorithm 2. With this new received
vector, Φ is recalculated which can be done by modifying
w(`)(x) as follows. Let j1, . . . , jµ be the flipped positions, then
w

(`)
new(x) = w(`)(x)+xj1b(`)(x)+ . . .+xjµb(`)(x). Therefore,

the complexity is the number of iterations times the calculation
of Φ. In addition, a sorting operation in each iteration has to
find the µ largest values of Φ which takes not more than µ
times n comparisons. There exist several variants, which and
how many unreliable positions are flipped in each iteration.
Further, a list decoding variant is given as follows: if more
than maxflip positions possess the maximum value of Φ,
multiple subsets of these values can be chosen. For each of
these subsets, an iterative decoder can be started.

2) Information Set Decoding: For this decoding, the values
of Φ have to be calculated only once and a sorting has to
be done to find the k most reliable positions. There exist
several possibilities to find the k most reliable positions which
are a systematic. Here we sort the columns of the generator
matrix according to their reliability and choose the linearly
independent pivot columns as information set. Therefore, the
complexity is the calculation of Φ, the sorting, and the pivot
calculation. Since we have a systematic encoding matrix we
can do list decoding by flipping some of the k systematic
positions. The flip-pattern is a binary vector that contains ones
at the positions which are flipped. We choose the list size
1 + k + k(k − 1)/2 which means we try all flip-patterns of
weight one and two, corresponding to single and double errors.
In general, the decoding performance improves when using
more flip-patterns of larger weight, however, the performance
can not be better than ML decoding.

3) Redundancy Set Decoding: This decoding algorithm
makes use of the fact that for cyclic codes k consecutive
positions are an information set. Because the code is cyclic
we can fix the systematic positions and use a precalculated
systematic encoding matrix. In order to exploit the Dirichlet
principle, we can use cyclic shifts of the received vector.
The values of Φ do not have to be recalculated but can
also be shifted. Only the sorting in the systematic and in the
redundancy part has to be done again. Since this decoding was
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input: r, minimum weight checks W

output: ĉ
ĉ = r
for iter < maxiter do

if ĉ ∈ C then
break

end
calculate Φ
J = {j ∈ {0, 1, . . . , n− 1} : Φj = max(Φ)}
if |J | > maxflip then

J = choose maxflip random positions of J
end
flip ĉj ∀j ∈ J

end
Algorithm 2: Error Reduction

input: r, Φ, generator matrix G
output: ĉ
// find Information set from most

reliable positions according to Φ
Gsorted =sort columns of G according to reliability of
Φ
I = pivot columns of Gsorted
// apply flip-patterns
for ∀e ∈ Fk2 , 0 ≤ wt (e) ≤ 2 do

rI = r|I + e
ĉ = rI ·G−1I ·G

end
return ĉ = argmin(dist(ĉ, r))

Algorithm 3: Information set decoding

described in detail with examples in the last section we omit
a formal description here.

C. Decoding Performance

We start with simulation results of the four BCH(63, 31)
codes from Example 1 for the transmission over a BSC
channel. Because a BSC channel does not provide reliability
information, the selection of the information set is based on
the inherent reliability of the Φ values only. Additionally,
all flip-patterns of weight one and two are applied, which
corresponds to 497 flip-patterns. As shown in Fig. 2a, the
results of information set decoding (ISD) are equal to the
ML bound (ML-LB) for all considered codes, which means
that ISD has the same performance as ML decoding. The
performance of the first three codes, which share the same
true distance of δ = 12, is the same. Since the first code C1

only uses 5 cyclically different dual codewords, the decoding
complexity is reduced compared to the other codes with 35
and 44 dual codewords, respectively. Code C4 has a smaller
true minimum distance δ = 9 and, thus, shows a small loss
in performance for smaller channel error probabilities, even
though more dual codewords are used for the calculation of
the reliability. In contrast, for error reduction decoding (ERD)
C4 shows a better performance than the other codes, whose
results have been omitted in Fig. 2a. For all codes, ERD shows
a worse performance than ISD. For comparison, the curve for

bounded minimum distance decoding of a BCH code with
designed minimum distance d = 11 is included which is
described in Example 1.

2 4 6 8
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10−6

10−4
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p of BSC

WER

C1, C2, C3 ISD
C1, C2, C3 ML-LB
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C4 ERD
BMD 63,31,11

(a) Hard decision decoding of BCH(63, 31).
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C1 ISD
C1 ML-LB
C2 ISD, ML-LB
C3 ISD, ML-LB
C4 ISD, ML-LB
C3 ERD
BMD 63,22,15

(b) Hard decision decoding of BCH(63, 22).

Figure 2. Hard decision decoding of multiple codes with codelength 63.

The simulation results of the four BCH(63, 22) codes from
Example 2 are visualized in Fig. 2b. Again all flip-patterns of
weight one and two are used for ISD, which for this dimension
corresponds to 254 flip-patterns. The best performance is
achieved by ISD of C1, which has the largest true minimum
distance, δ = 16. Since this code uses only 20 dual codewords,
the complexity for the calculation of Φ is reduced compared
to the other codes. Additionally to the single minimum weight
dual codeword of weight 6, 19 dual codewords of weight 8
are added. The second best performance has C3, which uses
30 dual codewords. For C2, additionally to the single dual
codeword of weight 6, the 25 dual codewords of weight 8
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are used for decoding. This code shows a worse performance
than C3. C4 corresponds to the punctured RM code and has
155 minimum weight dual codewords. This code shows the
worst performance of the considered codes. This is an example
for which the decoding of a BCH code performs better than
the one for the RM code. The performance of C2, C3, and
C4 is equal to ML decoding of the respective code and the
performance of C1 is close to the ML-LB. For all codes, ERD
shows a worse performance than ISD. The best results of ERD
are achieved by C3, which is also shown in Fig. 2b. For small
channel error probabilities, the performance is close to ISD
of C2, whereas for large p, ISD of all codes shows a better
performance. The BMD decoding is more than a factor of 100
worse than code 1.

For the performance of redundancy set decoding, we sim-
ulate two codes. There exists a BCH code of dimension 24
and minimum distance 15, which was already used above.
For this code the cyclotomic coset 21 is exchanged by the
coset 15 in code 4 of Example 2. This increases the coderate
at the same minimum distance. Fig. 3a shows the decoding
performance of redundancy set decoding for this code in
dependence on the number of cyclic shifts used by the decoder.
The number µ is chosen to be 17 and no flip-patterns are
used. Using four shifts of the received vector, the decoding
performance is very close to the ML bound. For comparison,
the performance of information set decoding of code 1 from
Example 2 is included. As expected, the ML decoding of a
code with fewer codewords, i.e. smaller coderate, should have
a better performance, and Fig. 3a shows this effect. In general,
the redundancy set decoding has a worse performance than
ISD.

We use redundancy set decoding for a BCH code of length
n = 127 and dimension k = 43. The chosen cyclotomic cosets
are Ki, i ∈ {1, 3, 5, 7, 9, 11, 13, 15, 19, 27, 29, 43}, which pro-
vides a designed minimum distance of d = 21 and a true
minimum distance of δ = 31. In this case, there are 63
cyclically different minimum weight codewords of weight 12.
As Fig. 3b shows, without additional shifts there is almost
no performance loss due to selecting µ = 20 of the most
reliable positions from the redundancy part and k − µ from
the systematic for n = 127. This can be explained with the
weak law of large numbers. Using up to eight shifts and no
flip-patterns, the performance of the redundancy set decoder
is better than decoding all error patterns up to half the true
minimum distance, which is b(δ − 1)/2c = 15. It has to
be emphasized that algebraic decoding of the used code can
only correct up to 10 errors as it is limited by the designed
minimum distance. As the performance of the redundancy set
decoding is not determined by the designed minimum distance
directly, it can improve upon algebraic decoding by a factor of
up to 105 at p = 10−2. At the cost of an increased complexity,
further performance improvements are possible using ISD with
all flip-patterns of weight ≤ j, to which we refer as ISD(j).
ISD(5) requires testing up to 106 patterns, but approaches the
ML performance for channels with a small error probability.

The redundancy set decoding for the rate one half code
was simulated for different µ and different shifts. However,
the performance could not reach those of information set

decoding as in the case of lower rate codes. If no or only
a few flip-patterns are used, the performance can compete.
Nevertheless, there remain many open problems for further
research, especially the choices of the shifts in combination
with µ. There might be advantages in case of longer codes
that are not studied yet.
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(a) Redundancy set decoding of BCH(63, 24, 15)
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(b) Redundancy set decoding of BCH(127, 43, 21)

Figure 3. Redundancy set decoding of codes with different codelengths and
rate R ≈ 0.35

Next, we look at the performances of the four BCH codes
(127, 64) from Example 4 which have 28, 119, 1 590, and
651 decoding polynomials, respectively. First, we compare the
three BCH codes which are not equivalent to an RM code and
then we compare the RM equivalent code C4 to C3. For ISD,
all flip-patterns of weight ≤ 2 are used, which corresponds to
2 081 patterns. While C1 shows the same performance as BMD
decoding for ISD, codes C2 and C3 show better performances,
see Fig. 4a. The performances are quite different and seem to
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(a) Information set decoding of BCH(127, 64)
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(b) Comparison of BCH and RM

Figure 4. Information set decoding of BCH(127, 64)

be related to the number of decoding polynomials. For these
codes, the performances are not close to the ML bounds and
as expected the worse a decoder performs the larger is the
distance to the ML bound. Since we show only the lower
bound, ML decoding might be closer to the performance of
ISD.

The performance of the punctured RM code C4 is compared
with the performance of the BCH code C3 in Fig. 4b. Both
codes have the same dimension, but the RM equivalent BCH
code has minimum distance d = 15 whereas the BCH code
has d = 21. In case of a large channel error probability, there
is hardly any difference in the performance of these codes.
However, at small error probabilities, the larger minimum
distance of the BCH code becomes obvious by a performance
improvement up to a factor of 100. A surprising result is that

the performance of the information set decoding of the RM
equivalent BCH code is independent of the number of flip-
patterns used. The performance of ISD(0) is equal to the ML-
LB and thus cannot be improved by using additional flip-
patterns. Here, ISD(j) means all possible subsets of the k
systematic positions with cardinality ≤ j are flipped and the
list size is

∑j
i=0

(
k
i

)
. For C3, the performance increases if

more flip-patterns are used.
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Figure 5. Hard decision decoding of BCH(127, 92)

The last example is a BCH code of higher rate, namely
(127, 92, 11). C1 uses the cyclotomic cosets {1, 3, 5, 31, 63}
and has 21 decoding polynomials, C2 uses {1, 3, 5, 7, 9} and
has 155 polynomials, and C3 uses {1, 3, 7, 23, 55} and has
429 polynomials. The results for these codes are displayed in
Fig. 5. For this coderate, 4 279 flip-patterns are used for infor-
mation set decoding. C2 and C3 show identical performance,
which is close to the ML bound. In contrast, C1, which uses
only 21 decoding polynomials, performs worse and is only
slightly better than BMD decoding.

V. SOFT DECISION DECODING

For the additive white Gaussian noise (AWGN) channel we
use the usual mapping of the binary code symbols ci = 0 ↔
xi = 1 and ci = 1 ↔ xi = −1 which corresponds to binary
phase shift keying (BPSK). We receive yi = xi + ni where
ni denotes the Gaussian noise. The signal to noise ratio for
information bits in dB is called Eb/N0. Then the signal to
noise ratio for a codebit is Es/N0 = Eb/N0−10 · log10(1/R)
where R is the coderate of the used code. The variance of the
noise is then σ2 = 1/(2 · 10Es/(10N0)).

First, we will describe the intrinsic reliability information
from the channel. Then, we use the dual codewords to
calculate extrinsic reliability information and show that this
improves the reliability information. A statistical analysis of
the novel reliability information can be used to predetermine
flip-patterns which are used for list information set decoding.
An example that this method allows to predict the word error
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rate performance of the decoding is given. Then, the used
information set decoder is described. We give no results of the
soft decision error reduction decoder since the performance
is worse than with the information set decoding. This can
be intuitively explained with the same observation that we
made for the BSC in Example 8: The probability that most of
the reliable positions are correct is higher than the probability
that the least reliable positions are erroneous. The simulation
results show that the reliability from the Gaussian channel
can be improved by the inherent reliability from the minimal
weight dual codewords and, thus, the decoding performance.
We illustrate that, when taking only the check polynomial
the decoding performance can not be improved compared to
only using the intrinsic reliability from the channel. From all
checks, only some may be selected according to a criterion
which leads to a reduction in decoding complexity which was
also observed in [17]. We also show that increasing the number
of flip-patterns improves the decoding performance until ML
decoding is reached. Finally, we compare our decoder to
adaptive belief propagation [29], bias-based multibasis infor-
mation set decoding [28], and to decoding of polar codes
[24] and give runtime measures to illustrate and compare
the decoding complexities. We did not use stopping criteria
from the literature in order to reduce the average decoding
time, however, this could be included straightforward into the
algorithms.

A. Aspects of Reliability Information

While the BSC offers no information about the reliability of
the received symbols, the AWGN channel with its real-valued
output alphabet allows the calculation of reliability information
and we use the common measure ([28], [29])

Lj = tanh
( yj
σ2

)
. (20)

Clearly, if |Li| > |Lj |, then position i is more reliable
than position j. The reliabilities can be used for information
set decoding. According to Algorithm 3, among the most
reliable positions, k are chosen which are an information
set. We will denote this by ISD-Chan. However, the minimal
weight codewords of the dual code define a set of checks
which can be used to calculate extrinsic reliability information.
Let j0, j1, . . . , jδ⊥−1 be the non-zero positions of the dual
codeword (as vector, not as polynomial). The product of the
Lj is denoted by ∆ = Lj0 ·Lj1 ·. . .·Ljδ⊥−1

. Then, the extrinsic
reliability for these check positions is

Φi = 2 atanh

(
∆

Li

)
, i = j0, j1, . . . , jδ⊥−1 . (21)

All minimal weight dual codewords are used as checks and
the extrinsic information for each position is added. Now, the
reliability information is the combination of the intrinsic infor-
mation (channel reliability Lj) and the extrinsic information
from all checks Lj + αΦj , where α is an attenuation factor
which is determined by simulations. Again, the most reliable
positions can be chosen to find an information set which
will be denoted by ISD-Dual. Does the extrinsic information
improve the quality of the reliability information? In order
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Figure 6. Relative frequency of errors in the k positions that are contained
in the information set for code BCH(127, 64) C3. 0 corresponds to the most
reliable position and 63 is the position with the smallest reliability. Simulated
at 2 dB using T = 100 and α = 0.07.

to visualize this, we simulated the number of errors in the
best positions for ISD-Chan and ISD-Dual. The simulation is
for the BCH(127, 64) code C3 at 2 dB. This code has 1 590
minimal weight dual code polynomials which corresponds to
201 930 checks. Fig. 6 shows the curves that τ errors occur
in the k best positions. Each point aτ,` of a curve is the
relative frequency that τ errors have occured and ` determines
the most reliable of the τ errors. So τ − 1 errors are in
the more unreliable positions ` + 1 to k − 1. Therefore, the
probability that τ errors occur in the positions ` to k − 1 is
aτ,`+aτ,`+1 + . . .+aτ,k−1. It can be seen that the number of
errors in the best positions is considerably reduced for ISD-
Dual compared to ISD-Chan. For example, for ` = 15 and
τ = 3 the relative frequency that 2 errors are among the
positions 16 to 63 for ISD-Chan is the same as τ = 1 error at
position ` = 15 when using ISD-Dual. Similarly, for ` = 50
and τ = 2 the relative frequency that 1 of the two errors is in
positions 51 to 63 for ISD-Chan is larger than there is τ = 1
error in position 50 for ISD-Dual. Further, for ISD-Dual the
probability of τ = 1 error in the positions 0 to 6 is the sum
of the values of the relative frequencies from 0 to 6 and it is
smaller than the probability of τ = 3 errors in the positions
42 to 63. This fact will be used for the selection of the flip-
patterns for list information set decoding in the following.

For list decoding, flip-patterns are added to the positions of
the information set. There exist several strategies for choosing
flip-patterns given a fixed list size. In [34] several strategies are
compared and one is based on the so called elliptic weight. We
use a similar approach as in [35] based on Fig. 6. We construct
a matrix A which counts the relative frequency of occurrence
of τ errors at certain positions. As defined before, each element
aτ,` of A gives the relative frequency of τ errors in the `
positions of the information set where ` is the error with the
largest reliability value. With this matrix A, the expected WER
of a simulation can be predicted by the sum over all elements
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aτ,`, which are not within the flip-patterns

WERest =
∑
τ

k−1∑
`=0

aτ,` . (22)

This estimation can, on the other hand, also be used to
calculate how many flip-patterns have to be used in order to
reach a certain performance. For example in case of two errors
the relative frequency that the more reliable one of these two is
at position 30 in the information set is according Fig. 6 about
10−3. It can be observed that the relative frequency of 3 errors
in positions 50 to 64, which are the unreliable positions among
the k most reliable ones, is higher than for 2 errors with the
larger reliability in the positions 0 to 14. Equation (22) can also
be used to minimize the expected WER under the condition
that a fixed number of flip-patterns is used. The following
example compares the WER simulation with the estimation
using the preselected flip-patterns.

Example 12 (Estimated WER): The matrix is simulated for
the code BCH(127, 64, 21) C3 at 2 dB. If a maximum number
of 100 flip-patterns is to be used, the matrix indicates that it
is better to use all flip-patterns of weight one on the 55 least
reliable positions and all flip-patterns of weight two on the ten
least reliable positions. The matrix indicates that a WER of
WERest = 0.060 is to be expected. The true WER obtained
from simulations with the chosen flip-patterns is 0.064.

B. Decoding Algorithm

This section describes the soft decision list information
set decoding algorithm. We assume that the vector y =
(y0, y1, . . . , yn−1) has been received after transmission over
the AWGN channel. The used reliability is Lj = tanh

( yj
σ2

)
.

The reliabilities of a check are

Lsup(b) = {Lb0 , Lb1 , . . . , Lbδ⊥−1
} . (23)

We introduce a modification which does not use checks with
too many unreliable positions. For this, we find the T most
reliable positions. We use only checks that have ≥ δ⊥ − 1
positions within these T most reliable positions. In other
words, only zero or one position of the check is from the
n − T most unreliable positions. The following algorithm is
used for the simulations in the next section.

C. Decoding Performance

In Fig. 7, we show the simulation results of soft decision
list information set decoding of the BCH(127, 64, 21) code
C3. The WER curves for ISD-Chan using 2 080 flip-patterns
of weight ≤ 2 and for 43 744 of weight ≤ 3 are depicted. The
curve ISD-H uses the check polynomial which corresponds
to n checks to calculate extrinsic reliability information with
α = 0.2 and all flip-patterns of weight ≤ 2. It can be observed
that this does not improve the decoding performance compared
to ISD-Chan. Using all dual minimal weight checks ISD-Dual
with α = 0.07 and all flip-patterns of weight ≤ 2 considerably
improves the decoding performance. In fact, it crosses the ISD-
Chan with all flip-patterns of weight ≤ 3 at about 3.5 dB.

input: y, minimum weight checks W, T ∈ N,
flip-patterns F, damping coefficient α

output: ĉ
// intrinsic information
Lj = tanh

( yj
σ2

)
∀j

// calculate Φ
Φj = 0 ∀j
find the T best positions
for ∀H ∈W do

if ≥ δ⊥ − 1 positions of H are in the T best then
∆ =

∏
h∈H Lh

for h ∈ H do
// extrinsic information
Φh += 2 · atanh(∆/Lh)

end
end

end
// update intrinsic information
Lj += α · Φj ∀j
// perform information set decoding
Gsorted = sort columns of G according to reliability

of Lj
I = pivot columns of Gsorted
r = hard(L)
// apply flip-patterns
for ∀e ∈ F do

rI = r|I + e
ĉ = rI ·G−1I ·G

end
return ĉ = argmin

(∑
j

(
rj − (−1)ĉj

)2)
Algorithm 4: Decoding algorithm ISD-Dual with α and
T . If T is omitted, all checks are used.

Another observation is, when using the threshold T = 100 the
number of checks is reduced from 201 930 to 5 089 in average
without any loss in performance. This reduces the decoding
complexity considerably, as shown later.

In Fig. 8a, the BCH(127, 64, 21) code C3 and the punctured
RM code C4 are compared with soft decision list information
set decoding. For all simulations flip-patterns of weight ≤ 2
are used. The first curve shows the ISD-Chan for the BCH
code. For all remaining curves T = 100 is used. The RM
code (ISD-Dual-RM) with α = 0.1 shows a performance close
to the ML bound (ML-LB-RM) and performs slightly better
than the BCH code (ISD-Dual-BCH) for <2.7 dB. However,
since the BCH has a larger minimum distance, the decoding
performance gets better than the ML decoding of the RM code
for better channel conditions. Further, since the (ML-LB-BCH)
shows a much better performance, the decoding of the BCH
code can be improved by using more flip-patterns, which is
shown later in Fig. 8b. The ML bounds are different for the
RM and the BCH code which is a property of the bound that it
estimates the ML performance of the particular code used. An
interesting observation is that the decoding of the RM code
can not be improved by using more flip-patterns since it is
already very close to the ML bound. Note that the slope of



15

1 1.5 2 2.5 3 3.5 4

10−5

10−4

10−3

10−2

10−1

100

Eb
N0

in dB

WER

ISD-Chan(2)
ISD-Chan(3)
ISD-H(2)
ISD-Dual(2)
ISD-Dual(T,2)

Figure 7. Comparison of different approaches including extrinic information
into the decoding of the BCH(127, 64, 21) code C3.

ISD-Dual-BCH is steeper than the one of ISD-Chan-BCH.
Now, we show that increasing the number of flip-patterns

improves the decoding performance. Different list sizes are
compared in Fig. 8b. Again, the BCH(127, 64, 21) code C3 is
simulated. We use ISD-Dual with T = 100 and α = 0.07. The
flip-patterns are selected according to (22) in order to minimize
the expected WER. With 100 flip-patterns the performance is
already better than the polar code of length 128 and k = 64
from [24] with successive cancellation (SC) decoding. With
10 000 flip-patterns the performance is strictly better than
list decoding of the crc-aided polar code from [24]. Further,
the performance curve of the crc-aided polar code is flatter,
because it has a smaller minimum distance. As a consequence,
already 2 000 flip-patterns suffice in order to achieve the same
performance with the BCH code at 3.5 dB. Using 100 000
flip-patterns the performance is close to ML decoding. The
decoded code is the best known linear code of this length and
rate [36]. Therefore, it is not expected that any other code can
achieve a better performance and we omit a comparison with
further codes.

In Fig. 9, we compare our ISD-Dual decoding with ISD-
Mbas (bias-based multibasis information set decoding [28])
and with ABP (adaptive belief propagation [29]). It can be seen
that ABP with M = 20 iterations and damping coefficient α =
0.1 has the worst performance. In addition, we give runtime
measures for these algorithms in Table IV. Three curves are
plotted for ISD-Mbas with a = 0.1 for a different number of
bases M = 2, 5, 30 and the related runtime measures are given
in Table IV. The best performance shows the ISD-Dual with
T = 100 and α = 0.07 with 10 000 flip-patterns at a factor of
5 smaller runtime as the 30 basis ISD-Mbas. The performance
is also better than ISD-Chan with all flip-patterns of weight
≤ 3 which has almost doubled runtime. Note that the slope of
ISD-Dual is steeper than both, ISD-Chan and ISD-Mbas.
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(a) Comparison of the BCH(127, 64, 21) code C3 and the punctured RM
code C4.
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(b) Decoding the BCH(127, 64, 21) code C3 with different number of flip-
patterns.

Figure 8. Soft decision decoding with the proposed decoding algorithm.

VI. CONCLUSIONS

We have shown that erroneous codewords can be checked
by minimal weight dual codewords and these checks provide
reliability information for the received symbols. We described
three decoders which use this reliability and information set
decoding was superior. In many examples the decoding has
the same performance as hard decision ML decoding which
we have shown using an ML bound. We recalled that any RM
code can be described as a particular BCH code extended by
a parity bit. We presented examples where the BCH codes
show better performance than the punctured RM codes. We
described BCH codes with different choices of the cyclotomic
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Table IV
MEASURED WORST-CASE RUNTIMES OF THE PROPOSED DECODING ALGORITHM, ADAPTIVE BELIEF PROPAGATION [29] AND BIAS-BASED MULTIBASIS

DECODING [28].

ISD-Chan ISD-Dual(2) with α = 0.07 ISD-Mbas(2), a = 0.1 ABP M = 20, α = 0.1

w = 2 10 000 flip patterns

w = 2 w = 3 T = 100 full T = 100 full M = 2 M = 5 M = 30

1.2 ms 13.3 ms 4.8 ms 28.3 ms 7.0 ms 30.5 ms 2.5 ms 6.3 ms 37.1 ms 11.5 ms
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M = 2, 5, 30 [28]
ABP [29]
ISD-Dual (2)
ISD-Dual,
10 000 flip-patterns

Figure 9. Comparison of the proposed algorithm with adaptive belief
propagation [29] and bias-based multibasis information set decoding [28].

cosets and compared their decoding perormance. For soft
decision list information set decoding, we have derived that
the use of the extrinsic reliability from dual codewords in
addition to the channel reliability can improve the decoding
performance considerably. We compared the performance to
known methods from literature and for the BCH code of length
127 and dimension 64 our decoder can reach close to ML
decoding.

APPENDIX

Reed–Muller codes can be defined recursively using the
Plotkin construction [11], however, the same set of codewords
can also be obtained from a definition based on Boolean
functions. We refer to a function f(v0, . . . , vm−1) as a Boolean
function if it takes on the values 0 and 1 for any input tuple
in Fm2 . A Reed–Muller code of length 2m is then the set of
all Boolean functions of degree up to r evaluated at all 2m

input m-tuples:

R(r,m) =

{
(f(i0, . . . , im−1))

2m−1
i=0 | f(i0, . . . , im−1)

=
∑
s

Cs(i0)s0 · . . . · (im−1)sm−1

}
,

where i = i0 + i1 · 2 + . . .+ im−12m−1, the sum runs over all
s = (s0, . . . , sm−1) ∈ {0, 1}m such that 0 ≤

∑m−1
t=0 st ≤ r

and Cs ∈ F2.
In the definition of the Reed–Muller code, the Boolean

functions were evaluated at (i0, . . . , im−1), where each m-
tuple corresponded to the binary expansion of the respective
code coordinate. However, now, we change the evaluation
order and evaluate a Boolean function at (a

(i)
0 , . . . , a

(i)
m−1),

the coefficients of αi ∈ F∗2m when expressed through the
polynomial basis {α0, . . . , αm−1}, in order to obtain the value
of the codeword at position i. Let αi = a

(i)
0 + a

(i)
1 α + . . . +

a
(i)
m−1α

m−1, the code

R(r,m)∗ =

{(
f(a

(i)
0 , . . . , a

(i)
m−1)

)2m−2
i=0

| f(a(i)0 , . . . , a
(i)
m−1)

=
∑
s

Cs(a
(i)
0 )s0 · . . . · (a(i)m−1)sm−1

}
is then a punctured and permuted RM code. First, we show
that R(r,m)∗ is cyclic. This is equivalent to showing that
for all f(v0, . . . , vm−1), there exists a f̃(v0, . . . , vm−1), which
satisfies

f(a
(i)
0 , . . . , a

(i)
m−1) = f̃(a

(i+1)
0 , . . . , a

(i+1)
m−1 ) (24)

∀i ∈ {0, . . . , 2m − 2}. In F2m , the multiplication of αi with
α is carried out modulo a primitive polynomial p(x) = xm +∑m−1
`=1 p` ·x`+1 with coefficients in F2. Therefore, we arrive

at

f(a
(i)
0 , . . . , a

(i)
m−1) = f̃

(
a
(i)
m−1, a

(i)
0 + p1a

(i)
m−1, a

(i)
1 + p2a

(i)
m−1,

. . . , a
(i)
m−2 + pm−1a

(i)
m−1

)
. (25)

By applying substitution, one sees that a f̃(v0, . . . , vm−1)
which satisfies this for all i is given by

f̃(v0, . . . , vm−1) = f(v1+p1v0, v1+p2v0, . . . , v1+pm−1v0, v0)
(26)

and is of the same degree as f(v0, . . . , vm−1). Hence, R(r,m)∗

is indeed cyclic. For R(r,m) the order of the evaluation tuples
is given by the natural representation of the respective position
as binary number. For the cyclic code R(r,m)∗ the order is the
vector representation of αi using the polynomial basis. This
proves the permutation given in II-B: π maps i to j such that
the binary expansion of i is identical to the coefficients of αj

under the polynomial basis.
Now, we find a generator polynomial of R(r,m)∗. We need

to find the roots of
∑2m−2
i=0 f(a

(i)
0 , . . . , a

(i)
m−1) αh·i. Let h =
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∑m−1
t=0 ht2

t with 1 ≤
∑m−1
t=0 ht ≤ m− r−1 and ht ∈ {0, 1},

then

αh·i =

m−1∑
j=0

a
(i)
j αj


∑m−1
t=0 ht2

t

=

m−1∏
t=0

m−1∑
j=0

a
(i)
j αj

ht2
t

=
∏

{t: ht=1}

m−1∑
j=0

a
(i)
j αj2

t

(27)

Following [9], we can expand the product as

αh·i =
∑
`

(
a
(i)
0

)`0
· . . . ·

(
a
(i)
m−1

)`m−1

αβ(h,`) , (28)

where the sum runs over all ` = (`0, . . . , `m−1) s.t. 1 ≤∑m−1
t=0 `t =

∑m−1
t=0 ht ≤ m − r − 1. Utilizing that β(h, `)

does not depend of j, we can reorder the sums and obtain

2m−2∑
i=0

f(a
(i)
0 , . . . , a

(i)
m−1) αh·i =

∑
`

αβ(h,`)
∑
s

Cs

2m−2∑
j=0

(a
(i)
0 )s0+`0 · . . . · (a(i)m−1)sm−1+`m−1 , (29)

which is 0 as the innermost sum is 0: Due to the restrictions on
` and s, there is at least one γ such that sγ+`γ = 0. The sum
goes through all m-tuples (a

(i)
0 , . . . , a

(i)
m−1) in F∗2m . Therefore,

the summands (a
(i)
0 )s0+`0 · . . . · (a(i)γ )0 · . . . · (a(i)m−1)sm−1+`m−1

and (a
(i)
0 )s0+`0 · . . . · (a(i)γ + 1)0 · . . . · (a(i)m−1)sm−1+`m−1 add

up to 0. The m-tuple which has only a 1 in position γ would
correspond to the all-zero tuple which is not in F∗2m , note
however that its summand is already 0, as there is at least one
θ s.t. sθ + `θ 6= 0, because h > 0 (in other words, h = 0 has
to be excluded as there would be a sum of an odd number of
ones for ` = (0, . . . , 0)). Hence, we have seen that all αh with
1 ≤

∑m−1
t=0 ht ≤ m− r − 1 are roots of all codepolynomials,

respectively the generator polynomial. The number of h which
satisfy this restriction is(

m

1

)
+ . . .+

(
m

m− r − 1

)
=

(
m

m− 1

)
+ . . .+

(
m

r + 1

)
= 2m − 1−

[(
m

0

)
+ . . .+

(
m

r

)]
= 2m − 1− dimR(r,m)∗.

Hence, there can be no further roots of the generator polyno-
mial.
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