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Abstract

Offline (or batch) reinforcement learning (RL) algorithms seek to learn an optimal policy
from a fixed dataset without active data collection. Based on the composition of the offline
dataset, two main categories of methods are used: imitation learning which is suitable for expert
datasets and vanilla offline RL which often requires uniform coverage datasets. From a practical
standpoint, datasets often deviate from these two extremes and the exact data composition is
usually unknown a priori. To bridge this gap, we present a new offline RL framework that
smoothly interpolates between the two extremes of data composition, hence unifying imitation
learning and vanilla offline RL. The new framework is centered around a weak version of the
concentrability coefficient that measures the deviation from the behavior policy to the expert
policy alone.

Under this new framework, we further investigate the question on algorithm design: can one
develop an algorithm that achieves a minimax optimal rate and also adapts to unknown data
composition? To address this question, we consider a lower confidence bound (LCB) algorithm
developed based on pessimism in the face of uncertainty in offline RL. We study finite-sample
properties of LCB as well as information-theoretic limits in three settings: multi-armed bandits,
contextual bandits, and Markov decision processes (MDPs). Our analysis reveals surprising
facts about optimality rates. In particular, in both contextual bandits and RL, LCB achieves a
faster rate of 1/N for nearly-expert datasets compared to the usual rate of 1/

√
N in offline RL,

where N is the number of samples in the batch dataset. In the case of contextual bandits with
at least two contexts, we prove that LCB is adaptively optimal for the entire data composition
range, achieving a smooth transition from imitation learning to offline RL. We further show that
LCB is almost adaptively optimal in MDPs.
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1 Introduction

Reinforcement learning (RL) algorithms have recently achieved tremendous empirical success includ-
ing beating Go champions (Silver et al., 2016, 2017) and surpassing professionals in Atari games
(Mnih et al., 2013, 2015), to name a few. Most success stories, however, are in the realm of on-
line RL in which active data collection is necessary. This online paradigm falls short of leveraging
previously-collected datasets and dealing with scenarios where online exploration is not possible (Fu
et al., 2020). To tackle these issues, offline (or batch) reinforcement learning (Lange et al., 2012;
Levine et al., 2020) arises in which the agent aims at achieving competence by exploiting a batch
dataset without access to online exploration. This paradigm is useful in a diverse array of application
domains such as healthcare (Wang et al., 2018; Gottesman et al., 2019; Nie et al., 2020), autonomous
driving (Yurtsever et al., 2020; Bojarski et al., 2016; Pan et al., 2017), and recommendation systems
(Strehl et al., 2010; Garcin et al., 2014; Thomas et al., 2017).

The key component of offline RL is a pre-collected dataset from an unknown stochastic environ-
ment. Broadly speaking, there exist two types of data composition for which offline RL algorithms
have shown promising empirical and theoretical success; see Figure 1 for an illustration.

• Expert data. One end of the spectrum includes datasets collected by following an expert policy.
For such datasets, imitation learning algorithms (e.g., behavior cloning (Ross and Bagnell, 2010))
are shown to be effective in achieving a small sub-optimality competing with the expert policy.
In particular, it is recently shown in the work Rajaraman et al. (2020) that the behavior cloning
algorithm achieves the minimal sub-optimality 1/N in episodic Markov decision processes, where
N is the total number of samples in the expert dataset.
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dataset composition

expert data

imitation learning

uniform coverage data

vanilla offline RL

Figure 1: Dataset composition range for offline RL problems. On one end, we have expert data for
which imitation learning algorithms are well-suited. On the other end, we have uniform exploratory
data for which vanilla offline RL algorithms can be used.

• Uniform coverage data. On the other end of the spectrum lies the datasets with uniform
coverage. More specifically, such datasets are collected with an aim to cover all states and
actions, even the states never visited or actions never taken by satisfactory policies. Most vanilla
offline RL algorithms are only suited in this region and are shown to diverge for narrower datasets
(Fu et al., 2020; Koh et al., 2020), such as those collected via human demonstrations or hand-
crafted policies, both empirically (Fujimoto et al., 2019b; Kumar et al., 2019) and theoretically
(Agarwal et al., 2020b; Du et al., 2020). In this regime, a widely-adopted requirement is the
uniformly bounded concentrability coefficient which assumes that the ratio of the state-action
occupancy density induced by any policy and the data distribution is bounded uniformly over all
states and actions (Munos, 2007; Farahmand et al., 2010; Chen and Jiang, 2019; Xie and Jiang,
2020). Another common assumption is uniformly lower bounded data distribution on all states
and actions (Sidford et al., 2018a; Agarwal et al., 2020a), which ensures all states and actions are
visited with sufficient probabilities. Algorithms developed for this regime are demonstrated to
achieve a 1/

√
N sub-optimality competing with the optimal policy; see for example the papers Yin

et al. (2020); Hao et al. (2020); Uehara et al. (2021).

1.1 Motivating questions

Clearly, both of these two extremes impose strong assumptions on the dataset: at one extreme, we
hope for a solely expert-driven dataset; at the other extreme, we require the dataset to cover every,
even sub-optimal, actions. In practice, there are numerous scenarios where the dataset deviates from
these two extremes, which has motivated the development of new offline RL benchmark datasets
with different data compositions (Fu et al., 2020; Koh et al., 2020). With this need in mind, the
first and foremost question is regarding offline RL formulations:

Question 1 (Formulation). Can we propose an offline RL framework that accommodates the
entire data composition range?

We answer this question affirmatively by proposing a new formulation for offline RL that
smoothly interpolates between two regimes: expert data and data with uniform coverage. More
specifically, we characterize the data composition in terms of the ratio between the state-action
occupancy density of an optimal policy1 and that of the behavior distribution which we denote by
C⋆; see Definition 1 for a precise formulation. In words, C⋆ can be viewed as a measure of the de-
viation between the behavior distribution and the distribution induced by the optimal policy. The
case with C⋆ = 1 recovers the setting with expert data since, by the definition of C⋆, the behavior

1In fact, our developments can accommodate arbitrary competing policies, however, we restrict ourselves to the
optimal policy for ease of presentation.
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policy is identical to the optimal policy. In contrast, when C⋆ > 1, the dataset is no longer purely
expert-driven: it could contain “spurious” samples—states and actions that are not visited by the
optimal policy. As a further example, when the dataset has uniform coverage, say the behavior
probability is lower bounded by µmin over all states and actions, it is straightforward to check that
the new concentrability coefficient is also upper bounded by µ−1

min.
Assuming a finite C⋆ is the weakest concentrability requirement (Scherrer, 2014; Geist et al.,

2017; Xie and Jiang, 2020) that is currently enjoyed only by some online algorithms such as CPI
(Kakade and Langford, 2002). C⋆ imposes a much weaker assumption in contrast to other concen-
trability requirements which involve taking a maximum over all policies; see Scherrer (2014) for a
hierarchy of different concentrability definitions. We would like to immediately point out that exist-
ing works on offline RL either do not specify the dependency of sub-optimality on data coverage (Jin
et al., 2020; Yu et al., 2020), or do not have a batch data coverage assumption that accommodates
the entire data spectrum including the expert datasets (Yin et al., 2021; Kidambi et al., 2020).

With this formulation in mind, a natural next step is designing offline RL algorithms that handle
various data compositions, i.e., for all C⋆ ≥ 1. Recently, efforts have been made toward reducing
the offline dataset requirements based on a shared intuition: the agent should act conservatively
and avoid states and actions less covered in the offline dataset. Based on this intuition, a variety
of offline RL algorithms are proposed that achieve promising empirical results. Examples include
model-based methods that learn pessimistic MDPs (Yu et al., 2020; Kidambi et al., 2020; Yu et al.,
2021), model-free methods that reduce the Q-functions on unseen state-action pairs (Liu et al., 2020;
Kumar et al., 2020; Agarwal et al., 2020c), and policy-based methods that minimize the divergence
between the learned policy and the behavior policy (Kumar et al., 2019; Nachum and Dai, 2020;
Fujimoto et al., 2019b; Nadjahi et al., 2019; Laroche et al., 2019; Peng et al., 2019; Siegel et al.,
2020; Ghasemipour et al., 2020).

However, it is observed empirically that existing policy-based methods perform better when
the dataset is nearly expert-driven (toward the left of data spectrum in Figure 1) whereas existing
model-based methods perform better when the dataset is randomly-collected (toward the right of
data spectrum in Figure 1) (Yu et al., 2020; Buckman et al., 2020). It remains unclear whether a
single algorithm exists that performs well regardless of data composition—an important challenge
from a practical perspective (Kumar and Levine, 2020; Fu et al., 2020; Koh et al., 2020). More
importantly, the knowledge of the dataset composition may not be available a priori to assist in
selecting the right algorithm. This motivates the second question on the algorithm design:

Question 2 (Adaptive algorithm design). Can we design algorithms that can achieve minimal
sub-optimality when facing different dataset compositions (i.e., different C⋆)? Furthermore, can this
be achieved in an adaptive manner, i.e., without knowing C⋆ beforehand?

To answer the second question, we analyze a pessimistic variant of a value-based method in which
we first form a lower confidence bound (LCB) for the value function of a policy using the batch data
and then seek to find a policy that maximizes the LCB. A similar algorithm design has appeared
in the recent work Jin et al. (2020). It turns out that such a simple algorithm—fully agnostic to
the data composition—is able to achieve almost optimal performance in multi-armed bandits and
Markov decision processes, and optimally solve the offline learning problem in contextual bandits.
See the section below for a summary of our theoretical results.

1.2 Main results

In this subsection, we give a preview of our theoretical results; see Table 1 for a summary. Under
the new framework defined via C⋆, we instantiate the LCB approach to three different decision-
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making problems with increasing complexity: (1) multi-armed bandits, (2) contextual bandits, and
(3) infinite-horizon discounted Markov decision processes. We will divide our discussions on the
main results accordingly. Throughout the discussion, N denotes the number of samples in the
batch data, S denotes the number of states, and we ignore the log factors.

Multi-armed bandits. To address the offline learning problem in multi-armed bandits, LCB
starts by forming a lower confidence bound—using the batch data—on the mean reward associated
with each action and proceeds to select the one with the largest LCB. We show in Theorem 1 that
LCB achieves a

√
C⋆/N sub-optimality competing with the optimal action for all C⋆ ≥ 1. It turns

out that LCB is adaptively optimal in the regime C⋆ ∈ [2,∞) in the sense that it achieves the
minimal sub-optimality

√
C⋆/N without the knowledge of the C⋆; see Theorem 2. We then turn

to the case with C⋆ ∈ [1, 2), in which the optimal action is pulled with more than probability 1/2.
In this regime, it is discovered that the optimal rate has an exponential dependence on N , i.e.,
e−N , and is achieved by the naive algorithm of selecting the most played arm (cf. Theorem 2). To
complete the picture, we also prove in Theorem 3 that LCB cannot be adaptively optimal for all
ranges of C⋆ ≥ 1 if the knowledge of C⋆ range is not available.

At first glance, it may seem that LCB for offline RL mirrors upper confidence bound (UCB) for
online RL by simply flipping the sign of the bonus. However, our results reveal that the story in
the offline setting is much more subtle than that in the online case. Contrary to UCB that achieves
optimal regret in multi-armed bandits (Bubeck et al., 2011), LCB is provably not adaptively optimal
for solving offline bandit problems under the C⋆ framework.

Table 1: A summary of our theoretical results with all the log factors ignored.

Multi-armed bandits C⋆ ∈ [1, 2) C⋆ ∈ [2,∞)

Algorithm 1 (MAB-LCB) sub-optimality √
C⋆

N

√
C⋆

N(Theorem 1)
Information-theoretic lower bound

exp
(
−(2− C⋆) · log

(
2

C⋆−1

)
·N
) √

C⋆

N(Theorem 2)
Most played arm

exp
(
−N · KL

(
Bern

(
1
2

)
∥Bern

(
1
C⋆

)))
N/A

(Proposition 2)

Contextual bandits C⋆ ∈ [1,∞)

Algorithm 2 (CB-LCB) sub-optimality √
S(C⋆−1)

N + S
N(Theorem 4)

Information-theoretic lower bound √
S(C⋆−1)

N + S
N(Theorem 5)

Markov decision processes C⋆ ∈ [1, 1 + 1/N) C⋆ ∈ [1 + 1/N,∞)

Algorithm 3 (VI-LCB) sub-optimality S
(1−γ)4N

√
SC⋆

(1−γ)5N(Theorem 6)
Information-theoretic lower bound √

S(C⋆−1)
(1−γ)3N

+ S
(1−γ)2N

√
S(C⋆−1)
(1−γ)3N

+ S
(1−γ)2N(Theorem 7)
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LCB upper bound Information-theoretic lower bound LCB conjecture

Figure 2: The sub-optimality upper bounds and information-theoretic lower bounds for the LCB-
based algorithms in MAB, CB with at least two contexts, and MDP settings. In all setting, it is
assumed that the knowledge of C⋆ is not available to the LCB algorithm.

Contextual bandits. The LCB algorithm for contextual bandits shares a similar design to that
for multi-armed bandits. However, the performance upper and lower bounds are more intricate
and interesting when we consider contextual bandits with at least two states. With regards to the
upper bound, we show in Theorem 4 that LCB exhibits two different behaviors depending on the
data composition C⋆. When C⋆ ≥ 1+S/N , LCB enjoys a

√
S(C⋆ − 1)/N sub-optimality, whereas

when C⋆ ∈ [1, 1 + S/N), LCB achieves a sub-optimality with the rate S/N ; see Figure 2(b) for an
illustration. The latter regime (C⋆ ≈ 1) is akin to the imitation learning case where the batch data
is close to the expert data. LCB matches the performance of behavior cloning for the extreme case
C⋆ = 1. In addition, in the former regime (C⋆ ≥ 1 + S/N), the performance upper bound depends
on the data composition through C⋆ − 1, instead of C⋆. This allows the rate of sub-optimality to
smoothly transition from 1/N to 1/

√
N as C⋆ increases. More importantly, both rates are shown

to be minimax optimal in Theorem 3, hence confirming the adaptive optimality of LCB for solving
offline contextual bandits—in stark contrast to the bandit case. On the other hand, this showcases
the advantage of the C⋆ framework as it provably interpolates the imitation learning regime and
the (non-expert) offline RL regime.

On a technical front, to achieve a tight dependency on C⋆ − 1, a careful decomposition of the
sub-optimality is necessary. In Section 4.3, we present the four levels of decomposition of the sub-
optimality of LCB that allow us to accomplish the goal. The key message is this: the sub-optimality
is incurred by both the value difference and the probability of choosing a sub-optimal action. A
purely value-based analysis falls short of capturing the probability of selecting the wrong arm and
yields a 1/

√
N rate regardless of C⋆. In contrast, the decomposition laid out in Section 4.3 delineates

the cases in which the value difference (or the probability of choosing wrong actions) plays a bigger
role.

Markov decision processes. We combine the LCB approach with the traditional value iteration
algorithm to solve the offline Markov decision processes. Ignore the dependence on the effective
horizon 1/(1 − γ) for a moment. Similar behaviors to contextual bandits emerge: when C⋆ ∈
[1, 1+1/N), LCB achieves an S/N sub-optimality, and when (say) C⋆ ≥ 1.1, LCB enjoys a

√
SC⋆/N

rate; see Theorem 6. Both are shown in Theorem 7 to be minimax optimal in their respective regimes
of C⋆, up to a 1/(1−γ)2 factor in sample complexity. And this leaves us with an interesting middle
ground, i.e., the case when C⋆ ∈ (1 + 1/N, 1.1). Our lower bound still has a dependence C⋆ − 1 as
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opposed to C⋆ in this regime, and we conjecture that LCB is able to close the gap in this regime.

Conjecture 1 (Adaptive optimality of LCB, Informal). The LCB approach, together with value
iteration is adaptively optimal for solving offline MDPs for all ranges of C⋆.

We discuss the conjecture in detail in Section 5.4, where we present an example showing that a
variant of value iteration with LCB in the episodic case is able to achieve the optimal dependency
on C⋆ and hence closing the gap between the upper and the lower bounds. A complete analysis of
the LCB algorithm in the episodic MDP setting is presented in Appendix D.

Notation. We use calligraphy letters for sets and operators, e.g., S,A, and T . Given a set S, we
write |S| to represent the cardinality of S. Vectors are assumed to be column vectors except for
the probability and measure vectors. The probability simplex over a set S is denoted by ∆(S). For
two n-dimensional vectors x and y, we use x · y = x⊤y to denote their inner product and x ≤ y to
denote an element-wise inequality xi ≤ yi for all i ∈ {1, . . . , n}. We write x ≲ y when there exists a
constant c > 0 such that x ≤ cy. We use the notation x ≍ y if constants c1, c2 > 0 exist such that
c1|x|≤ |y|≤ c2|x|. We write x ∨ y to denote the supremum of x and y. We write f(x) = O(g(x)) if
there exists some positive real number M and some x0 such that |f(x)|≤Mg(x) for all x ≥ x0. We
use Õ(·) to be the big-O notation ignoring logarithmic factors. We write f(x) = Ω(g(x)) if there
exists some positive real number M and some x0 such that |f(x)|≥Mg(x) for all x ≥ x0.

2 Background and problem formulation

We begin with reviewing some core concepts in Markov decision processes in Section 2.1. Then
we introduce the data collection model and the learning objective for offline RL in Section 2.2. In
the end, Section 2.3 is devoted to the formalization and discussions of the weaker concentrability
coefficient assumption that notably allows us to bridge offline RL with imitation learning.

2.1 Markov decision processes

Infinite-horizon discounted Markov decision processes. We consider an infinite-horizon
discounted Markov decision process (MDP) described by a tuple M = (S,A, P,R, ρ, γ), where
S = {1, . . . , S} is a finite state space, A = {1, . . . , |A|} is a finite action space, P : S ×A 7→ ∆(S) is
a probability transition matrix, R : S ×A 7→ ∆([0, 1]) encodes a family of reward distributions with
r : S×A 7→ [0, 1] as the expected reward function, ρ : S 7→ ∆(S) is the initial state distribution, and
γ ∈ [0, 1) is a discount factor. Upon executing action a from state s, the agent receives a (random)
reward distributed according to R(s, a) and transits to the next state s′ with probability P (s′|s, a).

Policies and value functions. A stationary deterministic policy π : S 7→ A is a function that
maps a state to an action. Correspondingly, the value function V π : S 7→ R of the policy π is
defined as the expected sum of discounted rewards starting at state s and following policy π. More
precisely, we have

V π(s) := E

[ ∞∑
t=0

γtrt

∣∣∣∣∣ s0 = s, at = π(st) for all t ≥ 0

]
, ∀s ∈ S, (1)

where the expectation is taken over the trajectory generated according to the transition kernel
st+1 ∼ P (· | st, at) and reward distribution rt ∼ R(· | st, at). Similarly, the quality function
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(Q-function or action-value function) Qπ : S ×A → R of policy π is defined analogously:

Qπ(s, a) := E

[ ∞∑
t=0

γtrt

∣∣∣∣∣ s0 = s, a0 = a, at = π(st) for all t ≥ 1

]
∀s ∈ S, a ∈ A. (2)

Denote
Vmax := (1− γ)−1. (3)

It is easily seen that for any (s, a), one has 0 ≤ V π(s) ≤ Vmax and 0 ≤ Qπ(s, a) ≤ Vmax.
Oftentimes, it is convenient to define a scalar summary of the performance of a policy π. This

can be achieved by defining the expected value of a policy π:

J(π) := Es∼ρ[V
π(s)] =

∑
s∈S

ρ(s)V π(s). (4)

It is well known that there exists a stationary deterministic policy π⋆ that simultaneously maximizes
V π(s) for all s ∈ S, and hence maximizing the expected value J(π); see e.g., Puterman (1990,
Chapter 6.2.4). We use shorthands V ⋆ := V π⋆ and Q⋆ := Qπ⋆ to denote the optimal value function
and the optimal Q-function.

Discounted occupancy measures. The (normalized) state discounted occupancy measures dπ :
S 7→ [0, 1] and state-action discounted occupancy measures dπ : S × A 7→ [0, 1] are respectively
defined as

dπ(s) := (1− γ)
∞∑
t=0

γt Pt(st = s;π), ∀s ∈ S, (5a)

dπ(s, a) := (1− γ)
∞∑
t=0

γt Pt(st = s, at = a;π), ∀s ∈ S, a ∈ A, (5b)

where we overload notation and write Pt(st = s;π) to denote the probability of visiting state st = s
(and similarly st = s, at = a) at step t after executing policy π and starting from s0 ∼ ρ(·).

2.2 Offline data and offline RL

Batch dataset. The current paper focuses on offline RL, where the agent cannot interact with
the MDP and instead is given a batch dataset D consisting of tuples (s, a, r, s′), where r ∼ R(s, a)
and s′ ∼ P (· | s, a). For simplicity, we assume (s, a) pairs are generated i.i.d. according to a data
distribution µ over the state-action space S ×A, which is unknown to the agent.2 Throughout the
paper, we denote by N(s, a) ≥ 0 the number of times a pair (s, a) is observed in D and by N = |D|
the total number of samples.

2.3 Assumptions on the dataset coverage

Definition 1 (Single policy concentrability). Given a policy π, define Cπ to be the smallest constant
that satisfies

dπ(s, a)

µ(s, a)
≤ Cπ, ∀s ∈ S, a ∈ A. (6)

2The i.i.d. assumption is motivated by the data randomization performed in experience replay (Mnih et al., 2015).

9



In words, Cπ characterizes the distribution shift between the normalized occupancy measure
induced by π and data distribution µ. For a stationary deterministic3 optimal policy, C⋆ := Cπ⋆

is the “best” concentrability coefficient definition which is often much smaller than the widely-used
uniform concentrability coefficient C := maxπ C

π which takes the maximum over all policies π. A
small Cπ implies that data distribution covers (s, a) pairs visited by policy π, whereas a small C
requires the coverage of (s, a) visited by all policies. Further discussion on different assumptions
imposed on batch datasets in prior works is postponed to Section 6.

3 A warm-up: LCB in multi-armed bandits

In this section, we focus on the simplest example of an MDP, the multi-armed bandit model (MAB),
to motivate and explain the LCB approach. More specifically, the multi-armed bandit model is a
special case of the MDP described in Section 2.1 with S = 1 and γ = 0.

In the MAB setting, the offline dataset D is a set of tuples {(ai, ri)}Ni=1 sampled independently
from some joint distribution. Denote the marginal distribution of action ai as µ. Let r(a) := E[ri |
ai = a] be the expectation of the reward distribution for action a. Competing with the optimal
policy that chooses action a⋆, the data coverage assumption simplifies to

1

µ(a⋆)
≤ C⋆. (7)

The goal of offline learning in MAB is to select an arm â that minimizes the expected sub-optimality

ED[J(π
⋆)− J(π̂)] = ED[r(a

⋆)− r(â)].

3.1 Why does the empirical best arm fail?

A natural choice for identifying the optimal action is to select the arm with the highest empirical
mean reward. Mathematically, for all a ∈ A, let N(a) :=

∑N
i=1 1{ai = a} and

r̂(a) :=


0, if N(a) = 0,

1

N(a)

N∑
i=1

ri 1{ai = a}, otherwise.

The empirical best arm is then given by â := argmaxa r̂(a).
Though intuitive, the empirical best arm is quite sensitive to the arms which have small ob-

servation counts N(a): a less-explored sub-optimal arm might have high empirical mean just by
chance (due to large variance) and overwhelm the true optimal arm. To see this, let us consider the
following scenario.

A failure instance for the empirical best arm. Let a⋆ = 1 be the optimal arm with a
deterministic reward 1/2. For the remaining sub-optimal arms, we set the reward distribution to
be a Bernoulli distributions on {0, 1} with mean 1/4. Consider even the benign case in which the
optimal arm is drawn with dominant probability while the sub-optimal ones are sparsely drawn.
Under such circumstances, there is a decent chance that one of the sub-optimal arms (say a = 2)

3Throughout the paper, when we talk about optimal policies, we restrict ourselves to deterministic stationary
policies.
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is drawn for very few times (say just one time) and unfortunately the observed reward is 1, which
renders a = 2 the empirical best arm. This clearly fails to achieve a low sub-optimality.

Indeed, this intuition about the failure of the empirical best arm can be formalized in the
following proposition.

Proposition 1 (Failure of the empirical best arm). For any ϵ < 0.05, N ≥ 500, there exists a
bandit problem with two arms such that for â = argmaxa r̂(a), one has

ED[r(a
⋆)− r(â)] ≥ ϵ.

It is worth pointing out that the above lower bound holds for any 1
µ(a⋆) ≤ C⋆ with C⋆ − 1 being a

constant. See Appendix A.1 for the proof of Proposition 1.

Proposition 1 reveals that even in the favorable case when C⋆ ≈ 1, returning the best empirical
arm will have a constant error due to the high sensitivity to the less-explored sub-optimal arms. In
contrast, the LCB approach, which we will introduce momentarily, will secure a sub-optimality of
Õ(
√
1/N) in this regime, hence reaching a drastic improvement over the vanilla empirical best arm

approach.

3.2 LCB: The benefit of pessimism

Revisiting the failure instance for the best empirical arm approach, one soon realizes that it is not
sensible to put every action on an equal footing: for the arms that are pulled less often, one should
tune down the belief on its empirical mean and be pessimistic on its true reward. Strategically, this
principle of pessimism can be deployed with the help of a penalty function b(a) that shrinks as the
number of counts N(a) increases. Instead of returning an arm maximizing the empirical reward,
the pessimism principle leads us to the following approach: return

â ∈ argmax
a

r̂(a)− b(a).

Intuitively, one could view the right hand side r̂(a) − b(a) as a lower confidence bound (LCB) on
the true mean reward r(a). This LCB approach stands on the conservative side and seeks to find
an arm with the largest lower confidence bound.

Algorithm 1 shows one instance of the LCB approach for MAB, in which the penalty function
originiates from Hoeffding’s inequality. We have the following performance guarantee for the LCB
approach of Algorithm 1, whose proof can be found in Appendix A.2.

Theorem 1 (LCB sub-optimality, MAB). Consider a multi-armed bandit and assume that

1

µ(a⋆)
≤ C⋆,

for some C⋆ ≥ 1. Suppose that the sample size obeys N ≥ 8C⋆ logN . Setting δ = 1/N , then action
â returned by Algorithm 1 obeys

ED[r(a
⋆)− r(â)] ≲ min

(
1,

√
C⋆ log(2N |A|)

N

)
. (8)

Applying the performance guarantee (8) of LCB on the failure instance used in Proposition 1,
one sees that LCB achieves a sub-optimality on the order of

√
(logN)/N , which clearly beats

the best empirical arm. This demonstrates the benefit of pessimism over the vanilla approach.
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Algorithm 1 LCB for multi-armed bandits

1: Input: Batch dataset D = {(ai, ri)}Ni=1, and a confidence level δ ∈ (0, 1).
2: Set N(a) =

∑N
i=1 1{ai = a} for all a ∈ A.

3: for a ∈ A do
4: if N(a) = 0 then
5: Set the empirical mean reward r̂(a)←[ 0.
6: Set the penalty b(a)←[ 1.
7: else
8: Compute the empirical mean reward r̂(a)←[ 1

N(a)

∑N
i=1 ri 1{ai = a}.

9: Compute the penalty b(a)←[
√

log(2|A|/δ)
2N(a) .

10: Return: â = argmaxa r̂(a)− b(a).

Intuitively, the LCB approach applies larger penalties to the actions that are observed only a few
times. Even if we have actions with huge fluctuations in their respective empirical rewards due to
a small number of samples, the penalty term helps to rule them out.

In fact, our proof yields a stronger high probability performance bound for â returned by Algo-
rithm 1: for any δ ∈ (0, 1), as long as N ≥ 8C⋆ log(1/δ), we have with probability at least 1 − 2δ
that

r(a⋆)− r(â) ≤ min

(
1, 2

√
C⋆ log(2|A|/δ)

N

)
. (9)

Furthermore, for policy π that selects a fixed action a, if 1
µ(a) ≤ Cπ for some Cπ, the same analysis

gives the following guarantee:

ED[max{0, r(a)− r(â)}] ≲ min

(
1,

√
Cπ log(2N |A|)

N

)
.

This result shows that the LCB algorithm can compete with any covered target policy that is not
necessarily optimal, i.e., the output policy of the LCB algorithm performs nearly as well as the
covered target policy.

3.3 Is LCB optimal for solving offline multi-armed bandits?

Given the performance upper bound (8) of the LCB approach, it is a natural to ask whether LCB
is optimal for solving the bandit problem using offline data. To address this question, we resort to
the usual minimax criterion. Since we are dealing with lower bounds, without loss of generality, we
assume that the expert always takes the optimal action. Consequently, we can define the following
family of multi-armed bandits:

MAB(C⋆) = {(µ,R) | 1

µ(a⋆)
≤ C⋆}. (10)

MAB(C⋆) includes all possible pairs of behavior distribution µ and reward distribution R such that
the data coverage assumption 1/µ(a⋆) ≤ C⋆ holds. It is worth noting that the optimal action
a⋆ implicitly depends on the reward distribution R. With this definition in place, we define the
worst-case risk of any estimator â to be

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)]. (11)
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Here an estimator â is simply a measureable function of the data {(ai, ri)}Ni=1 collected under the
MAB instance µ and R.

It turns out that LCB is optimal up to a logarithmic factor when C⋆ ≥ 2, as shown in the
following theorem.

Theorem 2 (Information-theoretic limit, MAB). For C⋆ ≥ 2, one has

inf
â

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)] ≳ min

(
1,

√
C⋆

N

)
. (12)

For C⋆ ∈ (1, 2), one has

inf
â

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)] ≳ exp

(
−(2− C⋆) · log

(
2

C⋆ − 1

)
·N
)
.

See Appendix A.3 for the proof.

3.4 Imitation learning in bandit: The most played arm achieves a better rate

From the above analysis, we know that when C⋆ ≥ 2, the best possible expected sub-optimality
is
√

C⋆/N , which is achieved by LCB. On the other hand, if we know that 1/µ(a⋆) ≤ C⋆ where
C⋆ ∈ [1, 2), we can use imitation learning to further improve the rate. The algorithm for bandit
is straightforward: pick the arm most frequently selected in dataset, i.e., â = argmaxaN(a). The
performance guarantee of the most played arm is stated in the following proposition.

Proposition 2 (Sub-optimality of the most played arm). Assume that 1
µ(a⋆) ≤ C⋆ for some C⋆ ∈

[1, 2). For â = argmaxaN(a), we have

ED[r(a
⋆)− r(â)] ≤ exp

(
−N · KL

(
Bern

(
1

2

) ∥∥∥ Bern

(
1

C⋆

)))
. (13)

The proof is deferred to Appendix A.4.

When C⋆ ∈ [1, 2), one can see that the rate for the most played arm achieves an exponential
dependence on N , whereas the upper bound for LCB is only 1/

√
N . On the other hand, the most

played arm algorithm completely fails when C⋆ > 2, while LCB still keeps the rate 1/
√
N .

In terms of the dependence on C⋆, the KL divergence above evaluates to log(C⋆/2)+log(1/(C⋆−
1))/2 when the expert policy is optimal. One can see that as C⋆ → 1, the rate increases to the
order of 1/(C⋆ − 1)N , which matches the lower bound in Theorem 2 in terms of the dependence on
C⋆ − 1.

3.5 Non-adaptivity of LCB

One may ask whether LCB can achieve optimal rate under both cases of C⋆ ∈ [1, 2) and C⋆ ≥ 2.
Unfortunately, we show in the following theorem that no matter how we set the parameter δ in
Algorithm 1, LCB cannot be optimally adaptive in both regimes.

Theorem 3 (Non-adaptivity of LCB, MAB). Let C⋆ = 1.5. There exists a two-armed bandit
instance (µ0, R0) ∈ MAB(C⋆) such that Algorithm 1 with L :=

√
log(2|A|/δ)/2 satisfies

ED[r(a
⋆)− r(â)] ≳ min

(√
L

N
,

1√
N

)
· exp(−32L).
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On the other hand, when C⋆ = 6, there exists (µ1, R1) ∈ MAB(C⋆) such that

ED[r(a
⋆)− r(â)] ≳ min

(
1,

√
L

N

)
.

The proof is deferred to Appendix A.5.

The theorem above can be understood in the following way: intuitively, a larger L means that
we put higher weight on the penalty of the arm instead of the empirical average of the arm. As
L → ∞, the LCB algorithm recovers the most played arm algorithm; while as L → 0, the LCB
algorithm recovers the empirical best arm algorithm.

When C⋆ ∈ (1, 2), we know from Theorem 2 that the most played arm achieves an exponential
rate in N . In order to match the rate, we need to select δ such that L ≳ Nα for some α > 0.
However, under this choice of L, the algorithm fails to achieve 1/

√
N rate when C⋆ ≥ 6, which

can be done by setting δ = 1/N (and thus L = log(2|A|N)) according to Theorem 1. This shows
that it is impossible for LCB to achieve optimal rate under both cases of C⋆ ∈ (1, 2) and C⋆ ≥ 2
simultaneously.

4 LCB in contextual bandits

In this section, we take the analysis one step further by studying offline learning in contextual
bandits (CB). As we will see shortly, simply going beyond one state turns the tables in favor of the
minimax optimality of LCB.

Formally, contextual bandits can be viewed as a special case of MDP described in Section 2.1 with
γ = 0. In CB setting, the batch dataset D is a set of tuples {(si, ai, ri)}Ni=1 sampled independently
according to (si, ai) ∼ µ, and ri ∼ R(· | si, ai). Competing with an optimal policy, the data coverage
assumption in the CB case simplifies to

max
s

ρ(s)

µ(s, π⋆(s))
≤ C⋆.

The offline learning objective in CB turns into finding a policy π̂ based on the batch dataset
that minimizes the expected sub-optimality

ED[J(π
⋆)− J(π̂)] = ED,ρ [r(s, π

⋆(s))− r(s, π̂(s))] .

4.1 Algorithm and its performance guarantee

The pessimism principle introduced in the MAB setting can be naturally extended to CB. First,
the empirical expected reward is computed for all state-action pairs (s, a) ∈ S ×A according to

r̂(s, a) :=


0, if N(s, a) = 0,

1

N(s, a)

N∑
i=1

ri 1{(si, ai) = (s, a)}, otherwise.

Pessimism is then applied through a penalty function b(s, a) and for every state s the algorithm
returns

π̂(s) ∈ argmax
a

r̂(s, a)− b(s, a).
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Algorithm 2 LCB for contextual bandits

1: Input: Batch dataset D = {(si, ai, ri)}Ni=1, and confidence level δ.
2: Set N(s, a) =

∑N
i=1 1{(si, ai) = (s, a)} for all a ∈ A, s ∈ S.

3: for s ∈ S, a ∈ A do
4: if N(s, a) = 0 then
5: Compute the empirical reward r̂(s, a)←[ 0.
6: Compute the penalty b(s, a) = 1.
7: else
8: Compute the empirical reward r̂(s, a)←[ 1

N(s,a)

∑N
i=1 ri 1{(si, ai) = (s, a)}.

9: Compute the penalty b(s, a) =
√

2000 log(2S|A|/δ)
N(s,a) .

10: Return: π̂(s) ∈ argmaxa r̂(s, a)− b(s, a) for each s ∈ S.

Algorithm 2 generalizes the LCB instance given in Algorithm 1 to the CB setting.
The following theorem establishes an upper bound on the expected sub-optimality of the policy

returned by Algorithm 2; see Appendix B.1 for a complete proof.

Theorem 4 (LCB sub-optimality, CB). Consider a contextual bandit with S ≥ 2 and assume that

max
s

ρ(s)

µ(s, π⋆(s))
≤ C⋆,

for some C⋆ ≥ 1. Setting δ = 1/N , the policy π̂ returned by Algorithm 2 obeys

ED[J(π
⋆)− J(π̂)] ≲ min

(
1, Õ

(√
S(C⋆ − 1)

N
+

S

N

))
.

It is interesting to note that the sub-optimality bound in Theorem 4 consists of two terms. The
first term is the usual statistical estimation rate of 1/

√
N . The second term is due to missing mass,

which captures the suboptimality incurred in states for which an optimal arm is never observed
in the batch dataset. More importantly, the dependency of the first term on data composition is
C⋆ − 1 instead of C⋆. When C⋆ is close to one, LCB enjoys a faster rate of 1/N , reminiscent of
the rates achieved by behavioral cloning in imitation learning, without the knowledge of C⋆ or the
behavior policy. Furthermore, the convergence rate smoothly transitions from 1/N to 1/

√
N as C⋆

increases.

4.2 Optimality of LCB for solving offline contextual bandits

In this section, we establish an information-theoretic lower bound for the contextual bandit setup
described above. Define the following family of contextual bandits problems

CB(C⋆) := {(ρ, µ,R) | max
s

ρ(s)

µ(s, π⋆(s))
≤ C⋆}.

Note that the optimal policy π⋆ implicitly depends on the reward distribution R.
Let π̂ : S 7→ A be an arbitrary estimator of the best arm π(s) for any state s, which is a

measurable function of the data {(si, ai, ri)}Ni=1. The worst-case risk of π̂ is defined as

sup
(ρ,µ,R)∈CB(C⋆)

ED[J(π
⋆)− J(π̂)].
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We have the following minimax lower bound for offline learning in contextual bandits with S ≥ 2;
see Appendix B.2 for a proof. Note that the case of S = 1 is already addressed in Theorem 2.

Theorem 5 (Information-theoretic limit, CB). Assume that S ≥ 2. For any C⋆ ≥ 1, one has

inf
π̂

sup
(ρ,µ,R)∈CB(C⋆)

ED[J(π
⋆)− J(π̂)] ≳ min

(
1,

√
S(C⋆ − 1)

N
+

S

N

)
.

Comparing Theorem 5 with Theorem 4, one readily sees that the LCB approach enjoys a near-
optimal rate in contextual bandits with S ≥ 2, regardless of the data composition parameter C⋆.
This is in stark contrast to the MAB case.

On a closer inspection, in the C⋆ ∈ [1, 2) regime, there is a clear separation between the
information-theoretic difficulties of offline learning in MAB, which has an exponential rate in N ,
and CB with at least 2 states, which has a 1/N rate. The reason behind this separation is the
possibility of missing mass when S ≥ 2. Informally, when there is only one state, the probability
that an optimal action is never observed in the dataset decays exponentially. On the other hand,
when there are more than one states, the probability that an optimal action is never observed for
at least one state decays with the rate of 1/N .

Assume hypothetically that we are provided with the knowledge that C⋆ ∈ (1, 2). Recall that
with such a knowledge, the most played arm achieves a faster rate in the MAB setting. Under this
circumstance, one might wonder whether simply picking the most played arm in every state also
achieves a fast rate in the CB setting. Strikingly, the answer is negative as the following proposition
shows that the most played arm fails to achieve a vanishing rate when C⋆ ∈ (1, 2). The proof of
this theorem is deferred to Appendix B.3.

Proposition 3 (Failure of the most played arm, CB). For any C⋆ ∈ (1, 2), there exists a contextual
bandit problem (ρ, µ,R) ∈ CB(C⋆) such that for the policy π̂(s) = argmaxaN(s, a),

lim
N→∞

ED[J(π
⋆)− J(π̂)] ≥ C⋆ − 1.

We briefly describe the intuition here. Under concentrability assumption, we can move at most
C⋆ − 1 mass from d⋆ to sub-optimal actions. Thus we can design a specific contextual bandit
instance such that a C⋆ − 1 fraction of the states pick wrong actions by choosing the most played
arm instead. This shows that even when C⋆ ∈ (1, 2), the most played arm approach for CB does
not have a decaying rate in N , whereas in the MAB case it converges exponentially fast.

4.3 Architecture of the proof

We pause to lay out the main steps to prove the upper bound in Theorem 4. It is worth pointing
out that following the MAB sub-optimality analysis as detailed in Appendix A.2 only yields a crude
upper bound of

√
C⋆S/N + S/N on the sub-optimality of π̂. When C⋆ is close to one, i.e., when

we have access to a nearly-expert dataset, such analysis only gives a
√
S/N rate. This rate is

clearly worse than the rate S/N achieved by the imitation learning algorithms. Therefore, special
considerations are required for analyzing the sub-optimality of LCB in contextual bandits in order
to establish the tight dependence of

√
(C⋆ − 1)S/N + S/N instead of

√
C⋆S/N .

We achieve this goal by directly analyzing the policy sub-optimality via a gradual decomposition
of the sub-optimality of π̂ as illustrated in Figure 3. The decomposition steps are described below.
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ED[J(π
⋆)− J(π̂)]

N(s, π⋆(s)) = 0 → T1

N(s, π⋆(s)) ≥ 1

1{Ec}→ T2

1{E}

ρ(s) < 2C⋆L
N → T3

ρ(s) ≥ 2C⋆L
N

µ(s, π⋆(s)) < 10µ(s)→ T4

µ(s, π⋆(s)) ≥ 10µ(s)→ T5

Figure 3: Decomposition of the sub-optimality of the policy π̂ returned by Algorithm 2.

First level of decomposition. In the first level of decomposition, we separate the error based
on whether N(s, π⋆(s)) is zero for a certain state s. When N(s, π⋆(s)) = 0, there is absolutely no
basis for the LCB approach to figure out the correct action π⋆(s). Fortunately, this type of error,
incurred by missing mass, can be bounded by

T1 ≲
C⋆S

N
. (14)

From now on, we focus on the case in which the expert action π⋆(s) is seen for every state s.

Second level of decomposition. The second level of decomposition hinges on the following
clean/good event:

E := {∀s, a : |r(s, a)− r̂(s, a)|≤ b(s, a)}. (15)

In words, the event E captures the scenario in which the penalty function provides valid confidence
bounds for every state-action pair. Standard concentration arguments tell us that E takes place
with high probability, i.e., the term T2 in the figure is no larger than δ. By setting δ small, say
1/N , we are allowed to concentrate on the case when E holds.

Third level of decomposition. The third level of decomposition relies on the observation that
states with small weights (i.e., ρ(s) is small) have negligible effects on the sub-optimality J(π⋆) −
J(π̂). More specifically, the aggregated contribution T3 from the states with ρ(s) ≲ C⋆L

N is upper
bounded by

T3 ≲
C⋆SL

N
. (16)

This allows us to focus on the states with large weights. We record an immediate consequence of
large ρ(s) and the data coverage assumption, that is µ(s, π⋆(s)) ≥ ρ(s)/C⋆ ≍ L/N .

Fourth level of decomposition. Now comes the most important part of the error decomposition,
which is not present in the MAB analysis. We decompose the error based on whether the optimal
action has a higher data probability µ(s, π⋆(s)) than the total probability of sub-optimal actions
µ(s) :=

∑
a̸=π⋆(s) µ(s, a). In particular, when µ(s, π⋆(s)) < 10µ(s), we can repeat the analysis of

MAB and show that

T4 ≲

√
S(C⋆ − 1)L

N
.
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Here, the appearance of C⋆ − 1, as opposed to C⋆ is due to the restriction µ(s, π⋆(s)) < 10µ(s).
One can verify that µ(s, π⋆(s)) < 10µ(s) together with the data coverage assumption ensures that∑

s:ρ(s)≥2C⋆L/N,µ(s,π⋆(s))<10µ(s)

ρ(s) ≲ C⋆ − 1.

On the other hand, when µ(s, π⋆(s)) ≥ 10µ(s), i.e., when the optimal action is more likely to be
seen in the dataset, the penalty function b(s, π⋆(s)) associated with the optimal action would be
much smaller than those of the sub-optimal actions. Thanks to the LCB approach, the optimal
action will be chosen with high probability, i.e., T5 ≲ 1/N10.

Putting the pieces together, we arrive at the desired rate O(

√
S(C⋆−1)

N + S
N ).

5 LCB in Markov decision processes

Now we are ready to instantiate the LCB principle to the full-fledged Markov decision process. We
propose a variant of value iteration with LCB (VI-LCB) in Section 5.1 and present its performance
guarantee in Section 5.2. Section 5.3 is devoted to the information-theoretic lower bound for offline
learning in MDPs, which leaves us with a regime in which it is currently unclear whether LCB for
MDP is optimal or not. However, we conjecture that VI-LCB is optimal for all ranges of C⋆. We
conclude our discussion in Section 5.4 with an explanation about the technical difficulty of closing
the gap and a preview to a simple episodic example where we manage to prove the optimality of
LCB with a rather intricate analysis.

Additional notation. We present the algorithm and results in this section with the help of
some matrix notation for MDPs. For a function f : X 7→ R, we overload the notation and write
f ∈ R|S| to denote a vector with elements f(x), e.g., V,Q, and r. We write P ∈ RS|A|×S to
represent the probability transition matrix whose (s, a)-th row denoted by Ps,a is a probability
vector representing P (· | s, a). We use P π ∈ RS|A|×S|A| to denote a transtion matrix induced by
policy π whose (s, a)× (s′, a′) element is equal to P (s′|s, a)π(a′|s′). We write ρπ ∈ RS|A| to denote
the initial distribution induced by policy π whose (s, a) element is equal to ρ(s)π(a|s).

5.1 Offline value iteration with LCB

Our algorithm design builds upon the classic value iteration algorithm. In essence, value iteration
updates the value function V ∈ RS using

Q(s, a)←[ r(s, a) + γPs,a · V, for all (s, a),
V (s)←[ max

a
Q(s, a), for all s.

Note, however, with offline data, we do not have access to the expected reward r(s, a) and the true
transition dynamics Ps,a. One can naturally replace them with the empirical counterparts r̂(s, a)
and P̂s,a estimated from offline data D, and arrive at the empirical value iteration:

Q(s, a)←[ r̂(s, a) + γP̂s,a · V, for all (s, a),
V (s)←[ max

a
Q(s, a), for all s.
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Algorithm 3 Offline value iteration with LCB (VI-LCB)
1: Inputs: Batch dataset D, discount factor γ, and confidence level δ.
2: Set T := logN

1−γ .
3: Randomly split D into T + 1 sets Dt = {(si, ai, ri, s′i)}mi=1 for t ∈ {0, 1, . . . , T} with m :=

N/(T + 1).
4: Set m0(s, a) :=

∑m
i=1 1{(si, ai) = (s, a)} based on dataset D0.

5: For all a ∈ A and s ∈ S, initialize Q0(s, a) = 0, V0(s) = 0 and set π0(s) = argmaxam0(s, a).
6: for t = 1, . . . , T do
7: Initialize rt(s, a) = 0 and set P t

s,a to be a random probability vector.
8: Set mt(s, a) :=

∑m
i=1 1{(si, ai) = (s, a)} based on dataset Dt.

9: Compute penalty bt(s, a) for L = 2000 log(2(T + 1)S|A|/δ)

bt(s, a) := Vmax ·

√
L

mt(s, a) ∨ 1
. (19)

10: for (s, a) ∈ (S,A) do
11: if mt(s, a) ≥ 1 then
12: Set P t

s,a to be empirical transitions and rt(s, a) be empirical average of rewards.

13: Set Qt(s, a)←[ rt(s, a)− bt(s, a) + γP t
s,a · Vt−1.

14: Compute V mid
t ← maxaQt(s, a) and πmid

t (s) ∈ argmaxaQt(s, a).
15: for s ∈ S do
16: if V mid

t (s) ≤ Vt−1(s) then Vt(s)← Vt−1(s) and πt(s)← πt−1(s).
17: else Vt(s)← V mid

t (s) and πt(s)← πmid
t (s).

18: Return π̂ := πT .

Mimicking the algorithmic design for MABs and CBs, we can subtract a penalty function b(s, a)
from the Q update as the finishing touch, which yields the value iteration algorithm with LCB:

Q(s, a)←[ r̂(s, a)− b(s, a) + γP̂s,a · V, for all (s, a), (17)
V (s)←[ max

a
Q(s, a), for all s. (18)

Algorithm 3 uses the update rule (17) as its key component as well as a few other tricks:

• Data splitting: Instead of using the full offline data D = {(si, ai, ri, s′i)}Ni=1 to form the empirical
estimates r̂(s, a) and P̂s,a, Algorithm 3 deploys data splitting where each iteration (17) uses
different samples to perform the update. This procedure is not needed in practice, however it is
helpful in alleviating the dependency issues in the analysis, resulting in the removal of an extra
factor of S in the sample complexity.

• Monotonic update: Unlike traditional value iteration methods, Algorithm 3 involves a monotonic
improvement step, in which the value function V and the policy π are updated only when the
corresponding value function is larger than that in the previous iteration. This extra step was first
proposed in the work Sidford et al. (2018a) for reinforcement learning with access to a generative
model. In a nutshell, the key benefit of the monotonic update is to shave a 1/(1 − γ) factor in
the sample complexity; we refer the interested reader to the original work Sidford et al. (2018a)
for further discussions on this step.
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5.2 Performance guarantees of VI-LCB

Now we turn to the performance guarantee for the VI-LCB algorithm (cf. Algorithm 3).

Theorem 6 (LCB sub-optimality, MDP). Consider a Markov decision process and assume that

max
s,a

d⋆(s, a)

µ(s, a)
≤ C⋆.

Then, for all C⋆ ≥ 1, policy π̂ returned by Algorithm 3 with δ = 1/N achieves

ED [J(π⋆)− J(π̂)] ≲ min

(
1

1− γ
,

√
SC⋆

(1− γ)5N

)
. (20)

In addition, if 1 ≤ C⋆ ≤ 1 + L log(N)
200(1−γ)N , we have a tighter performance upper bound

ED [J(π⋆)− J(π̂)] ≲ min

(
1

1− γ
,

S

(1− γ)4N

)
. (21)

We will shortly provide a proof sketch of Theorem 6; a complete proof is deferred to Ap-
pendix C.5. The upper bound shows that for all regime of C⋆ ≥ 1, we can guarantee a rate of
Õ(
√

SC⋆/((1− γ)5N)), which is similar to the rate of contextual bandit when the C⋆ = 1 + Ω(1)
by taking γ = 0. When C = 1+O(log(N)/N), we can show a rate S/((1−γ4)N), which also recov-
ers the result in contextual bandit case. However, in the regime of C⋆ ∈ [1+Ω(log(N)/N), 1+O(1)],
contextual bandit gives

√
S(C⋆ − 1)/N , while we fail to give the same dependence on C⋆ in this

case. We defer the further discussion on the sub-optimality of this regime to Section 5.4.

Remark 1. Relaxation of the concentrability assumption is possible by allowing the ratio to hold
only for a subset C of state-action pairs and characterizing the sub-optimality incurred by (s, a) ∈ C
via a missing mass analysis dependent on a constant ξ such that

∑
(s,a)̸∈C d

⋆(s, a) ≤ ξ.

Proof sketch for Theorem 6. For the general case of C⋆ ≥ 1, we first define the clean event of
interest as below.

EMDP :=
{
∀s, a, t :

∣∣r(s, a)− rt(s, a) + γ
(
Ps,a − P t

s,a

)
· Vt−1

∣∣≤ bt(s, a)
}
. (22)

In words, on the event EMDP, the penalty function bt(s, a) well captures the statistical fluctuations
of the Q-function estimate rt(s, a)+γP t

s,a ·Vt−1. The following lemma shows that this event happens
with high probability. The proof is postponed to Appendix C.2.

Lemma 1 (Clean event probability, MDP). One has P(EMDP) ≥ 1− δ.

In the above lemma, concentration of Vt is only needed instead of any value function V such as
required in the work Yu et al. (2020). For the latter to hold, one needs to introduce another factor
of
√
S by taking a union bound. We avoid a union bound by exploiting the independence of P t

s,a

and Vt obtained by randomly splitting the dataset. This is key to obtaining an optimal dependency
on the state size S.

Under the clean event, we can show that the monotonically increasing value function Vt always
lower bounds the value of the corresponding policy πt, along with a recursive inequality on the
sub-optimality of Qt+1 w.r.t. Q⋆ to penalty and sub-optimality of the previous step.
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Proposition 4 (Contraction properties of Algorithm 3). Let π be an arbitrary policy. On the event
EMDP , one has for all s ∈ S, a ∈ A, and t ∈ {1, . . . , T}:

Vt−1 ≤ Vt ≤ V πt ≤ V ⋆, Qt ≤ r + γPVt−1, and Qπ −Qt ≤ γP π(Qπ −Qt−1) + 2bt.

By recursively applying the last inequality, we can derive a value difference lemma. The following
lemma relates the sub-optimality to the penalty term bt, of which we have good control:

Lemma 2 (Value difference for Algorithm 3). Let π be an arbitrary policy. On the event EMDP,
one has for all t ∈ {1, . . . , T}

J(π)− J(πt) ≤
γt

1− γ
+ 2

t∑
i=1

Eνπt−i
[bi(s, a)].

Here, νπk := γkρπ(P π)k for k ≥ 0.

The proof is provided in Appendix C.4. The value difference bound has two terms: the first term
is due to convergence error of value iteration and the second term is the error caused by subtracting
penalties bi(s, a) in each iteration i from the rewards. By plugging in bi and choosing t appropriately
we can get the desired performance guarantee.

For the case of 1 ≤ C⋆ ≤ 1 + L log(N)
200(1−γ)N , we adopt a similar decomposition as the contextual

bandit analysis sketched in Section 4.3. The only difference is that since C⋆ is small enough, we
know that all the sub-optimal actions have very small mass in the µ. Thus LCB enjoys a rate of
1/N as the imitation learning case.

5.3 Information-theoretic lower bound for offline RL in MDPs

In this section, we focus on the statistical limits of offline learning in MDPs.
Define the following family of MDPs

MDP(C⋆) = {(ρ, µ, P,R) | max
s,a

d⋆(s, a)

µ(s, a)
≤ C⋆}.

Note that here the normalized discounted occupancy measure d⋆ depends implicitly on the specifi-
cation of the MDP, i.e., ρ, P , and R.

We have the following minimax lower bound for offline policy learning in MDPs, with the proof
deferred to Appendix C.6.

Theorem 7 (Information-theoretic limit, MDP). For any C⋆ ≥ 1, γ ≥ 0.5, one has

inf
π̂

sup
(ρ,µ,P,R)∈MDP(C⋆)

ED[J(π
⋆)− J(π̂)] ≳ min

(
1

1− γ
,

S

(1− γ)2N
+

√
S(C⋆ − 1)

(1− γ)3N

)
.

Several remarks are in order.

Imitation learning and offline learning. It is interesting to note that similar to the lower bound
for contextual bandits, the statistical limit involves two separate terms S

(1−γ)2N
and

√
S(C⋆−1)
(1−γ)3N

. The
first term captures the imitation learning regime under which a fast rate 1/N is expected, while the
second term deals with the large C⋆ regime with a parametric rate 1/

√
N . More interestingly, the

dependence on C⋆ appears to be C⋆ − 1, which is different from the performance upper bound of
VI-LCB in Theorem 6. We will comment more on this in the coming section.

21



Dependence on the effective horizon 1/(1 − γ). Comparing the upper bound in Theorem 6
with the lower bound in Theorem 7, one sees that the sample complexity of VI-LCB for all regimes
of Cπ is loose by an extra 1/(1− γ)2 factor in sample complexity. We believe that this extra factor
can be shaved by replacing the Hoeffding-based penalty function to a Bernstein-based one and using
variance reduction similar to the technique used in the work Sidford et al. (2018a).

5.4 What happens when C⋆ ∈ [1 + Ω(1/N), 1 +O(1)]?

Now we return to the discussion on the dependency on C⋆. Ignore the dependency on 1/(1 − γ)
for the moment. By comparing Theorems 6 and 7, one realizes that VI-LCB is optimal both when
C⋆ ≥ 1 + Θ(1) and when C⋆ ≤ 1 + Θ(1/N). However, in the middling regime when C⋆ ∈ [1 +
Ω(1/N), 1+O(1)], the upper and lower bounds differ in their dependency on C⋆. More specifically,
the upper bound presented in Theorem 6 is

√
SC⋆/N , while the lower bound in Theorem 7 is

S/N +
√

S(C⋆ − 1)/N .

Technical hurdle. We conjecture that VI-LCB is optimal even this regime and the current gap is
an artifact of our analysis. However, we would like to point out that, although we manage to close
the gap in contextual bandits, the case with MDPs is significantly more challenging due to error
propagation. Naively applying the decomposition in the contextual bandit case fails to achieve the
C⋆ − 1 dependence in this regime. Take the term T5 in Figure 3 as an example. For contextual
bandits, given the selection rule is

π̂(s)←[ argmax
a

r̂(s, a)−

√
L

N(s, a)
, (23)

it is straightforward to check that as long as the optimal action is taken with much higher probability
than the sub-optimal ones, i.e., µ(s, π⋆(s)) ≫

∑
a̸=π⋆(s) µ(s, a), the LCB approach will pick the

right action regardless of the value gap r(s, π⋆(s))−r(s, a). In contrast, due to the recursive update
Q(s, a)←[ rt(s, a)−

√
L

Nt(s,a)
+ γP t

s,a · Vt−1, LCB picks the right action if

rt(s, π
⋆(s))−

√
L

Nt(s, π⋆(s))
+γP t

s,π⋆(s) ·Vt−1 > rt(s, a)−

√
L

Nt(s, a)
+γP t

s,a ·Vt−1, for all a ̸= π⋆(s).

The presence of the value estimate from the previous step, i.e., Vt−1 (which is absent in CBs)
drastically changes the picture: even if we know that µ(s, π⋆(s)) ≫

∑
a̸=π⋆(s) µ(s, a) and hence

Nt(s, π
⋆(s))≫ Nt(s, a), the current analysis does not guarantee the above inequality to hold. It is

likely that for the value gap Q⋆(s, π⋆(s))−Q⋆(s, a) to affect whether the LCB algorithm chooses the
optimal action. How to study the interplay between the value gap and the policy chosen by LCB
forms the main obstacle to obtaining tight performance guarantees when C⋆ ∈ [1+Ω(1/N), 1+O(1)].

A confirmation from an episodic MDP. In Appendix D.6 we present an episodic example
with the intention to demonstrate that (1) a variant of VI-LCB in the episodic case is able to
achieve the optimal dependency on C⋆ and hence closing the gap between the upper and the lower
bounds, and (2) the tight analysis of the sub-optimality is rather intricate and depends on a delicate
decomposition based on the value gap Q⋆(s, π⋆(s))−Q⋆(s, a).

As a preview, we illustrate the episodic MDP with H = 3 in Figure 4. It turns out that when
tackling the term similar to T5 in Figure 3, a further decomposition based on the value gap is
needed. In a nutshell, we decompose the error into two cases: (1) when Q⋆(s, 1)−Q⋆(s, 2) is large,
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Figure 4: An episodic MDP with H = 3, two states per level, and two actions A = {1, 2} available
from every state. The rewards are assumed to be deterministic and bounded. Action 1 is assumed
to be optimal in all states and that µ(s, 1) ≥ 9µ(s, 2).

and (2) when Q⋆(s, 1) − Q⋆(s, 2) is small. Intuitively, in the latter case, the contribution to the
sub-optimality is well controlled, and in the former one, we manage to show that VI-LCB selects
the right action with high probability. What is more interesting and suprising is that the right
threshold for value gap is given by

√
(C⋆ − 1)/N . Ultimately, this allows us to achieve the optimal

dependency on C⋆.

6 Related work

In this section we review additional related works. In Section 6.1, we discuss various assumptions on
the batch dataset that have been proposed in the literature. In Section 6.2, we review conservative
methods in offline RL. We conclude this section by comparing existing lower bounds with the ones
presented in this paper.

6.1 Assumptions on batch dataset

One of the main challenges in offline RL is the insufficient coverage of the dataset caused by lack
of online exploration (Wang et al., 2020a; Zanette, 2020; Szepesvári, 2010) and in particular the
distribution shift in which the occupancy density of the behavior policy and the one induced by
the learned policy are different. This effect can be characterized using concentrability coefficients
(Munos, 2007) which impose bounds on the density ratio (importance weights).

Most concentrability requirements imposed in existing offline RL involve taking a supremum of
the density ratio over all state-action pairs and all policies, i.e., maxπ C

π (Scherrer, 2014; Chen and
Jiang, 2019; Jiang, 2019; Wang et al., 2019; Liao et al., 2020; Liu et al., 2019; Zhang et al., 2020a) and
some definitions are more complex and stronger assuming a bounded ratio per time step (Szepesvári
and Munos, 2005; Munos, 2007; Antos et al., 2008; Farahmand et al., 2010; Antos et al., 2007). A
more stringent definition originally proposed by Munos (2003) also imposes exploratoriness on state
marginals. This definition is recently used by Xie and Jiang (2020) to develop an efficient offline
RL algorithm with general function approximation and only realizability. The MABO algorithm
proposed by Xie and Jiang (2020) and the related algorithms by Feng et al. (2019) and Uehara et al.
(2020) use a milder definition based on a weighted norm of density ratios as opposed to the infinity
norm. In contrast, to compete with an optimal policy, we only require coverage over states and
actions visited by that policy, which is referred to as the “best” concentrability coefficient (Scherrer,
2014; Geist et al., 2017; Agarwal et al., 2020b; Xie and Jiang, 2020).

Another related assumption is the uniformly lower bounded data distribution. For example,
some works consider access to a generative model with an equal number of samples on all state-
action pairs (Sidford et al., 2018a,b; Agarwal et al., 2020a; Li et al., 2020). As discussed before, this
assumption is significantly stronger than assuming C⋆ is bounded. Furthermore, one can modify
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the analysis of the LCB algorithm to show optimal data composition dependency in this case as
well.

6.2 Conservatism in offline RL

In practice, such high coverage assumptions on batch dataset also known as data diversity (Levine
et al., 2020) often fail to hold (Gulcehre et al., 2020; Agarwal et al., 2020c; Fu et al., 2020). Several
methods have recently emerged to address such strong data requirements. The first category involves
policy regularizers or constraints to ensure closeness between the learned policy and the behavior
policy (Fujimoto et al., 2019b; Wu et al., 2019; Jaques et al., 2019; Peng et al., 2019; Siegel et al.,
2020; Wang et al., 2020b; Kumar et al., 2019; Fujimoto et al., 2019a; Ghasemipour et al., 2020;
Nachum et al., 2019b; Zhang et al., 2020b; Nachum et al., 2019a; Zhang et al., 2020c). These
methods are most suited when the batch dataset is nearly-expert (Wu et al., 2019; Fu et al., 2020)
and sometimes require the knowledge of the behavior policy.

Another category includes the value-based methods. Kumar et al. (2020) propose conservative
Q-learning through value regularization and demonstrate empirical success. Liu et al. (2020) propose
a variant of fitted Q-iteration with a conservative update called MSB-QI. This algorithm effectively
requires the data distribution to be uniformly lower bounded on the state-action pairs visited by any
competing policy. Moreover, the sub-optimality of MSB-QI has a 1/(1 − γ)4 horizon dependency
compared to ours which is 1/(1− γ)2.5.

The last category involves learning pessimistic models such as Kidambi et al. (2020), Yu et al.
(2020) and Yu et al. (2021) all of which demonstrate empirical success. From a theoretical per-
spective, the recent work Jin et al. (2020) studies pessimism in offline RL in episodic MDPs and
function approximation setting. The authors present upper and lower bounds for linear MDPs with
a suboptimality gap of dH, where d is the feature dimension and H is the horizon. Specialized to
the tabular case, this gap is equal to SAH, compared to ours which is only H. Furthermore, this
work does not study the adaptivity of pessimism to data composition.

Another recent work by Yin et al. (2021) studies pessimism in tabular MDP setting and proves
matching upper and lower bounds. However, their approach requires a uniform lower bound on
the data distribution that traces an optimal policy. This assumption is stronger than ours; for
example, it requires optimal actions to be included in the states not visited by an optimal policy.
Furthermore, this characterization of data coverage does not recover the imitation learning setting:
if the behavior policy is exactly equal to the optimal policy, data distribution lower bound can still
be small.

6.3 Information-theoretic lower bounds

There exists a large body of literature providing information-theoretic lower bounds for RL under dif-
ferent settings; see e.g., Dann and Brunskill (2015); Krishnamurthy et al. (2016); Jiang et al. (2017);
Jin et al. (2018); Azar et al. (2013); Ma et al. (2021); Lattimore and Hutter (2012); Domingues et al.
(2020); Duan et al. (2020); Zanette (2020); Wang et al. (2020a). In the generative model setting
with uniform samples, Azar et al. (2013) proves a lower bound on value sub-optimality which is later
extended to policy sub-optimality by Sidford et al. (2018a). For the offline RL setting, Kidambi
et al. (2020) prove a lower bound only considering the data and policy occupancy support mismatch
without dependency on sample size. Jin et al. (2020) gives a lower bound for linear MDP setting
but which does not give a tight dependency on parameters when specialized to the tabular setting.
In Yin et al. (2020, 2021), a hard MDP is constructed with a dependency on the data distribution
lower bound. In contrast, our lower bounds depend on C⋆, which has not been studied in the past,
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and holds for the entire data spectrum. In the imitation learning setting, (Xu et al., 2020) consid-
ers discounted MDP setting and shows a lower bound on the performance of the behavior cloning
algorithm. We instead present an information-theoretic lower bound for any algorithm for C⋆ = 1
which is based on adapting the construction of Rajaraman et al. (2020) to the discounted case.

7 Discussion

In this paper, we propose a new batch RL framework based on the single policy concentrability
coefficient (e.g., C⋆) that smoothly interpolates the two extremes of data composition encountered
in practice, namely the expert data and uniform coverage data. Under this new framework, we
pursue the statistically optimal algorithms that can even be implemented without the knowledge
of the exact data composition. More specifically, focusing on the lower confidence bound (LCB)
approach inspired by the principle of pessimism, we find that LCB is adaptively minimax optimal
for addressing the offline contextual bandit problems and the optimal rate naturally bridges the
1/N rate when data is close to following the expert policy and the 1/

√
N rate in the typical offline

RL case. Here N denotes the number of samples in the batch dataset. We also investigate the LCB
approach in the offline multi-armed bandit problems and Markov decision processes. The message
is somewhat mixed. For bandits, LCB is shown to be optimal for a wide range of data compositions,
however, LCB without the knowledge of data composition, is provably non-adaptive in the near-
expert data regime. When it comes to MDPs, we show that LCB is adaptively rate-optimal when
C⋆ is extremely close to 1, and when C⋆ ≥ 1+ constant. Contrary to bandits, we conjecture that
LCB is optimal across the spectrum of data composition.

Under the new framework, there exist numerous avenues for future study. Below, we single out
a few of them.

• Closing the gap in MDPs. It is certainly interesting to provide tighter upper bounds for LCB
in the MDP case when C ∈ (1+Ω(1/N), 1+ o(1)). This regime is of particular interest when we
believe that a significant fraction of the data comes from the optimal policy.

• Improving the dependence on the effective horizon. There is a 1/(1−γ)2 gap in the sample
complexity for solving infinite-horizon discounted MDPs. We believe that using a Bernstein-type
penalty in conjunction with a variance reduction technique or data reuse across iterations may
help address this issue.

• Incorporating function approximation. In this paper we focus on the tabular case only. It
would be of particular interest and importance to extend the analysis and algorithms to function
approximation setting.

• Investigating other algorithms. In this paper we study a conservative method based on lower
confidence bound. Other conservative methods such as algorithms that use value regularization
may also achieve adaptivity and/or minimax optimality.
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A Proofs for multi-armed bandits

In Section A.1, we prove Proposition 1 that demonstrates the failure of the best empirical arm
when solving offline MABs. Section A.2 is devoted to the proof of Theorem 1, which supplies the
performance upper bound of the LCB approach. This upper bound is accompanied by a minimax
lower bound given in Section A.3. In the end, we provably show the lack of adaptivity of the LCB
approach in Section A.4.

A.1 Proof of Proposition 1

We start by introducing the bandit instance under consideration. Set |A|= 2, a⋆ = 1, µ(1) =
(N − 1)/N , and µ(2) = 1/N . As for the reward distributions, for the optimal arm a⋆ = 1, we let
R(1) = 2ϵ almost surely. In contrast, for arm 2 we set

R(2) =

{
2.1ϵ, w.p. 0.5,

0, w.p. 0.5.

It is easy to check that indeed a⋆ = 1 is the optimal arm to choose. Our goal is to show that for
this particular bandit problem, given N offline data from µ and R, the empirical best arm â will
perform poorly with high probability.

To see this, consider the following event

E1 := {N(2) = 1}.

We have

P(E1) = N · µ(1)N−1 · µ(2) = (1− 1/N)N−1 .

As long as N is sufficiently large (say N ≥ 500), we have P(E1) ≥ 0.36 for any 0 ≤ n ≤ N , and thus
P(E1) ≥ 0.36.

Now we are in position to develop a performance lower bound for the empirical best arm â. By
construction, we have r(1)− r(2) = 0.95ϵ. Therefore the sub-optimality is given by

ED[r(a
⋆)− r(â)] = 0.95ϵ · P(â ̸= a⋆)

≥ 0.95ϵ · P(E1 ∩ r̂(2) = 2.1ϵ)

≥ 0.95ϵ · 0.18 > 0.1ϵ.

Rescaling the value of ϵ finishes the proof.

A.2 Proof of Theorem 1

Before embarking on the main proof, we record two useful lemmas. The first lemma sandwiches
the true mean reward by the empirical one and the penalty function, which directly follows from
Hoeffding’s inequality and a union bound. For completeness, we provide the proof at the end of
this subsection.

Lemma 3. With probability at least 1− δ, we have

r̂(a)− b(a) ≤ r(a) ≤ r̂(a) + b(a), for all 1 ≤ a ≤ |A|. (24)

The second one is a simple consequence of the Chernoff bound for binomial random variables.
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Lemma 4. With probability at least 1− exp(−Nµ(a⋆)/8), one has

N(a⋆) ≥ 1

2
Nµ(a⋆). (25)

Denote by E the event that both relations (24) and (25) hold. Conditioned on E , one has

r(a⋆) ≤ r̂(a⋆) + b(a⋆) = r̂(a⋆)− b(a⋆) + 2b(a⋆).

In view of the definition of â, we have r̂(a⋆)− b(a⋆) ≤ r̂(â)− b(â), and hence

r(a⋆) ≤ r̂(â)− b(â) + 2b(a⋆) ≤ r(â) + 2b(a⋆),

where the last inequality holds under the event E (in particular the bound (24) on â). Now we are
left with the term b(a⋆). It suffices to lower bound N(a⋆). Note that the event E (cf. the lower
bound (25)) ensures that

N(a⋆) ≥ 1

2
Nµ(a⋆) ≥ N

2C⋆
> 0.

As a result, we conclude

b(a⋆) =

√
log(2|A|/δ)
2N(a⋆)

≤

√
log(2|A|/δ)
Nµ(a⋆)

,

which further implies

r(a⋆) ≤ r(â) + 2

√
log(2|A|/δ)
Nµ(a⋆)

(26)

whenever the event E holds. It is easy to check that under the assumption N ≥ 8C⋆ log(1/δ), we
have P(E) ≥ 1− 2δ. This finishes the proof of the high probability claim.

In the end, we can compute the expected sub-optimality as

ED[r(a
⋆)− r(â)] = ED[(r(a

⋆)− r(â)) 1{E}] + ED[(r(a
⋆)− r(â)) 1{Ec}]

≤ 2

√
log(2|A|/δ)
Nµ(a⋆)

P(E) + P(Ec).

Here the inequality uses the bound (26) and the fact that r(a⋆)− r(â) ≤ 1. We continue bounding
the sub-optimality by

ED[r(a
⋆)− r(â)] ≤ 2

√
log(2|A|/δ)
Nµ(a⋆)

+ 2δ ≤ 2

√
C⋆ log(2|A|/δ)

N
+ 2δ.

Here the last relation uses µ(a⋆) ≥ 1/C⋆. Taking δ = 1/N completes the proof.

Proof of Lemma 3. Consider a fixed action a. If N(a) = 0, one trivially has r̂(a) − b(a) = −1 ≤
r(a) ≤ r̂(a) + b(a) = 1. When N(a) > 0, applying Hoeffding’s inequality, one sees that

P

(
|r̂(a)− r(a)| ≥

√
log(2|A|/δ)

2N(a)
| N(a)

)
≤ δ

|A|
.

Since this claim holds for all possible N(a), we have for any fixed action a

P (|r̂(a)− r(a)| ≥ b(a)) ≤ δ

|A|
.

A further union bound over the action space yields the advertised claim.
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A.3 Proof of Theorem 2

We separate the proof into two cases: C⋆ ≥ 2 and C⋆ ∈ (1, 2). For both cases, our lower bound proof
relies on the classic Le Cam’s two-point method (Yu, 1997; Le Cam, 2012). In essence, we construct
two MAB instances in the family MAB(C⋆) with different optimal rewards that are difficult to
distinguish given the offline dataset.

The case of C⋆ ≥ 2. We consider a simple two-armed bandit. For the behavior policy, we set
µ(2) = 1/C⋆ and µ(1) = 1 − 1/C⋆. Since we are constructing lower bound instances, it suffices to
consider Bernoulli distributions supported on {0, 1}. In particular, we consider the following two
possible sets for the Bernoulli means

f1 = (
1

2
,
1

2
− δ); f2 = (

1

2
,
1

2
+ δ),

with δ ∈ [0, 1/4]. Indeed, (µ, f1), (µ, f2) ∈ MAB(C⋆) with the proviso that C⋆ ≥ 2. Denote the
loss/sub-optimality of an estimator â to be

L(â; f) := r(a⋆)− r(â), (27)

where the optimal action a⋆ implicitly depends on the reward distribution f . Clearly, for any
estimator â, we have

L(â; f1) + L(â; f2) ≥ δ.

Therefore Le Cam’s method tells us that

inf
â

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)] ≥ inf

â
sup

f∈f1,f2
ED[L(â; f)] ≥

δ

4
· exp(−KL(Pµ⊗f1∥Pµ⊗f2)).

Here KL(Pµ⊗f1∥Pµ⊗f2) denotes the KL divergence between the two MAB instances with N samples.
Direct calculations yield

KL(Pµ⊗f1∥Pµ⊗f2) ≤
NKL(Pf1∥Pf2)

C⋆
≤ N(2δ)2

C⋆(1/4− δ2)
≤ 200Nδ2/C⋆.

Here we use the fact that for two Bernoulli distribution, KL(Bern(p)∥Bern(q)) ≤ (p− q)2/[q(1− q)]
and that δ ∈ [0, 1/4]. Taking

δ = min

{
1

4
,

√
C⋆

N

}
yields the desired lower bound for C⋆ ≥ 2.

The case of C⋆ ∈ (1, 2). Recall that when C⋆ ≥ 2, we construct the same behavior distribution
µ for two different reward distributions f1, f2. In contrast, in the case of C⋆ ∈ [1, 2), we construct
instances that are different in both the reward distributions as well as the behavior distribution.
More specifically, let µ1(1) = 1/C⋆, µ1(2) = 1 − 1/C⋆, f1 = (12 + δ, 12) for some δ > 0 which
will be specified later. Similarly, we let µ2(1) = 1 − 1/C⋆, µ2(2) = 1/C⋆, f2 = (12 ,

1
2 + δ). It is

straightforward to check that (µ1, f1), (µ2, f2) ∈ MAB(C⋆). Clearly, for any estimator â, we have

L(â; f1) + L(â; f2) ≥ δ.
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Again, applying Le Cam’s method, we have

inf
â

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)] ≥ δ

4
· exp(−KL(Pµ1⊗f1∥Pµ2⊗f2)). (28)

Note that

KL(Pµ1⊗f1∥Pµ2⊗f2) ≤ N ·
( 1

2 + δ

C⋆
log(

1 + 2δ

C⋆ − 1
) +

1
2 − δ

C⋆
log(

1− 2δ

C⋆ − 1
)

+
1− 1

C⋆

2
log(

C⋆ − 1

1 + 2δ
) +

1− 1
C⋆

2
log(

C⋆ − 1

1− 2δ
)
)

= N ·
((

1 + δ

C⋆
− 1

2

)
log

(
1 + 2δ

C⋆ − 1

)
+

(
1− δ

C⋆
− 1

2

)
log

(
1− 2δ

C⋆ − 1

))
.

Taking δ = 2−C⋆

2 , we get KL(Pµ1⊗f1∥Pµ2⊗f2) ≤ N · 2−C⋆

C⋆ · log
(

2
C⋆−1

)
. Thus we know that

inf
â

sup
(µ,R)∈MAB(C⋆)

ED[r(a
⋆)− r(â)] ≳ exp

(
−(2− C⋆) · log

(
2

C⋆ − 1

)
·N
)
. (29)

This finishes the proof of the lower bound for C⋆ ∈ (1, 2).

A.4 Proof of Proposition 2

To begin with, we have E[r(a⋆)− r(â)] ≤ P(â ̸= a⋆), where we have used the fact that the rewards
are bounded between 0 and 1. Thus it is sufficient to control P(â ̸= a⋆), which obeys

P(â ̸= a⋆) = P(∃a ̸= a⋆, N(a) ≥ N(a⋆)) ≤ P(N −N(a⋆) ≥ N(a⋆)) = P(N(a⋆) ≤ N

2
).

Applying the Chernoff bound for binomial random variables yields

P(N(a⋆) ≤ N

2
) ≤ exp

(
−N · KL

(
Bern

(
1

2

) ∥∥∥ Bern

(
1

C⋆

)))
.

Taking the previous steps collectively to arrive at the desired conclusion.

A.5 Proof of Theorem 3

We prove the case when C⋆ = 1.5 and when C⋆ = 6 separately.

The case when C⋆ = 1.5. We begin by introducing the MAB problem.

The bandit instance. Consider a two-armed bandit problem with the optimal arm denoted
by a⋆ and the sub-optimal arm a. We set µ(a⋆) = 1/C⋆, and µ(a) = 1 − 1/C⋆ in accordance with
the requirement 1/µ(a⋆) ≤ C⋆. We consider the following reward distributions: the optimal arm a⋆

has a deterministic reward equal to 1/2 whereas the sub-optimal arm has a reward distribution of
Bern(1/2 − g) for some g ∈ (0, 1/3), which will be specified momentarily. It is straightforward to
check that the arm a⋆ is indeed optimal and the MAB problem (µ,R) belongs to MAB(C⋆).
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Lower bounding the performance of LCB. For the two-armed bandit problem introduced
above, we have

ED[r(a
⋆)− r(â)] = g · P(LCB chooses arm a)

= g

N∑
k=0

P(LCB chooses arm a | N(a) = k)P(N(a) = k)

≥ g

2Nµ(a)∑
k=Nµ(a)/2

P(LCB chooses arm a | N(a) = k)P(N(a) = k), (30)

where we restrict ourselves to the event

E := {1
2
Nµ(a) ≤ N(a) ≤ 2Nµ(a)}.

It turns out that when 1 ≤ k ≤ 2Nµ(a), one has

P(LCB chooses arm a | N(a) = k) ≥ 1√
4Nµ(a)

· exp

(
−
(g
√

2Nµ(a) +
√
L)2

1
4 − g2

)
. (31)

Combine inequalities (30) and (31) to obtain

ED[r(a
⋆)− r(â)] ≥ g

1√
4Nµ(a)

· exp

(
−
(g
√

2Nµ(a) +
√
L)2

1
4 − g2

)
P(E).

Setting g = min{1/3,
√
L/(2Nµ(a))} yields

ED[r(a
⋆)− r(â)] ≥

min
(√

L/(2Nµ(a)), 13

)
√

4Nµ(a)
· exp (−32L)P(E)

≥ min

( √
L

8Nµ(a)
,

1

12
√
Nµ(a)

)
· exp (−32L) ,

where the last inequality uses Chernoff’s bound, i.e., P(E) ≥ 1−2 exp(−Nµ(a)/8) ≥ 1
2 . Substituting

the definition of L and µ(a) completes the proof.

Proof of the lower bound (31). By the definition of LCB, we have

P(LCB chooses arm a | N(a) = k) = P
(
1/2−

√
L/N(a⋆) ≤ r̂(a)−

√
L/N(a) | N(a) = k

)
≥ P

(
r̂(a) ≥ 1/2 +

√
L/N(a) | N(a) = k

)
≥ 1√

2k
· exp

(
−k · KL

(
1

2
−
√

L

k

∥∥∥1
2
+ g

))

≥ 1√
2k
· exp

−k(g +
√

L
k )

2

1
4 − g2

 .
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Here, the penultimate inequality comes from a lower bound for Binomial tails (Robert, 1990) and
the last inequality uses the elementary fact that KL(p∥q) ≤ (p − q)2/q(1 − q). One can easily see
that the probability lower bound is decreasing in k and hence when N(a) = k ≤ 2Nµ(a), we have

P(LCB chooses the arm a | N(a) = k) ≥ 1√
4Nµ(a)

· exp

(
−
(g
√
2Nµ(a) +

√
L)2

1
4 − g2

)
.

This completes the proof.

The case when C⋆ = 6. We now prove the lower bound for the case of C⋆ = 6.

The bandit instance. Consider a two-armed bandit problem with µ(a⋆) = 1
C⋆ for the optimal

arm and µ(a) = 1 − 1
C⋆ for the sub-optimal arm, which satisfies the concentrability requirement.

We set the following reward distributions: the optimal arm a⋆ is distributed according to Bern(1/2)
and the sub-optimal arm has a deterministic reward equal to 1/2 − g for some g ∈ (0, 1/2), which
will be specified momentarily. It is immediate that a⋆ is optimal in this construction and that the
MAB problem (µ,R) belongs to MAB(C⋆).

Lower bounding the performance of LCB. Similar arguments as before give

ED[r(a
⋆)− r(â)] ≥ g

2Nµ(a⋆)∑
k=Nµ(a⋆)/2

P(LCB chooses arm a | N(a⋆) = k)P(N(a⋆) = k), (32)

where we restrict ourselves to the event (with abuse of notation)

E := {1
2
Nµ(a⋆) ≤ N(a⋆) ≤ 2Nµ(a⋆)}.

By the definition of LCB, when C⋆ = 6 and 1
2Nµ(a⋆) ≤ k ≤ 2Nµ(a⋆) ≤ 1

3N , one has

P(LCB chooses arm a | N(a⋆) = k) = P

(
r̂(a⋆)−

√
L/N(a⋆) ≤ 1

2
− g −

√
L/N(a) | N(a⋆) = k

)
= P

(
r̂(a⋆) ≤ 1/2− g +

√
L/k −

√
L/(N − k) | N(a⋆) = k

)
≥ P

(
r̂(a⋆) ≤ 1/2− g +

√
3L/N −

√
3L/(2N) | N(a⋆) = k

)
> P

(
r̂(a⋆) ≤ 1/2− g +

√
L

4N
| N(a⋆) = k

)
.

We set g = min{
√
L/(4N), 1/2}. Under this choice of g, we always have

P(LCB chooses arm a | N(a⋆) = k) ≥ 1

2
. (33)

Combine the inequalities (32) and (33) to obtain

ED[r(a
⋆)− r(â)] ≥ g · 1

2
· P(E) ≥

min(1,
√
L/N)

8
.

38



B Proofs for contextual bandits

In Section B.1, we prove the sub-optimality guarantee of the LCB approach for contextual bandits
stated in Theorem 4. In Section B.2 we prove Theorem 5—a minimax lower bound for contextual
bandits. In the end, we prove the failure of the most played arm approach in Section B.3.

B.1 Proof of Theorem 4

We prove a stronger version of Theorem 4: Fix a deterministic expert policy π that is not necessarily
optimal. We assume that

max
s

ρ(s)

µ(s, π(s))
≤ Cπ.

Setting δ = 1/N , the policy π̂ returned by Algorithm 2 obeys

ED[J(π)− J(π̂)] ≲ min

(
1, Õ

(√
S(Cπ − 1)

N
+

S

N

))
.

The statement in Theorem 4 can be recovered when we take π = π⋆.
We begin with defining a good event

E := {∀s, a : |r(s, a)− r̂(s, a)|≤ b(s, a)}, (34)

on which the penalty function b(s, a) provides a valid upper bound on the reward estimation error
r(s, a) − r̂(s, a). With this definition in place, we state a key decomposition of the sub-optimality
of the LCB method:

ED

[∑
s

ρ(s) [r(s, π(s))− r(s, π̂(s))]

]

= ED

[∑
s

ρ(s) [r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) = 0}

]
=: T1

+ ED

[∑
s

ρ(s) [r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E}

]
:= T2

+ ED

[∑
s

ρ(s) [r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{Ec}

]
:= T3.

In words, the term T1 corresponds to the error induced by missing mass, i.e., when the expert action
π(s) is not seen in the data D. The second term T2 denotes the error when the good event E takes
place. The last term T3 denotes the sub-optimality incurred under the complement event Ec.

To avoid cluttered notation, we denote L := 2000
√

2 log(S|A|N) such that b(s, a) =
√
L/N(s, a)

when N(s, a) ≥ 1. These three error terms obey the following upper bounds, whose proofs are
provided in subsequent subsections:

T1 ≤
4SCπ

9N
; (35a)

T2 ≲
SCπ

N
L+

√
S(Cπ − 1)

N
L+

1

N9
; (35b)

T3 ≤
1

N
. (35c)
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Combining the above three bounds together with the fact that ED[J(π)− J(π̂)] ≤ 1 yields that

ED[J(π)− J(π̂)] ≲ min

(
1, Õ

(√
S(Cπ − 1)

N
+

SCπ

N

))
.

Note that if Cπ ≥ 2, the first term
√

S(Cπ−1)
N always dominates. Conversely, if Cπ < 2, we can omit

the extra Cπ in the second term SCπ

N . This gives the desired claim in Theorem 4.

B.1.1 Proof of the bound (35a) on T1

Since r(s, π(s))− r(s, π̂(s)) ≤ 1 for any π̂(s), one has

T1 ≤ ED

[∑
s

ρ(s)1{N(s, π(s)) = 0}

]
=
∑
s

ρ(s)P(N(s, π(s)) = 0)

=
∑
s

ρ(s)(1− µ(s, π(s)))N .

Recall the assumption that maxs
ρ(s)

µ(s,π(s)) ≤ Cπ. We can continue the upper bound of T1 to obtain

T1 ≤
∑
s

Cπµ(s, π(s))(1− µ(s, π(s)))N ≤
∑
s

Cπ 4

9N
=

4

9N
SCπ.

Here, the last inequality holds since maxx∈[0,1] x(1− x)N ≤ 4/(9N).

B.1.2 Proof of the bound (35b) on T2

For any state s ∈ S, define the total mass on sub-optimal actions to be

µ̄(s) :=
∑

a:a̸=π(s)

µ(s, a).

We can then partition the state space into the following three disjoint sets:

S1 :=
{
s | ρ(s) < 2CπL

N

}
, (36a)

S2 :=
{
s | ρ(s) ≥ 2CπL

N
, µ(s, π(s)) ≥ 10µ̄(s)

}
, (36b)

S3 :=
{
s | ρ(s) ≥ 2CπL

N
, µ(s, π(s)) < 10µ̄(s)

}
. (36c)

The set S1 includes the states that are “less important” in evaluating the performance of LCB. The
set S2 captures the states for which the expert action π(s) is drawn more frequently under the
behavior distribution µ.

With this partition at hand, we can decompose the term T2 accordingly:

T2 =
∑
s∈S1

ρ(s)ED [[r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E}] =: T2,1

+
∑
s∈S2

ρ(s)ED [[r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E}] =: T2,2

+
∑
s∈S3

ρ(s)ED [[r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E}] =: T2,3.
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The proof is completed by observing the following three upper bounds:

T2,1 ≤
2SCπL

N
; T2,2 ≲

1

N9
; T2,3 ≲

√
CπSL

N
min{1, 10(Cπ − 1)} ≲

√
(Cπ − 1)SL

N
.

Proof of the bound on T2,1. We again use the basic fact that

[r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E} ≤ 1

to reach
T2,1 ≤

∑
s∈S1

ρ(s) ≤ 2SCπL

N
,

where the last inequality hinges on the definition (36a) of S1, namely for any s ∈ S1, one has
ρ(s) < 2CπL

N .

Proof of the bound on T2,2. Fix a state s ∈ S2, we define the following two sets of actions:

A1(s) := {a | r(s, a) < r(s, π(s)), µ(s, a) ≤ L/(200N)},
A2(s) := {a | r(s, a) < r(s, π(s)), µ(s, a) > L/(200N)}.

Further define A(s, a) to be the event that r̂(s, π(s)) − b(s, π(s)) < r̂(s, a) − b(s, a). Clearly one
has r(s, π(s)) − r(s, π̂(s)) ≤ 1{∪a∈A1(s)∪A2(s)A(s, a)}. Consequently, we can write the following
decomposition:

ED [[r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1}1{E}]
≤ P(∃a, r(s, a) < r(s, π(s)), A(s, a), N(s, π(s)) ≥ 1)

≤ P(∃a ∈ A1(s), A(s, a), N(s, π(s)) ≥ 1) =: p1(s)

+ P(∃a ∈ A2(s), A(s, a), N(s, π(s)) ≥ 1) =: p2(s).

As a result, T2,2 obeys

T2,2 ≤
∑
s∈S2

ρ(s)p1(s) +
∑
s∈S2

ρ(s)p2(s), (37)

which satisfy the bounds∑
s∈S2

ρ(s)p1(s) ≲
1

N10
, and

∑
s∈S2

ρ(s)p2(s) ≲
1

N9
.

Taking these two bounds collectively leads us to the desired conclusion. In what follows, we focus
on the proving the aforementioned two bounds.

Proof of the bound on
∑

s∈S2
ρ(s)p1(s). Fix a state s ∈ S2. In view of the data coverage

assumption, one has

µ(s, π(s)) ≥ ρ(s)

Cπ
≥ 2L

N
. (38)

In contrast, for any a ∈ A1(s), we have

µ(s, a) ≤ L

200N
. (39)
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Therefore one has µ(s, π(s))≫ µ(s, a) for any non-expert action a. As a result, the optimal action
is selected more frequently than the sub-optimal ones. It turns out that under such circumstances,
the LCB algorithm picks the right action with high probability. We make this intuition precise
below.

The bounds (38) and (39) together with Chernoff’s bound give

P

(
N(s, a) ≤ 5L

200

)
≥ 1− exp

(
− L

200

)
;

P (N(s, π(s)) > L) ≥ 1− exp

(
−L

4

)
.

These allow us to obtain an upper bound for the function r̂−b evaluated at sub-optimal actions and
a lower bound on r̂(s, π(s))− b(s, π(s)). More precisely, if N(s, a) = 0, we know that r̂(s, a) = −1;
when 1 ≤ N(s, a) ≤ 5L

200 , we have

r̂(s, a)− b(s, a) ≤ 1−

√
L

5L/200
≤ −5.

Now we turn to lower bounding the function r̂−b evaluated at the optimal action. When N(s, π(s)) >
L, one has

r̂(s, π(s))− b(s, π(s)) > −

√
L

N(s, π(s))
= −1.

To conclude, if both N(s, a) ≤ 5L
200 and N(s, π(s)) ≥ L hold, we must have r̂(s, a) − b(s, a) <

r̂(s, π(s))− b(s, π(s)). Therefore we can deduce that∑
s∈S2

ρ(s)p1(s) =
∑
s∈S2

ρ(s)P(∃a ∈ A1(s), A(s, a), N(s, π(s)) ≥ 1)

≤ (|A|−1) exp
(
− L

200

)
+ exp

(
−1

4
L

)
≤ |A|exp

(
− L

200

)
≲

1

N10
.

The last inequality comes from the choice of L = 2000 log(2S|A|N).

Proof of the bound on
∑

s∈S2
ρ(s)p2(s). Before embarking on the proof of

∑
s∈S2

ρ(s)p2(s) ≲≲
1
N9 , it is helpful to pause and gather a few useful properties of (s, a) with s ∈ S2, a ∈ A2(s):

1. ρ(s) ≥ 2CπL
N and hence µ(s, π(s)) ≥ 2L

N by the definition of Cπ;

2. L
200N ≤ µ(s, a) ≤ 1

10µ(s, π(s));

3.
∑

a∈A2
µ(s, a) ≤ 1

10µ(s, π(s));

4. |A2(s)|≤ 200N/L.
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In addition, we define a high probability event on which the sample sizes N(s, a) concentrate around
their respective means Nµ(s, a):

E2(s) :=

{
1

2
Nµ(s, π(s)) ≤ N(s, π(s)) ≤ 2Nµ(s, π(s)),

∀a ∈ A2(s),
1

2
Nµ(s, a) ≤ N(s, a) ≤ 2Nµ(s, a)

}
,

which—in view of the Chernoff bound and the union bound—obeys

P(E2(s)) ≥ 1− 1/N9. (40)

With these preparations in place, we can derive

p2(s) = P(∃a ∈ A2, A(s, a), N(s, π(s)) ≥ 1)

≤ P(Ec2(s)) + P(∃a ∈ A2, A(s, a), N(s, π(s)) ≥ 1, E2(s))

≤ P(Ec2(s)) +
∑
a∈A2

P(A(s, a), N(s, π(s)) ≥ 1, E2(s))

≲
1

N9
+
|A2|
N10

≲
1

N9
,

where the last line arises from the bound

P(A(s, a), N(s, π(s)) ≥ 1, E2(s)) ≲
1

N10
, (41)

and the cardinality upper bound |A2(s)|≲ N . This completes the bound on
∑

s∈S2
p(s).

Proof of the bound (41). On the event E2(s), one must have N(s, a) ≥ 1 and N(s, π(s)) ≥ 1. There-
fore, we can define

ϵ :=

√
L

N(s, a)
−

√
L

N(s, π(s))
and ∆ = r(s, π(s))− r(s, a),

and obtain the following bound on the conditional probability

P

(
r̂(s, a)−

√
L

N(s, a)
≥ r̂(s, π(s))−

√
L

N(s, π(s))

∣∣∣∣∣ N(s, π(s)), N(s, a), E2

)

≤ exp

(
−2N(s, a)N(s, π(s))(ϵ+∆)2

N(s, a) +N(s, π(s))

∣∣∣∣ N(s, π(s)), N(s, a), E2
)
,

where the inequality arises from Lemma 13. Note that under event E2(s) and the property µ(s, a) ≤
1
10µ(s, π(s)), we have N(s, π(s)) ≥ 4N(s, a) and thus ϵ ≥ 1

2

√
L

N(s,a) . This allows us to further upper
bound the probability as

P

(
r̂(s, a)−

√
L

N(s, a)
≥ r̂(s, π(s))−

√
L

N(s, π(s))

∣∣∣∣∣ N(s, π(s)), N(s, a), E2

)
≤ exp

(
−N(s, a)(ϵ+∆)2

)
≤ exp

(
−
(
1

2

√
L+

√
N(s, a)∆

)2
)

≤ exp

(
−1

4
L

)
≲

1

N10
,
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under the choice of L = 2000 log(2S|A|N). Since this upper bound holds for any configuration of
N(s, a) and N(s, π(s)), one has the desired claim.

Proof of the bound on T2,3. On the good event E , we know that

r(s, π(s))− r(s, π̂(s)) ≤ r(s, π(s))− [r̂(s, π̂(s))− b(s, π̂(s))]

≤ r(s, π(s))− [r̂(s, π(s))− b(s, π(s))]

≤ 2b(s, π(s)).

Here the middle line arises from the definition of the LCB algorithm, i.e., π̂(s) ∈ argmaxa r̂(s, a)−
b(s, a) for each s. Substitute this upper bound into the definition of T2 to obtain

T2,3 ≤ 2
∑
s∈S3

ρ(s)ED [b(s, π(s))1{N(s, π(s)) ≥ 1}1{E}]

= 2
∑
s∈S3

ρ(s)ED

[√
L

N(s, π(s))
1{N(s, π(s)) ≥ 1}1{E}

]

≤ 2
√
L
∑
s∈S3

ρ(s)ED

[√
1

N(s, π(s)) ∨ 1
1{N(s, π(s)) ≥ 1}

]
,

where we have used the definition of b(s, a). Lemma 14 tells us that there exists a universal constant
c > 0 such that

ED

[√
1

N(s, π(s)) ∨ 1
1{N(s, π(s)) ≥ 1}

]
≤ c√

Nµ(s, π(s))
.

As a result, we reach the conclusion that

T2,3 ≤ 2
√
L
∑
s∈S3

ρ(s)
c√

Nµ(s, π(s))
.

In view of the assumption maxs ρ(s)/µ(s, π(s)) ≤ Cπ, one further has

T2,3 ≤ 2c

√
CπL

N

∑
s∈S3

√
ρ(s) ≤ 2c

√
CπL

N

√
S

√∑
s∈S3

ρ(s),

with the last inequality arising from Cauchy-Schwarz’s inequality. The desired bound on T2,3 follows
from the following simple fact regarding

∑
s∈S3

ρ(s):∑
s∈S3

ρ(s) ≤ min {1, 10(Cπ − 1)} . (42)

Proof of the inequality (42). The upper bound 1 is trivial to see. To achieve the other upper bound,
we first use the assumption maxs ρ(s)/µ(s, π(s)) ≤ Cπ to see∑

s∈S3

ρ(s) ≤
∑
s∈S3

Cπµ(s, π(s)) ≤ 10Cπ
∑
s∈S3

µ̄(s).

Here the last relation follows from the definition of S3. Note that∑
s∈S3

µ̄(s) ≤
∑
s

µ̄(s) = 1−
∑
s

µ(s, π(s)) ≤ 1− 1

Cπ
,

where we have reused the assumption maxs ρ(s)/µ(s, π(s)) ≤ Cπ. Taking the previous two inequal-
ities collectively yields the final claim.
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B.1.3 Proof of the bound (35c) on T3

It is not hard to see that∑
s

ρ(s) [r(s, π(s))− r(s, π̂(s))]1{N(s, π(s)) ≥ 1} ≤ 1,

which further implies

T3 ≤ ED [1{Ec}] = P(Ec).
It then boils down to upper bounding the probability P(Ec). The proof is similar in spirit to that
of Lemma 3.

Fix a state-action pair (s, a). If N(s, a) = 0, one clearly has −1 = r̂(s, a) − b(s, a) ≤ r(s, a) ≤
r̂(s, a)+ b(s, a) = 1. Therefore we concentrate on the case when N(s, a) ≥ 1. Apply the Hoeffding’s
inequality to see that for any δ1 ∈ (0, 1), one has

P

(
|r̂(s, a)− r(s, a)| ≥

√
log(2/δ1)

2N(s, a)
| N(s, a)

)
≤ δ1.

In particular, setting δ1 = δ/(S|A|) yields

P

(
|r̂(s, a)− r(s, a)| ≥

√
log(2S|A|/δ)
2N(s, a)

| N(s, a)

)
≤ δ

S|A|
, (43)

Recall that b(s, a) is defined such that when N(s, a) ≥ 1,

b(s, a) =

√
2000 log(2S|A|/δ)

N(s, a)
.

Since the inequality (43) holds for any N(s, a), we have for any fixed (s, a),

P (|r̂(s, a)− r(s, a)| ≥ b(s, a)) ≤ δ

S|A|
.

Taking a union bound over S ×A leads to the conclusion that P(Ec) ≤ δ, and hence T3 ≤ δ. Taking
δ = 1/N gives the advertised result.

B.2 Proof of Theorem 5

We prove the lower bound differently for the following regimes: C⋆ = 1, C⋆ ≥ 2, and C⋆ ∈ (1, 2).
When C⋆ = 1, the offline RL problem reduces to the imitation learning problem in contextual
bandits, whose lower bound has been shown in the paper Rajaraman et al. (2020). When C⋆ ∈ (1, 2)
or C⋆ ≥ 2, we generalize the lower bound given for the multi-armed bandits with different choices
of initial distributions. In what follows, we detail the proofs for each regime.

The case when C⋆ = 1. When C⋆ = 1, one has d⋆(s, a) = µ(s, a) for any (s, a) pair. This
recovers the imitation learning problem, where the rewards are also included in the dataset. Thus
the lower bound proved in Lemma 6 is applicable, which comes from a modified version of Theorem
6 in the paper Rajaraman et al. (2020):

inf
π̂

sup
(ρ,µ,R)∈CB(1)

ED[J(π
⋆)− J(π̂)] ≳ min

(
1,

S

N

)
. (44)
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The case when C⋆ ≥ 2. Fix a contextual bandit instance (ρ, µ,R), define the loss/sub-
optimality of an estimated policy π to be

L(π; (ρ, µ,R)) := J(π⋆)− J(π̂).

We intend to show that when C⋆ ≥ 2,

inf
π̂

sup
(ρ,µ,R)∈CB(C⋆)

Eµ⊗R[L(π; (ρ, µ,R))] ≳ min

(
1,

√
SC⋆

N

)
. (45)

Our proof follows the standard recipe of proving minimax lower bounds, namely, we first construct
a family of hard contextual bandit instances, and then apply Fano’s inequality to obtain the desired
lower bound.

Construction of hard instances. Consider a CB with state space S := {1, 2, . . . , S}. Set
the initial distribution ρ0(s) = 1/S for any s ∈ S. Each state s ∈ S is associated with two actions
a1 and a2. The behavior distribution for each s, a is specified below

µ0(s, a1) =
1

S
− 1

SC⋆
and µ0(s, a2) =

1

SC⋆
.

It is easy to check that for any reward distribution R, one has (ρ0, µ0, R) ∈ CB(C⋆). It remains to
construct a set of reward distributions that are nearly indistinguishable from the data. To achieve
this goal, we leverage the Gilbert-Varshamov lemma (cf. Lemma 15) to obtain a set V ⊆ {−1, 1}S
that obeys (1) |V|≥ exp(S/8) and (2) ∥v1 − v2∥1≥ S/2 for any v1v2 ∈ V with v1 ̸= v2. With this
set V in place, we can continue to construct the following set of Bernoulli reward distributions

R :=

{{
Bern

(
1

2

)
,Bern

(
1

2
+ vsδ

)}
s∈S
| v ∈ V

}
.

Here δ ∈ (0, 1/3) is a parameter that will be specified later. Each element v ∈ V is mapped to
a reward distribution such that for the state s, the reward distribution associated with (s, a2) is
Bern(12 + vsδ). In view of the second property of the set V, one has for any policy π and any two
different reward distributions R1, R2 ∈ R,

L(π; (ρ0, µ0, R1)) + L(π; (ρ0, µ0, R2)) ≥
δ

4
.

Application of Fano’s inequality. Now we are ready to apply Fano’s inequality, that is

inf
π̂

sup
(ρ0,µ0,R)|R∈R

Eµ0⊗R[L(π; (ρ0, µ0, R))] ≥ δ

8

(
1−

N maxi ̸=j KL (µ⊗Ri∥µ⊗Rj) + log 2

log|R|

)
.

It then remains to control maxi ̸=j KL (µ⊗Ri∥µ⊗Rj) and log|R|. For the latter quantity, we have

log|R|= log|V|≥ S/8,

where the inequality comes from the first property of the set V. With regards to the KL divergence,
one has

max
i ̸=j

KL (µ⊗Ri∥µ⊗Rj) ≤ S · 1

SC⋆
· 16δ2 = 16δ2

C⋆
.
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As a result, we conclude that as long as

200Nδ2

SC⋆
≤ 1,

one has
inf
π̂

sup
(ρ0,µ0,R)|R∈R

L(π; (ρ0, µ0, R)) ≳ δ.

To finish the proof, we can set δ =
√

SC⋆

200N when
√

SC⋆

200N < 1
3 , and δ = 1

3 otherwise. This yields the
desired lower bound (45).

The case when C⋆ ∈ (1, 2). We intend to show that

inf
π̂

sup
(ρ,µ,R)∈CB(C⋆)

E[L(π; (ρ, µ,R))] ≳ min

(
C⋆ − 1,

√
S(C⋆ − 1)

N

)
. (46)

The proof is similar to that of the previous case, with the difference lying in the construction of ρ0
and µ0.

Construction of hard instances. Consider a CB with state space S := {0, 1, 2, . . . , S} and
action space A := {a1, a2}. Set the initial distribution ρ0(s) = (C⋆ − 1)/S for any 1 ≤ s ≤ S and
ρ0(0) = 2− C⋆. Each state 1 ≤ s ≤ S is associated with two actions a1 and a2 such that

µ0(s, a1) = µ0(s, a2) =
C⋆ − 1

SC⋆
.

In contrast, for s = 0, one has a single action a1 with µ0(0, a1) =
2−C⋆

C⋆ . Similar to the above case,
we have for any reward distribution R, that (ρ0, µ0, R) ∈ CB(C⋆).

We deploy essentially the same family R of reward distributions as before with an additional
reward of R(0, a1) ≡ 0 on state s = 0. As a result, one can show that for any policy π and any two
different reward distributions R1, R2 ∈ R,

L(π; (ρ0, µ0, R1)) + L(π; (ρ0, µ0, R2)) ≥
δ

4
(C⋆ − 1).

Application of Fano’s inequality. Fano’s inequality tells us that

inf
π̂

sup
(ρ0,µ0,R)|R∈R

E[L(π; (ρ0, µ0, R))] ≥ δ(C⋆ − 1)

8

(
1−

N maxi ̸=j KL (µ⊗Ri∥µ⊗Rj) + log 2

S/8

)
.

In the current case, we have

max
i ̸=j

KL (µ⊗Ri∥µ⊗Rj) ≤ S · C
⋆ − 1

SC⋆
· 16δ2 = 16(C⋆ − 1)

C⋆
δ2.

As before, setting

δ = min

(√
SC⋆

200(C⋆ − 1)N
,
1

3

)
yields the lower bound

inf
π̂

sup
(ρ0,µ0,R)|R∈R

E[L(π; (ρ0, µ0, R))] ≳ min

(
C⋆ − 1,

√
SC⋆(C⋆ − 1)

N

)
≳ min

(
C⋆ − 1,

√
S(C⋆ − 1)

N

)
.
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Putting the pieces together. We are now in position to summarize and simplify the three
established lower bounds (44), (45), and (46).

When C⋆ = 1, the claim in Theorem 5 is identical to the bound (44).
When C⋆ ≥ 2, we have from the bound (45) that

inf
π̂

sup
(ρ,µ,R)∈CB(C⋆)

E[L(π; (ρ, µ,R))] ≳ min

(
1,

√
SC⋆

N

)
≍ min

(
1,

√
S(C⋆ − 1)

N

)
.

Further notice that √
S(C⋆ − 1)

N
≥
√

S

N
≥ min

(
1,

S

N

)
.

The claimed lower bound in Theorem 5 arises.
In the end, when C⋆ ∈ (1, 2), we know from the bounds (44) and (46) that

inf
π̂

sup
(ρ,µ,R)∈CB(C⋆)

E[L(π; (ρ, µ,R))] ≳ max

{
min

(
1,

S

N

)
,min

(
C⋆ − 1,

√
S(C⋆ − 1)

N

)}
.

Elementary calculations reveal that

max

{
min

(
1,

S

N

)
,min

(
C⋆ − 1,

√
S(C⋆ − 1)

N

)}
≍ min

(
1,

√
S(C⋆ − 1)

N
+

S

N

)
,

which completes the proof.

B.3 Proof of Proposition 3

We design the hard instance with state space {s0, s1} and action space {a0, a1}. Only under state
(s0, a0) we can possibly get non-zero reward, and all other state-action pairs give 0 rewards. We
set d⋆(s0) = d⋆(s0, a0) = C⋆ − 1 − ϵ, d⋆(s1) = 2 − C⋆ + ϵ for some small ϵ > 0. The constraints
introduced by concentrability are µ(s0, a0) ≥ (C⋆ − 1− ϵ)/C⋆, µ(s1) ≥ (2− C⋆ + ϵ)/C⋆.

We set µ(s0, a0) = (C⋆− 1− ϵ)/C⋆, µ(s0, a1) = (C⋆− 1)/C⋆, µ(s1) = (2−C⋆+ ϵ)/C⋆. One can
verify that d⋆, µ are valid probability distributions and the concentrability assumption still holds.

In this case, since µ(s0, a0) < µ(s0, a1), the algorithm fails to identify the optimal arm a0 as
N →∞. This incurs the following expected sub-optimality

lim
N→∞

ED[J(π
⋆)− J(π̂)] = d⋆(s0) ≥ C⋆ − 1− ϵ.

Setting ϵ→ 0 gives us the conclusion.

C Proofs for MDPs

We begin by presenting several Bellman equations for discounted MDPs, which is followed by the
proof of Lemma 1. We then prove general properties of Algorithm 3 under the clean event (22).
These include the contraction properties given in Proposition 4 as well as the value difference
lemma (cf. Lemma 2). Next, we prove the LCB sub-optimality Theorem 6. In the end, we prove
the minimax lower bound followed by an analysis of imitation learning with an alternative data
coverage assumption.
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C.1 Bellman and Bellman-like equations

Given a discounted MDP, the Bellman value operator Tπ associated with a policy π is defined as

TπV := rπ + γPπV. (47)

It is well-known that V π is the unique solution to TπV = V , which is known as the Bellman equation.
In addition to V π, other quantities in an MDP also follow a Bellman-like equation, which we

briefly review here. For discounted occupancy measures, simple algebra gives

dπ = (1− γ)ρ+ γdπPπ ⇒ dπ = (1− γ)ρ(I − γPπ)
−1, (48)

dπ = (1− γ)ρπ + γdπP π ⇒ dπ = (1− γ)ρπ(I − γP π)−1. (49)

C.2 Proof of Lemma 1

The proof is similar to that of Lemma 3. For completeness, we include it here.
From the algorithmic design, it is clear (in particular the Q update and the monotonic improve-

ment step) that
Vt(s) ∈ [0, Vmax], for all s ∈ S and t ≥ 0.

As a result, for a fixed tuple (s, a, t), if mt(s, a) = 0, one has∣∣r(s, a) + γPs,a · Vt − rt(s, a)− γP t
s,a · Vt−1

∣∣ ≤ 1 + γVmax = Vmax ≤ bt(s, a).

When mt(s, a) ≥ 1, exploiting the independence between Vt and P t
s,a and using Hoeffding’s inequal-

ity to obtain

P
(∣∣r(s, a) + γPs,a · Vt − rt(s, a)− γP t

s,a · Vt−1

∣∣ ≥ Vmax

√
L/mt(s, a) | mt(s, a)

)
≤ 2 exp (−2L) .

Since the above inequality holds for any mt(s, a), one necessarily has

P
(∣∣r(s, a) + γPs,a · Vt − rt(s, a)− γP t

s,a · Vt−1

∣∣ ≥ bt(s, a)
)
≤ 2 exp (−2L) .

Taking a union bound over s, a and t ∈ {0, . . . , T} and setting δ1 =
δ

2S|A|(T+1) finishes the proof.

C.3 Proof of Proposition 4

We prove the claims one by one.

Proof of Vt−1 ≤ Vt. The first claim Vt−1 ≤ Vt is directly implied by line 15 of Algorithm 3.

Proof of Vt ≤ V πt. For the second claim Vt ≤ V πt , it suffices to prove that Vt ≤ TπtVt. Indeed,
Vt ≤ TπtVt together with the monotonicity of the Bellman’s operator yield the conclusion Vt ≤ V πt .
In what follows, we prove Vt ≤ TπtVt via induction.

The base case V0 ≤ Tπ0V0 holds due to zero initialization. Hence from now on, we assume
Vk ≤ Tπk

Vk for 0 ≤ k ≤ t− 1 and intend to prove Vt ≤ TπtVt. We split the proof into two cases.

• If Vt−1(s) ≥ maxa{rt−1(s, a) − bt−1(s, a) + γP t−1
s,a · Vt−1}, the algorithm sets Vt(s) = Vt−1(s)

and πt(s) = πt−1(s). Consequently, we have

Vt(s) = Vt−1(s) ≤ (Tπt−1Vt−1)(s) ≤ (TπtVt)(s),

where the first inequality arises from the induction hypothesis and the last one holds since
Vt−1 ≤ Vt and πt(s) = πt−1(s).
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• If instead, the algorithm sets Qt(s, a) = rt(s, a)−bt(s, a)+γP t
s,a·Vt−1 with πt(s) = argmaxaQt(s, a)

and Vt(s) = Qt(s, πt(s)), then we have

(TπtVt)(s) =r(s, πt(s)) + γPs,πt(s) · Vt

≥r(s, πt(s)) + γPs,πt(s) · Vt−1

=rt(s, πt(s))− bt(s, πt(s)) + γP t
s,πt(s)

· Vt−1

+ bt(s, πt(s)) + r(s, πt(s))− rt(s, πt(s)) + γ(Ps,πt(s) − P t
s,πt(s)

) · Vt−1

=Vt(s) + bt(s, πt(s)) + r(s, πt(s))− rt(s, πt(s)) + γ(Ps,πt(s) − P t
s,πt(s)

) · Vt−1

≥Vt(s),

where the first inequality is due to Vt−1 ≤ Vt and the last inequality holds under the clean
event EMDP.

This finishes the proof of Vt ≤ TπtVt and hence Vt ≤ V πt . The claim V πt ≤ V ⋆ is trivial to see.

Proof of Qt ≤ r + γPVt−1 ≤ r + γPVt. Since Vt ≥ Vt−1, we have

r(s, a) + γPs,a · Vt ≥ r(s, a) + γPs,a · Vt−1

= rt(s, a)− bt(s, a) + γP t
s,a · Vt−1

+ bt(s, a) + r(s, a)− rt(s, a) + γ(Ps,a − P t
s,a) · Vt−1

≥ Qt(s, a),

where the last inequality holds under EMDP.

Proof of Qπ−Qt ≤ γP π(Qπ−Qt−1)+2bt. Let Q(:, π) ∈ RS be a vector with elements Qπ(s, π(s)).
By definition, one has

Qπ(s, a)−Qt(s, a)

= r(s, a) + γPs,a · V π − rt(s, a) + bt(s, a)− γP t
s,a · Vt−1

= γPs,a · V π − γPs,a · Vt−1 + bt(s, a) + r(s, a)− rt(s, a) + γ(Ps,a − P t
s,a) · Vt−1

≤ γPs,a · (Qπ(:, π)−Qt−1(:, π)) + bt(s, a) + r(s, a)− rt(s, a) + γ(Ps,a − P t
s,a) · Vt−1

≤ γPs,a · (Qπ(:, π)−Qt−1(:, π)) + 2bt(s, a).

Here, the first inequality comes from the fact that Vt−1 ≥ maxaQt−1(:, a) ≥ Qt(:, π) and the last
inequality again holds under EMDP.

C.4 Proof of Lemma 2

In view of Proposition 4, one has Vt ≤ V πt . Therefore we obtain

Eρ [V
π(s)− V πt(s)] ≤ Eρ [V

π(s)− Vt(s)] ≤ Eρ

[
V π(s)− V mid

t (s)}
]
,

where the last inequality arises from the monotonicity imposed by Algorithm 3. Note that V mid
t (s) =

Qt(s, π
mid
t ) and that πmid

t is greedy with respect to Qt. We can continue the upper bound as

Eρ [V
π(s)− V πt(s)] ≤ Eρ

[
Qπ(s, π(s))−Qt(s, π

mid
t )}

]
≤ Eρ [Q

π(s, π(s))−Qt(s, π(s))] .
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Rewriting using the matrix notation gives

Eρ [V
π(s)− V πt(s)] ≤ Eρ [Q

π(s, π(s))−Qt(s, π(s))] = ρπ(Qπ −Qt). (50)

Now we are ready to apply the third claim in Proposition 4 to deduce that on the event EMDP:

Qπ −Qt ≤ γP π(Qπ −Qt−1) + 2bt ≤ γP π [γP π(Qπ −Qt−2) + 2bt−1] + 2bt

≤ · · ·

≤ γt(P π)t(Qπ −Q0) + 2

t∑
j=1

(γP π)t−jbj

≤ γt

1− γ
1+ 2

t∑
j=1

(γP π)t−jbj .

Here 1 denotes the all-one vector with dimension S|A|, and the last inequality arises from the fact
that Qπ − Q0 = Qπ ≤ (1 − γ)−11. Multiplying both sides the of the equation above by ρπ, we
conclude that

ρπ(Qπ −Qt) ≤
γt

1− γ
+ 2

t∑
j=1

ρπ(γP π)t−jbj =
γt

1− γ
+ 2

t∑
j=1

vπt−jbj , (51)

where we use the definition of vπk = ρπ(γP π)k. Combine the inequalities (50) and (51) to reach the
desired result.

C.5 Proof of Theorem 6

Similar to the proof given for contextual bandits, we prove a stronger result than Theorem 6. Fix
any deterministic expert policy π. Assume that the data coverage assumption holds, that is

max
s,a

dπ(s, a)

µ(s, a)
≤ Cπ.

Then for all Cπ ≥ 1, Algorithm 3 with δ = 1/N achieves

ED [J(π)− J(π̂)] ≲ min

(
1

1− γ
,

√
SCπ

(1− γ)5N

)
. (52)

In addition, if 1 ≤ Cπ ≤ 1 + L log(N)
200(1−γ)N , then we have a tighter performance upper bound

ED [J(π)− J(π̂)] ≲ min

(
1

1− γ
,

S

(1− γ)4N

)
. (53)

The result in Theorem 6 can be recovered by taking π = π⋆.
We split the proof into two cases: (1) the general case when Cπ ≥ 1 and (2) the regime where

Cπ ≤ 1 + L/(200m).
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The general case when Cπ ≥ 1. The proof of the general case follows similar steps as those in
the proof of Theorem 4. We first decompose the expected sub-optimality into three terms:

ED

[∑
s

ρ(s)[V π(s)− V πT (s)]

]

= ED

[∑
s

ρ(s)[V π(s)− V πT (s)]1{∃t ≤ T,mt(s, π(s)) = 0}

]
=: T1

+ ED

[∑
s

ρ(s)[V π(s)− V πT (s)]1{∀t ≤ T,mt(s, π(s)) ≥ 1}1{EMDP}

]
=: T2

+ ED

[∑
s

ρ(s)[V π(s)− V πT (s)]1{∀t ≤ T,mt(s, π(s)) ≥ 1}1{EcMDP}

]
=: T3.

Similar to before, the first term T1 captures the sub-optimality incurred by the missing mass on the
expert action π(s). The second term T2 is the sub-optimality under the clean event EMDP, while
the last one T3 denotes the sub-optimality suffered under the complement event EcMDP, on which
the empirical average of Q-function falls outside the constructed confidence interval.

As we will show in subsequent sections, these error terms satisfy the following upper bounds:

T1 ≤
4SCπ(T + 1)2

9(1− γ)2N
; (54a)

T2 ≤
γT

1− γ
+ 32

1

(1− γ)2

√
LSCπ(T + 1)

N
; (54b)

T3 ≤ Vmaxδ. (54c)

Setting δ = 1/N , T = logN/(1− γ) and noting that γT ≤ 1/N yield that

ED [J(π)− J(π̂)] ≲

(√
SCπ

(1− γ)5N
+

SCπ

(1− γ)4N

)
.

Note that we always have ED [J(π)− J(π̂)] ≤ 1
1−γ . In the interesting regime of SCπ

(1−γ)3N
≤ 1, the

first term above always dominates. This gives the desired claim (52).

The case when Cπ ≤ 1+L/(200m). Under this circumstance, the following lemma proves useful.

Lemma 5. For any deterministic policy π̂, one has

J(π)− J(π̂) ≤ V 2
maxEs∼dπ [1 {π̂(s) ̸= π(s)}] . (55)

Proof. In view of the performance difference lemma in Kakade and Langford (2002, Lemma 6.1),
one has

J(π)− J(π̂) =
1

1− γ
Es∼dπ

[
Qπ̂(s, π(s))−Qπ̂(s, π̂(s))

]
=

1

1− γ
Es∼dπ

[[
Qπ̂(s, π(s))−Qπ̂(s, π̂(s))

]
1 {π̂(s) ̸= π(s)}

]
≤ V 2

maxEs∼dπ [1 {π̂(s) ̸= π(s)}] .

Here the last line uses the fact that Qπ̂(s, π(s))−Qπ̂(s, π̂(s)) ≤ Vmax.
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Lemma 5 links the sub-optimality of a policy to its disagreement with the optimal policy. With
Lemma 5 at hand, we can continue to decompose the expected sub-optimality into:

ED

[∑
s

ρ(s)[V π(s)− V πT (s)]

]
≤ V 2

max ED[Es∼dπ [1{πT (s) ̸= π(s)}]]
= V 2

max ED[Es∼dπ [[1{πT (s) ̸= π(s)}1{∃t ≤ T,mt(s, π(s)) = 0}]] =: T ′
1

+ V 2
max ED[Es∼dπ [[1{πT (s) ̸= π(s)}1{∀t ≤ T,mt(s, π(s)) ≥ 1}]] =: T ′

2

We bound each term according to

T ′
1 ≤

4SCπ(T + 1)2

9(1− γ)2N
; (56a)

T ′
2 ≲

SCπLT

(1− γ)2N
+

ST 10

(1− γ)2N9
. (56b)

The claimed bound (53) follows by taking δ = 1/N and T = logN/(1− γ).

C.5.1 Proof of the bound (54a) on T1 and the bound (56a) on T ′
1

Since for any s ∈ S, V π(s)− V πT (s) ≤ Vmax one has

T1 ≤ Vmax ED

[∑
s

ρ(s)1{∃t ≤ T,mt(s, π(s)) = 0}

]
= Vmax

∑
s

ρ(s)P (∃t ≤ T,mt(s, π(s)) = 0) .

The definition of the normalized occupancy measure (5b) entails ρ(s) ≤ dπ(s, π(s)) and thus

ρ(s)

µ(s, π(s))
≤ 1

1− γ
· d

π(s, π(s))

µ(s, π(s))
≤ Cπ

1− γ
.

Here the last relation follows from the data coverage assumption. Combine the above two inequalities
to see that

T1 ≤ Vmax

∑
s

Cπ

1− γ
µ(s, π(s))P (∃t ≤ T,mt(s, π(s)) = 0)

=
Cπ

(1− γ)2

∑
s

µ(s, π(s))P (∃t ≤ T,mt(s, π(s)) = 0)

≤ Cπ

(1− γ)2

T∑
t=0

∑
s

µ(s, π(s))P (mt(s, π(s)) = 0) ,

where in the penultimate line, we identify Vmax with 1/(1− γ), and the last relation is by the union
bound. Direct calculations yield

P (mt(s, π(s)) = 0) = (1− µ(s, π(s)))m,

which further implies

T1 ≤
Cπ(T + 1)

(1− γ)2

∑
s

µ(s, π(s))(1− µ(s, π(s)))m ≤ 4CπS(T + 1)

9(1− γ)2m
=

4CπS(T + 1)2

9(1− γ)2N
.

Here, we have used maxx∈[0,1] x(1− x)m ≤ 4/(9m) and the fact that m = N/(T + 1).
The bound (56a) on T ′

1 follows from exactly the same argument as above, except that we replace
ρ with dπ.
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C.5.2 Proof of the bound (54b) on T2

Lemma 2 asserts that on the clean event EMDP, one has

T2 ≤
γT

1− γ
+ 2

T∑
t=1

ED,νπT−t
[bt(s, π(s))1{mt(s, π(s)) ≥ 1}]

=
γT

1− γ
+ 2

T∑
t=1

ED,νπT−t

[
Vmax

√
L

mt(s, π(s))
1{mt(s, π(s)) ≥ 1}

]

≤ γT

1− γ
+ 2

T∑
t=1

EνπT−t

[
16Vmax

√
L

mµ(s, π(s))

]
. (57)

Here, we substitute in the definition of bt(s, a) in the middle line and the last inequality arises from
Lemma 14 with c1/2 ≤ 16.

By definition of νπk = ρπ(γP π)k, we have
∑∞

k=0 ν
π
k = dπ/(1− γ). Therefore, one has

T∑
t=1

EνπT−t

[
1√

µ(s, π(s))

]
=

T∑
t=1

∑
s

νπT−t(s, π(s))
1√

µ(s, π(s))

=
∑
s

[
T∑
t=1

νπT−t(s, π(s))

]
1√

µ(s, π(s))

≤
∑
s

dπ(s, π(s))

1− γ

1√
µ(s, π(s))

.

We then apply the concentrability assumption and the Cauchy–Schwarz inequality to deduce that
T∑
t=1

EνπT−t

[
1√

µ(s, π(s))

]
≤

√
Cπ

(1− γ)2

∑
s

√
dπ(s, π(s))

≤

√
Cπ

(1− γ)2

√
S

√∑
s

dπ(s, π(s))

=

√
SCπ

1− γ
.

Substitute the above bound into the inequality (57) to arrive at the conclusion

T2 ≤
γT

1− γ
+ 32

1

(1− γ)2

√
LSCπ

m
.

The proof is completed by noting that m = N/(T + 1).

C.5.3 Proof of the bound (54c) on T3

It is easy to see that∑
s

ρ(s)[V π(s)− V πT (s)]1{∀s, t,mt(s, π(s)) ≥ 1} ≤ Vmax,

which further implies

T3 ≤ Vmax ED[1{EcMDP}] = Vmax P(EcMDP) ≤ Vmaxδ.

Here, the last bound relies on Lemma 1.
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C.5.4 Proof of the bound (56b) on T ′
2

Partition the state space into the following two disjoint sets:

S1 :=
{
s | dπ(s) <

2CπL

m

}
, (58a)

S2 :=
{
s | dπ(s) ≥

2CπL

m

}
, (58b)

In words, the set S1 includes the states that are less important in evaluating the performance of
LCB. We can then decompose the term T ′

2 accordingly:

T ′
2 = V 2

max

∑
s∈S1

dπ(s)ED[1{πT (s) ̸= π(s)}1{∀t,mt(s, π(s)) ≥ 1}] =: T2,1

+ V 2
max

∑
s∈S2

dπ(s)ED[1{πT (s) ̸= π(s)}1{∀t,mt(s, π(s)) ≥ 1}] =: T2,2.

The proof is completed by observing the following two upper bounds:

T2,1 ≤
2SCπLT

(1− γ)2N
, and T2,2 ≲

S

(1− γ)2

(
T

N

)9

.

Proof of the bound on T2,1. We again use the basic fact that

ED[1{πT (s) ̸= π(s)}1{∀s, t,mt(s, π(s)) ≥ 1}] ≤ 1

to reach
T2,1 ≤ V 2

max

∑
s∈S1

dπ(s) ≤
2SCπL

(1− γ)2m
,

where the last inequality hinges on the definition of S1 given in (58a), namely for any s ∈ S1, one
has dπ(s) <

2CπL
m . Identifying m with N/(T + 1) concludes the proof.

Proof of the bound on T2,2. Equivalently, we can write T2,2 as

T2,2 = V 2
max

∑
s∈S2

dπ(s)P (πT (s) ̸= π(s), mt(s, π(s)) ≥ 1 ∀t) .

By inspecting Algorithm 3, one can realize the following inclusion

{πT (s) ̸= π(s)} ⊆ {π0(s) ̸= π(s)} ∪ {∃0 ≤ t ≤ T − 1 and ∃a ̸= π(s), Qt+1(s, a) ≥ Qt+1(s, π(s))}.

Indeed, if π0(s) = π(s) and for all t, Qt+1(s, π(s)) > maxa̸=π(s)Qt+1(s, a), LCB would select the
expert action in the end, i.e., πT (s) = π(s). Therefore, we can upper bound T2,2 as

T2,2 ≤ V 2
max

∑
s∈S2

dπ(s)P (π0(s) ̸= π(s),mt(s, π(s)) ≥ 1 ∀t) =: β1

+ V 2
max

∑
s∈S2

dπ(s)P (∃t ≤ T − 1, ∃a ̸= π(s), Qt+1(s, a) ≥ Qt+1(s, π(s)),mt(s, π(s)) ≥ 1 ∀t) =: β2.

In the sequel, we bound β1 and β2 in the reverse order.
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Bounding β2. Fix a state s ∈ S2. In view of the data coverage assumption, one has

µ(s, π(s)) ≥ 1

Cπ
dπ(s) ≥

1

Cπ

2CπL

m
=

2L

m
. (59)

In contrast, for any a ̸= π(s), since Cπ ≤ 1 + L
200m , we have

µ(s, a) ≤
∑

a̸=π(s)

µ(s, a) ≤ 1− 1

Cπ
≤ L

200m
, (60)

where the middle inequality reuses the concentrability assumption. One has µ(s, π(s))≫ µ(s, a) for
any non-expert action a. As a result, the expert action is pulled more frequently than the others.
It turns out that under such circumstances, the LCB algorithm picks the expert action with high
probability. We shall make this intuition precise below.

The bounds (59) and (60) together with Chernoff’s bound give

P

(
mt(s, a) ≤

5L

200

)
≥ 1− exp

(
− L

200

)
;

P (mt(s, π(s)) ≥ L) ≥ 1− exp

(
−L

4

)
.

These allow us to obtain an upper bound for the function Qt+1 evaluated at non-expert actions and
a lower bound on Qt+1(s, π(s)). More precisely, when mt(s, a) ≤ 5L

200 , we have

Qt(s, a) = rt(s, a)− bt(s, a) + γP t
s,a · Vt−1

= rt(s, a)− Vmax

√
L

mt(s, a) ∨ 1
+ γP t

s,a · Vt−1

≤ 1− Vmax

√
L

5L/200
+ γVmax

≤ −5Vmax.

Here we used the fact that L ≥ 70. Now we turn to lower bounding the function Qt evaluated at
the optimal action. When mt(s, π(s)) ≥ L, one has

Qt(s, π(s)) = rt(s, π(s))− Vmax

√
L

mt(s, π(s))
+ γP t

s,π(s) · Vt−1 ≥ −Vmax.

To conclude, if both mt(s, a) ≤ 5L
200 and mt(s, π(s)) ≥ L hold, we must have Qt(s, a) <

Qt(s, π(s)). Therefore we can deduce that

P (∃0 ≤ t ≤ T and ∃a ̸= π(s), Qt(s, a) ≥ Qt(s, π(s)),mt(s, π(s)) ≥ 1 ∀t)

≤
∑

0≤t≤T

P (∃a ̸= π(s), Qt(s, a) ≥ Qt(s, π(s)),mt(s, π(s)) ≥ 1 ∀t)

≤
∑

0≤t≤T−1

{
(|A|−1) exp

(
− L

200

)
+ exp

(
−1

4
L

)}
≤ T |A|exp

(
− L

200

)
,
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which further implies

β2 ≤ V 2
max

∑
s∈S2

dπ(s)T |A|exp
(
− L

200

)
≤ TVmax|A|·

1

1− γ
exp

(
− L

200

)
≲ Tm−9.

Bounding β1. In fact, the analysis of β2 has revealed that with high probability, π(s) is the
most played arm among all actions. More precisely, we have

β1 ≤ V 2
max

∑
s∈S2

dπ(s)P (π0(s) ̸= π(s))

≤ V 2
max

∑
s∈S2

dπ(s)

{
P

(
max
a

m0(s, a) ≥
5L

200

)
+ P (m0(s, π(s)) ≤ L)

}
≤ V 2

max|A|exp
(
− L

200

)
≲

1

(1− γ)2m−9
.

Combine the bounds on β1 and β2 to arrive at the claim on T2,2.

C.6 Proof of Theorem 7

Similar to the proof of the lower bound for contextual bandits, we split the proof into three cases:
(1) C⋆ = 1, (2) C⋆ ≥ 2, and (3) C⋆ ∈ (1, 2). For C⋆ = 1, we adapt the lower bound from episodic
imitation learning (Rajaraman et al., 2020) to the discounted case. For both C⋆ ∈ (1, 2) and
C⋆ ≥ 2, we rely on the construction of the MDP in the paper Lattimore and Hutter (2012), which
reduces the policy learning problem in MDP to a bandit problem. The key difference is that in our
construction, we need to carefully design the initial distribution ρ to incorporate the effect of C⋆ in
the lower bound.

The case when C⋆ = 1. In this case we have µ(s, a) = d⋆(s, a) for all (s, a) pairs, which is the
imitation learning setting. We adapt the lower bound given in Rajaraman et al. (2020) for episodic
imitation learning to the discounted case and obtain the following lemma:

Lemma 6. When C⋆ = 1, one has

inf
π̂

sup
(ρ,µ,P,R)∈MDP(1)

ED[J(π
⋆)− J(π̂)] ≳ min

{
1

1− γ
,

S

(1− γ)2N

}
. (61)

We defer the proof to Appendix C.6.2, which follows exactly the analysis by Rajaraman et al. (2020)
except for changing the setting from episodic to discounted.

The case when C⋆ ≥ 2. When C⋆ ≥ 2, we intend to show that

inf
π̂

sup
(ρ,µ,P,R)∈MDP(C⋆)

ED[J(π
⋆)− J(π̂)] ≳ min

(
1

1− γ
,

√
SC⋆

(1− γ)3N

)
. (62)

We adopt the following construction of the hard MDP instance from the work Lattimore and Hutter
(2012).
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Figure 5: Illustration of one replica in the hard MDPh. The left plot shows the transition probabil-
ities from (sj1, a1) and the right plot shows them from (sj1, a2).

Construction of hard instances. Consider the MDP which consists of S/4 replicas of MDPs
in Figure 5 and an extra state s−1. The total number of states is S + 1. For each replica, we have
four states s0, s1, s⊕, s⊖. There is only one action, say a1, in all the states except s1, which has two
actions a1, a2. The rewards are all deterministic. In addition, the transitions for states s0, s⊕, s⊖
are shown in the diagram. More specifically, we have P(sj⊕ | s

j
1, a1) = P(sj⊖ | s

j
1, a1) = 1/2 and

P(sj⊕ | s
j
1, a2) = 1/2 + vjδ, and P(sj⊖ | s

j
1, a2) = 1/2− vjδ. Here vj ∈ {−1,+1} is the design choice

associated with the j-th replica and δ ∈ [0, 1/4] will be specified later. Clearly, if vj = 1, the optimal
action at sj1 is a2, otherwise, the optimal one is a1. Under the extra state s−1, there is only one
action with reward 0 which transits to itself with probability 1. We use sji to denote state i in j-th
replica, where j ∈ [S/4]. Based on the description above, the only parameter in this MDP is the
transition dynamics associated with the state sj1. We will later specify how to set these for each sj1.
The single replica has the following important properties:

1. The probabilities p, q are designed such that the three states s0, s⊖, s⊕ are mostly absorbing,
while any action in s1 will lead to immediate transition to s⊕ or s⊖.

2. The state s⊕ is the only state that gives reward 1, which helps reduce the MDP problem to a
bandit one: the MDP only depends on the choice of transition probabilities at state sj1; once
a policy reaches state s1 it should choose the action most likely to lead to state ⊕ whereupon
it will either be rewarded or punished (visit state ⊕ or ⊖). Eventually, it will return to state
1 where the whole process repeats.

We also need to specify the initial distribution ρ0 and the behavior distribution µ0. When
C⋆ ≥ 2, we set the initial distribution ρ0 to be uniformly distributed on the state s0 in all the S/4

58



replicas, i.e., ∀j ∈ [S/4], ρ0(s
j
0) = 4/S. From d⋆ = (1−γ)ρ(I−γP π⋆

)−1 we can derive d⋆ as follows:

d⋆(sj0) =
8

(2 + γ)S
, d⋆(sj1) =

8γ(1− γ)

(2− γ)(2 + γ)S
∈
[
1− γ

S
,
4(1− γ)

S

]
,

d⋆(sj⊕) =
γ(12 1{vj = −1}+ (12 + δ)1{vj = 1})

2(1− γ)
· d⋆(sj1),

d⋆(sj⊖) =
γ(12 1{vj = 1}+ (12 − δ)1{vj = −1})

2(1− γ)
· d⋆(sj1), d⋆(s−1) = 0.

This allows us to construct the behavior distribution µ0 as follows:

µ0(s
j
0) =

d⋆(sj0)

C⋆
, µ0(s

j
1, a2) =

d⋆(sj1)

C⋆
, µ0(s

j
1, a1) = d⋆(sj1) ·

(
1− 1

C⋆

)
µ0(s

j
⊕) =

3

4
· γ

2(1− γ)C⋆
· d⋆(sj1), µ0(s

j
⊖) =

1

2
· γ

2(1− γ)c⋆
· d⋆(sj1),

µ0(s−1) = 1−
∑
j

(µ0(s
j
0) + µ0(s

j
1) + µ0(s

j
⊕) + µ0(s

j
⊖))

It is easy to check that for any vj ∈ {−1, 1}, δ ∈ [0, 1/4], one has µ0(s−1) > 0, and more importantly

(ρ0, µ0, P,R) ∈ MDP(C⋆).

Since in this construction of MDP, the reward distribution is deterministic and fixed, and we only
need to change the transition dynamics P , which is governed by the choice of δ and vj1≤k≤S/4.
Hence we write the loss/sub-optimality of a policy π w.r.t. a particular design of P as

L(π;P ) = JP (π
⋆)− JP (π).

Our target then becomes

inf
π̂

sup
(ρ0,µ0,P,R)∈MDP(C⋆)

E[L(π̂;P )] ≳ min

(
1

1− γ
,

√
SC⋆

(1− γ)3N

)
.

It remains to construct a set of transition probabilities (determined by δ and v) that are nearly
indistinguishable given the data. Similar to the construction in the lower bound for contextual
bandits, we leverage the Gilbert-Varshamov lemma (cf. Lemma 15) to obtain a set V ⊆ {−1, 1}S/4
that obeys (1) |V|≥ exp(S/32) and (2) ∥v1 − v2∥1≥ S/8 for any v1,v2 ∈ V with v1 ̸= v2. Each
element v ∈ V is mapped to a transition probability at sj1 such that the probability of transiting to
sj⊕ associated with (sj1, a2) is 1

2 + vjδ. We denote the resulting set of transition probabilities as P.
We record a useful characteristic of this family P of transition dynamics below, which results from
the second property of the set V.

Lemma 7. For any policy π and any two different transition probabilities P1, P2 ∈ P, the following
holds:

L(π;P1) + L(π;P2) ≥
δ

32(1− γ)
.
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Application of Fano’s inequality. We are now ready to apply Fano’s inequality, that is

inf
π̂

sup
P∈P

E[L(π̂;P )] ≥ δ

64(1− γ)

(
1−

N maxi ̸=j KL (µ0 ⊗ Pi∥µ0 ⊗ Pj) + log 2

log|P|

)
.

It remains to controlling maxi ̸=j KL (µ0 ⊗ Pi∥µ0 ⊗ Pj) and log|P|. For the latter quantity, we have

log|P|= log|V|≥ S/32,

where the inequality comes from the first property of the set V. With regards to the KL divergence,
one has

max
i ̸=j

KL (µ0 ⊗ Pi∥µ0 ⊗ Pj) ≤
4(1− γ)

SC⋆
· S
4
· 16δ2 = 16(1− γ)δ2

C⋆
,

since µ0(s
j
1, a2) ∈ [ 1−γ

SC⋆ ,
4(1−γ)
SC⋆ ]. As a result, we conclude that as long as

c3(1− γ)Nδ2

SC⋆
≤ 1

for some universal constant c3, one has

inf
π̂

sup
P

E[[L(π̂;P )] ≳
δ

1− γ
.

To finish the proof, we can set δ =
√

SC⋆

c3(1−γ)N when
√

SC⋆

c3(1−γ)N < 1
4 and δ = 1

4 otherwise. This
yields the desired lower bound (62).

The case when C⋆ ∈ (1, 2). We intend to show that when C⋆ ∈ (1, 2),

inf
π̂

sup
(ρ,µ,P,R)∈MDP(C⋆)

ED[J(π
⋆)− J(π̂)] ≳ min

(
C⋆ − 1

1− γ
,

√
S(C⋆ − 1)

(1− γ)3N

)
. (63)

The proof is similar to that of the previous case but with a different construction for ρ0 and µ0.

Construction of the hard instance. Let ρ0(s
j
0) = 4(C⋆ − 1)/S, ρ0(s−1) = 2 − C⋆. From

d⋆ = (1− γ)ρ(I − γP π⋆
)−1 we can derive d⋆ as follows.

d⋆(sj0) =
8(C⋆ − 1)

(2 + γ)S
, d⋆(sj1) =

8γ(1− γ)(C⋆ − 1)

(2− γ)(2 + γ)S
∈
[
(1− γ)(C⋆ − 1)

S
,
4(1− γ)(C⋆ − 1)

S

]
,

d⋆(sj⊕) =
γ(12 1{vj = −1}+ (12 + δ)1{vj = 1})

2(1− γ)
· d⋆(sj1),

d⋆(sj⊖) =
γ(12 1{vj = 1}+ (12 − δ)1{vj = −1})

2(1− γ)
· d⋆(sj1), d⋆(s−1) = 2− C⋆.

This allows us to construct the behavior distribution µ0 as follows

µ0(s
j
0) =

d⋆(sj0)

C⋆
, µ0(s

j
1, a1) = µ0(s

j
1, a2) =

d⋆(sj1)

C⋆

µ0(s
j
⊕) =

3

4
· γ

2(1− γ)
· d⋆(sj1), µ0(s

j
⊖) =

1

2
· γ

2(1− γ)
· d⋆(sj1),

µ0(s−1) = 1−
∑
j

(µ0(s
j
0) + µ0(s

j
1) + µ0(s

j
⊕) + µ0(s

j
⊖))
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Again, one can check that for any vj ∈ {−1, 1} and δ ∈ [0, 1/4], we have µ0(s−1) > 0 and

(ρ0, µ0, P,R) ∈ MDP(C⋆).

We use the same family P of transition probabilities as before. Following the same proof as
Lemma 7 and noting that the initial distribution is multiplied by an extra C⋆ − 1 factor, we know
that for any policy π, and any two different distributions P1, P2 ∈ P,

L(π;P1) + L(π;P2) ≥
(C⋆ − 1)δ

32(1− γ)
.

Application of Fano’s inequality. Now we are ready to apply Fano’s inequality, that is

inf
π̂

sup
P∈P

E[L(π̂;P )] ≥ δ

64(1− γ)

(
1−

N maxi ̸=j KL (µ0 ⊗ Pi∥µ0 ⊗ Pj) + log 2

log|P|

)
.

Now the KL divergence satisfies

KL(µ0 ⊗ Pi∥µ0 ⊗ Pj) ≤
4(1− γ)(C⋆ − 1)

SC⋆
· S
4
· 16δ2 = 16(1− γ)(C⋆ − 1)δ2

C⋆
.

Here the first inequality comes from that µ0(s
j
1) =

c2(1−γ)(C⋆−1)
SC⋆ for some constant c2 ∈ [1, 4]. As a

result, we conclude that as long as

c3(1− γ)(C⋆ − 1)Nδ2

SC⋆
≤ 1

for some universal constant c3, one has

inf
π̂

sup
P∈P

E[L(π;P )] ≳
(C⋆ − 1)δ

1− γ
.

To finish the proof, we can set δ =
√

SC⋆

c3(1−γ)(C⋆−1)N when
√

SC⋆

c3(1−γ)(C⋆−1)N < 1
4 , and δ = 1

4

otherwise. This yields the desired lower bound (63).

Putting the pieces together. Now we are in position to summarize and simplify the three
established lower bounds (61), (62), and (63).

When C⋆ = 1, the claim in Theorem 7 is identical to the bound (61).
When C⋆ ≥ 2, we have from the bound (62) that

inf
π̂

sup
P

E[L(π̂;P )] ≳ min

(
1

1− γ
,

√
SC⋆

(1− γ)3N

)
≍ min

(
1

1− γ
,

√
S(C⋆ − 1)

(1− γ)3N

)
.

Further notice that √
S(C⋆ − 1)

(1− γ)3N
≥

√
S

(1− γ)4N
≥ min

(
1

1− γ
,

S

(1− γ)2N

)
.

The claimed lower bound in Theorem 7 arises.
In the end, when C⋆ ∈ (1, 2), we know from the bounds (61) and (63) that

inf
π̂

sup
P

E[L(π̂;P )] ≳ max

{
min

(
1

1− γ
,

S

(1− γ)2N

)
,min

(
C⋆ − 1

1− γ
,

√
S(C⋆ − 1)

(1− γ)3N

)}

≍ min

(
1

1− γ
,

S

(1− γ)2N
+

√
S(C⋆ − 1)

(1− γ)3N

)
,

which completes the proof.
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C.6.1 Proof of Lemma 7

By definition, one has

L(π;P1) + L(π;P2) = JP1(π
⋆)− JP1(π) + JP2(π

⋆)− JP2(π)

=

S/4∑
j=1

ρ0(s
j
0)
(
V ⋆
P1
(sj0)− V π

P1
(sj0) + V ⋆

P2
(sj0)− V π

P2
(sj0)

)
,

where we have ignored the state s−1 since it has zero rewards. Our proof consists of three steps.
We first connect the value difference V ⋆

P1
(sj0)− V π

P1
(sj0) at sj0 to that V ⋆

P1
(sj1)− V π

P1
(sj1) at sj1. Then,

we further link the value difference at sj1 to the difference in transition probabilities, i.e., δ in our
design. In the end, we use the property of the set V to conclude the lower bound.

Step 1. Since at state sj0, we only have one action a1 with r(sj0, a1) = 0, from the definition of
value function one has

V π
P1
(sj0) =

∞∑
i=0

γi+1(1− p)piV π
P1
(sj1),

for any policy π. Thus we have

V ⋆
P1
(sj0)− V π

P1
(sj0) =

∞∑
i=0

γi+1(1− p)pi
(
V ⋆
P1
(sj1)− V π

P1
(sj1)

)
>

1

4

(
V ⋆
P1
(sj1)− V π

P1
(sj1)

)
,

where we have used the fact that (assuming γ ≥ 1/2)
∞∑
i=0

γi+1(1− p)pi =
1

2
γ ≥ 1

4
.

The same conclusion holds for P2. Therefore we can obtain the following lower bound

L(π;P1) + L(π;P2) ≥
1

S

S/4∑
j=1

(
V ⋆
P1
(sj1)− V π

P1
(sj1) + V ⋆

P2
(sj1)− V π

P2
(sj1)

)
.

Step 2. Without loss of generality, we assume that under P1, P(sj⊕ | s
j
1, a2) =

1
2 + δ, i.e., vj = +1.

Clearly, in this case, a2 is the optimal action at sj1. If the policy π chooses the sub-optimal action
(i.e., a1) at sj1, then we have

V ⋆
P1
(sj1)− V π

P1
(sj1) = γ

((
1

2
+ δ

)
V ⋆
P1

(
sj⊕

)
+

(
1

2
− δ

)
V ⋆
P1

(
sj⊖

)
− 1

2
V π
P1

(
sj⊕

)
− 1

2
V π
P1

(
sj⊖

))
≥ γδ

(
V ⋆
P1

(
sj⊕

)
− V ⋆

P1

(
sj⊖

))
≥ γδ

∞∑
i=0

γiqi =
γδ

1− γq
=

γδ

2(1− γ)
.

On the other hand, if π(sj1) is not the optimal action (a1 in this case), we have the trivial lower
bound V ⋆

P1
(sj1)− V π

P1
(sj1) ≥ 0. As a result, we obtain

V ⋆
P1
(sj1)− V π

P1
(sj1) ≥

γδ

2(1− γ)
1
{
π(sj1) ̸= π⋆

P1
(sj1)

}
,
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which implies

L(π;P1) + L(π;P2) ≥
1

S
· γδ

2(1− γ)

S/4∑
j=1

(
1
{
π(sj1) ̸= π⋆

P1
(sj1)

}
+ 1

{
π(sj1) ̸= π⋆

P2
(sj1)

})

≥ 1

S
· γδ

2(1− γ)

S/4∑
j=1

1
{
π⋆
P1
(sj1) ̸= π⋆

P2
(sj1)

}
.

Step 3. In the end, we use the second property of the set V, namely for any vi ̸= vj in V, one
has ∥vi − vj∥1≥ S/8. An immediate consequence is that

S/4∑
j=1

1
{
π⋆
P1
(sj1) ̸= π⋆

P2
(sj1)

}
= ∥vP1 − vP2∥1≥

S

8
.

Taking the previous three steps collectively completes the proof.

C.6.2 Proof of Lemma 6

In the case of C⋆ = 1, we have d⋆ = µ which is the imitation learning setting. We adapt the
information-theoretic lower bound for the episodic MDPs given in the work Rajaraman et al. (2020,
Theorem 6) to the discounted setting.

Notations and Setup: Let S(D) be the set of all states that are observed in dataset D. When
C⋆ = 1, we know the optimal policy π⋆(s) at all states s ∈ S(D) visited in the dataset D. We define
Πmimic(D) as the family of deterministic policies which always take the optimal action on each state
visited in D, namely,

Πmimic(D) :=
{
∀s ∈ S(D), π(s) = π⋆(s)

}
, (64)

Informally, Πmimic(D) is the family of policies which are “compatible” with the dataset collected by
the learner.

Define MS,A as the family of MDPs over state space S and action space A. We proceed by by
lower bounding the Bayes expected suboptimality. That is, we aim at finding a distribution P over
MDPs supported on MS,A such that,

EMDP∼P

[
J(π⋆)− ED [J(π̂)]

]
≳ min

{
1

1− γ
,

S

(1− γ)2N

}
,

where π̂ is a function of dataset D.

Construction of the distribution P: We first determine the distribution of the optimal policy,
and then we design P such that conditioned on the optimal policy, the distribution is deterministic.
We let the distribution of the optimal policy be uniform over all deterministic policies. That is, for
each s ∈ S, π⋆(s) ∼ Unif(A). For every π⋆, we construct an MDP instance in in Figure 6. Hence
the distribution over MDPs comes from the randomness in π.

For a fixed optimal policy π⋆, the MDP instance MDP[π⋆] is determined as follows: we initialize
with a fixed initial distribution over states ρ = {ζ, · · · , ζ, 1−(S−2)ζ, 0} where ζ = 1

N+1 . Let the last
state be a special state b which we refer to as the “bad state”. At each state s ∈ S \{b}, choosing the
optimal action renews the state in the initial distribution ρ and gives a reward of 1, while any other
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1 2 S − 1. . . b

∼ ρ ∼ ρ ∼ ρ

π⋆(1) π⋆(2) π⋆(S − 1)

Figure 6: The hard MDP instance for the case C⋆ = 1. Upon playing the optimal (blue) action
at any state except b, the learner returns to a new state according to initial distribution ρ =
{ζ, · · ·, ζ, 1−(S−2)ζ, 0} where ζ= 1

N+1 . Any other choice of action (red) deterministically transitions
the state to b.

choice of action deterministically induces a transition to the bad state b and offers zero reward. In
addition, the bad state is absorbing and dispenses no reward regardless of the choice of action. That
is,

P (· | s, a) =

{
ρ, s ∈ S \ {b}, a = π⋆(s)

δb, otherwise,
(65)

and the reward function of the MDP is given by

r(s, a) =

{
1, s ∈ S \ {b}, a = π⋆(s),

0, otherwise.
(66)

Under this construction, it is easy to see that JMDP(π
⋆(MDP)) = 1/(1 − γ) since the optimal

action always acquires reward 1 throughout the trajectory. Thus the Bayes risk can be written as

EMDP∼P

[ 1

1− γ
− E

[
JMDP(π̂(D))

]]
. (67)

Understanding the conditional distribution. Now we study the conditional distribution of
the MDP given the observed dataset D. We start from the conditional distribution of the optimal
policy. We present the following lemma without proof.

Lemma 8 (Rajaraman et al. (2020, Lemma A.14)). Conditioned on the dataset D collected by the
learner, the optimal policy π⋆ is distributed ∼ Unif(Πmimic(D)). In other words, at each state visited
in the dataset, the optimal action is fixed. At the remaining states, the optimal action is sampled
uniformly from A.

Now we define the conditional distribution of the MDPs given the dataset D collected by the
learner as below.

Definition 2. Define P(D) as the distribution of MDP conditioned on the observed dataset D. In
particular, π⋆ ∼ Unif(Πmimic(D)) and MDP = MDP[π⋆].

From Lemma 8 and the definition of P(D) in Definition 2, applying Fubini’s theorem gives

EMDP∼P

[ 1

1− γ
− ED [J(π̂)]

]
= ED

[
EMDP∼P

[
1

1− γ
− J(π̂)

]]
. (68)
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Lower bounding the Bayes Risk. Next we relate the Bayes risk to the first time the learner
visits a state unobserved in D.

Lemma 9. In the trajectory induced by the infinite-horizon MDP and policy, define the stopping
time τ as the first time that the learner encounters a state s ̸= b that has not been visited in D at
time t. That is,

τ =

{
inf{t : st ̸∈ S(D) ∪ {b}} ∃t : st ̸∈ S(D) ∪ {b}

+∞ otherwise.
(69)

Then, conditioned on the dataset D collected by the learner,

EMDP∼P(D)

[
J(π⋆)− E [J(π̂)]

]
≥
(
1− 1

|A|

)
EMDP∼P(D)

[
Eπ̂(D)

[
γτ

1− γ

]]
(70)

We defer the proof to the end of this section.

Plugging the result of Lemma 9 into equality (68), we obtain

EMDP∼P

[
J(π⋆)− E [J(π̂)]

]
≥
(
1− 1

|A|

)
ED

[
EMDP∼P(D)

[
Eπ̂(D)

[
γτ

1− γ

]]]
,

(i)

≥
(
1− 1

|A|

)
1

2(1− γ)
ED

[
EMDP∼P(D)

[
Prπ̂(D)

[
τ ≤ ⌊ 1

log(1/γ)
⌋
]]]

,

=

(
1− 1

|A|

)
1

2(1− γ)
EMDP∼P

[
ED

[
Prπ̂(D)

[
τ ≤ ⌊ 1

log(1/γ)
⌋
]]]

,

where (i) uses Markov’s inequality. Lastly we bound the probability that we visit a state unobserved
in the dataset before time ⌊ 1

log(1/γ)⌋. For any policy π̂, from a similar proof as Rajaraman et al.
(2020, Lemma A.16) we have

EMDP∼P

[
ED

[
Prπ̂

[
τ ≤ ⌊ 1

log(1/γ)
⌋
]]]

≳ min

{
1,

S

log(1/γ)N

}
. (71)

Therefore,

EMDP∼P

[
J(π⋆)− E [J(π̂)]

]
≳

(
1− 1

|A|

)
1

log(1/γ)
min

{
1,

S

(1− γ)N

}
≥
(
1− 1

|A|

)
γ

1− γ
min

{
1,

S

(1− γ)N

}
Here we use the fact that log(x) ≤ x− 1. Since 1− 1

|A| ≥ 1/2 for |A|≥ 2, the final result follows.

Proof of Lemma 9. To facilitate the analysis, we define an auxiliary random variable τb to be
the first time the learner encounters the state b. If no such state is encountered, τb is defined as
+∞. Formally,

τb =

{
inf{t : st = b}, ∃t : st = b,

+∞, otherwise.

Conditioned on the observed dataset D, we have

1

1− γ
− EMDP∼P(D) [J(π̂)] =

1

1− γ
− EMDP∼P(D)

[
Eπ̂

[∑∞

t=0
γtr(st, at)

]]
(72)

≥ EMDP∼P(D)

[
Eπ̂

[
γτb−1

1− γ

]]
(73)
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where the last inequality follows from the fact that r is bounded in [0, 1], and the state b is absorbing
and always offers 0 reward. Fixing the dataset D and the optimal policy π⋆ (which determines the
MDP MDP[π⋆]), we study Eπ̂(D)

[
γτb−1

1−γ

]
and try to relate it to Eπ̂(D)

[
γτ

1−γ

]
. Note that for any t and

state s ∈ S,

Prπ̂ [τb = t+ 1, τ = t, st = s] = Prπ̂ [τb = t+ 1 | τ = t, st = s] Prπ̂ [τ = t, st = s]

=
(
1− 1{π̂(s) = π⋆(s)}

)
Prπ̂ [τ = t, st = s] .

In the last equation, we use the fact that the learner must play an action other than π⋆(st) to visit b
at time t+1. Next we take an expectation with respect to the randomness of π⋆ which conditioned
on D is drawn from Unif(Πmimic(D)). Note that MDP[π⋆] is also determined conditioning on
π⋆. Observe that the dependence of the second term Prπ̂ [τ = t, st = s] on π⋆ comes from the
probability computed with the underlying MDP chosen as MDP[π⋆]. However it only depends on
the characteristics of MDP[π⋆] on the observed states in D. On the other hand, the first term
(1− 1{π̂(s) = π⋆(s)}) depends only on π⋆(s), where s is an unobserved state. Thus the two terms
are independent. By taking expectation with respect to the randomness of π⋆ ∼ Unif(Πmimic(D))
and MDP = MDP[π⋆], we have

EMDP∼P(D)

[
Prπ̂(D) [τb = t+ 1, τ = t, st = s]

]
= EMDP∼P(D)

[
1− 1{π̂(s) = π⋆(s)}

]
EMDP∼P(D)

[
Prπ̂ [τ = t, st = s]

]
=

(
1− 1

|A|

)
EMDP∼P(D)

[
Prπ̂ [τ = t, st = s]

]
where in the last equation, we use the fact that conditioned on D either (i) s = b, in which case
τ ̸= t and both sides are 0, or (ii) if s ̸= b, then τ = t implies that the state s visited at time t
must not be observed in D, so π⋆(s) ∼ Unif(A). Using the fact that Prπ̂ [τb = t+ 1, τ = t, st = s] ≤
Prπ̂ [τb = t+ 1, st = s] and summing over s ∈ S results in the inequality,

EMDP∼P(D)

[
Prπ̂ [τb = t+ 1]

]
≥
(
1− 1

|A|

)
EMDP∼P(D)

[
Prπ̂ [τ = t]

]
.

Multiplying both sides by γt

1−γ and summing over t = 1, · · · ,∞,

EMDP∼P(D)

[
Eπ̂

[
γτb−1

1− γ

] ]
≥
(
1− 1

|A|

)
EMDP∼P(D)

[
Eπ̂

[
γτ

1− γ

] ]
.

here we use the fact that the initial distribution ρ places no mass on the bad state b. Therefore,
Prπ̂(D) [τb = 1] = ρ(b) = 0. This equation in conjunction with (73) completes the proof.

C.7 Imitation learning in discounted MDPs

In Theorem 3, we have shown that imitation learning has a worse rate than LCB even in the con-
textual bandit case when C⋆ ∈ (1, 2). In this section, we show that if we change the concentrability
assumption from density ratio to conditional density ratio, behavior cloning continues to work in
certain regime. This also shows that behavior cloning works when C⋆ = 1 in the discounted MDP
case.
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Theorem 8. Assume the expert policy π⋆ is deterministic and that max (1−γ)d∗(a|s)
µ(a|s) ≤ C⋆ for some

C⋆ ∈ [1, 2). We consider a variant of behavior cloning policy:

Πmimic = {π ∈ Πdet : ∀s ∈ D, π(· | s) = argmax
a

N(s, a)}. (74)

Here π ∈ Πdet refers to the set of all deterministic policies. Then for any π̂ ∈ Πmimic, we have

ED[J(π
∗)− J(π̂)] ≲

S

C0N(1− γ)2
,

where C0 = 1− exp
(
−KL

(
1
2∥

1
C⋆

))
.

Proof. Define the following population loss:

L(π̂, π∗) = ED[Es∼d⋆ [1{π̂(s) ̸= π∗(s)}]]. (75)

From Lemma 5, we know that it suffices to control the population loss L(π̂, π⋆). From a similar
argument as in Rajaraman et al. (2020), we know that when C⋆ = 1, the expected suboptimality
of π̂ is upper bounded by min( 1

1−γ ,
S

(1−γ)2N
).

When C⋆ ∈ (1, 2), the contribution to the indicator loss can be decomposed into two parts: (1)
the loss incurred due to the states not included in D whose expected value is upper bounded by
S/N ; (2) the loss incurred due to states the states for which the optimal action is not the most
frequent in D. Conditioned on N(s) and from µ(π⋆(s)|s) ≥ d⋆(π⋆(s)|s)/C⋆ = 1/C⋆ the probability
of not picking the optimal action is upper bounded by exp(−N(s) ·KL

(
Bern

(
1
2

)
∥Bern

(
1
C⋆

))
) using

Chernoff’s inequality. We have

E[L(π̂, π⋆)] (76)
= Es∼d⋆,D[1{π̂(s) ̸= π⋆(s)}]
≤ Es∼d⋆,D[P(N(s) = 0)] + Es∼d⋆ ED[P(π̂(s) ̸= π⋆(s)) | N(s) ≥ 1]

≲
S

N
+ Es∼d⋆ ED

[
exp

(
−N(s) · KL

(
Bern

(
1

2

)
∥Bern

(
1

C⋆

)))
| N(s) ≥ 1)

]
≲

S

N
+
∑
s

p(s)

N∑
n=1

(
N

n

)
exp

(
−n · KL

(
Bern

(
1

2

)
∥Bern

(
1

C⋆

)))
p(s)n(1− p(s))N−n

≤ S

N
+
∑
s

p(s)

(
1− p(s)

(
1− exp

(
−KL

(
Bern

(
1

2

)
∥Bern

(
1

C⋆

)))))N

. (77)

Denote C0 = 1−exp
(
−KL

(
Bern

(
1
2

)
∥Bern

(
1
C⋆

)))
. Note that maxx∈[0,1] x(1−C0x)

N ≤ 1
C0(N+1)(1−

1
N+1)

N ≤ 4
9C0N

. Thus we have E[L(π̂, π⋆)] ≤ 4S
9C0N

. We then use Lemma 5 to conclude that the
final sub-optimality is upper bounded by S

C0N(1−γ)2
.

D LCB in episodic Markov decision processes

The aim of this section is to illustrate the validity of Conjecture 1 in episodic MDPs. In Section D.1,
we give a brief review of episodic MDPs, describing the batch dataset and offline RL objective in this
setting, and introducing additional notation. We then present a variant of the VI-LCB algorithm
(Algorithm 4) for episodic MDPs and state its sub-optimality guarantees in Section D.2. In Section
D.3, we show that the proposed penalty captures a confidence interval and prove a value difference
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lemma for Algorithm 4. Section D.4 is devoted to the proof of the sub-optimality upper bound. In
Section D.5, we give an alternative sub-optimality decomposition as an attempt to obtain a tight
dependency on C⋆ in the regime C⋆ ∈ [1, 2). We analyze the sub-optimality in this regime in a
special example provided in Section D.6.

D.1 Model and notation

Episodic MDP. We consider an episodic MDP described by a tuple (S,A,P,R, ρ,H), where
S = {Sh}Hh=1 is the state space, A is the action space, P = {Ph}Hh=1 is the set of transition kernels
with Ph : Sh×A 7→ ∆(Sh+1), R = {Rh}Hh=1 is the set of reward distributions Rh : Sh×A → ∆([0, 1])
with r : S × A 7→ [0, 1] as the expected reward function, ρ : S1 → ∆(S1) is the initial distribution,
and H is the horizon. To streamline our analysis, we assume that {Sh}Hh=1 partition the state space
S and are disjoint.

Policy and value functions. Similar to the discounted case, we consider deterministic policies
π : S 7→ A that map each state to an action. For any h ∈ {1, . . . ,H}, s ∈ Sh, and a ∈ Ah, the value
function V π

h : S 7→ R and Q-function Qπ
h : S ×A 7→ R are respectively defined as

V π
h (s) := E

[
H∑
i=h

ri

∣∣∣∣∣sh = s, ai = π(si) for i ≥ h

]
,

Qπ
h(s, a) := E

[
H∑
i=h

ri

∣∣∣∣∣sh = s, ah = a, ai = π(si) for i ≥ h+ 1

]
.

Since we assume that the set of state in different levels are disjoint, we drop the subscript h when it
is it clear from the context. The expected value of a policy π is defined analogously to the discounted
case:

J(π) := Es∼ρ[V
π
1 (s)].

It is well-known that a deterministic policy π⋆ exists that maximizes the value function from any
state.

Episodic occupancy measures. We define the (normalized) state occupancy measure dπ : S 7→
[0, H] and state-action occupancy measure dπ : S ×A 7→ [0, H] as

dπ(s) :=
1

H

H∑
h=1

Ph(sh = s;π), and dπ(s, a) :=
1

H

H∑
h=1

Ph(sh = s, ah = a;π), (78)

where we overload notation and write Ph(sh = s;π) to denote the probability of visiting state sh = s
(and similarly sh = s, ah = a) at level h after executing policy π and starting from s1 ∼ ρ(·).

Batch dataset. The batch dataset D consists of tuples (s, a, r, s′), where r = r(s, a) and s′ ∼
P (· | s, a). As in the discounted case, we assume that (s, a) pairs are generated i.i.d. according to a
data distribution µ, unknown to the agent. We denote by N(s, a) ≥ 0 the number of times a pair
(s, a) is observed in D and by N = |D| the total number of samples.
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Algorithm 4 Episodic value iteration with LCB
1: Inputs: Batch dataset D.
2: V̂H+1 ←[ 0.
3: for h = H − 1, . . . , 1 do
4: for s ∈ Sh, a ∈ A do
5: if N(s, a) = 0 then
6: Set r(s, a) = 0.
7: Set the empirical transition vector P̂s,a randomly.
8: Set the penalty b(s, a) = H

√
L.

9: else
10: Set r(s, a) according to dataset.
11: Compute the empirical transition vector P̂s,a according to dataset.
12: Set the penalty b(s, a) = H

√
L/N(s, a), where L = 2000 log(2S|A|/δ).

13: Compute Q̂h(s, a)←[ r(s, a)− b(s, a) + P̂s,a · V̂h+1.
14: Compute V̂h(s)←[ maxa Q̂h(s, a) and π̂(s) ∈ argmaxa Q̂h(s, a).
15: Return: π̂.

The learning objective. Fix a deterministic policy π. The expected sub-optimality of policy π̂
computed based on dataset D competing with policy π is defined as

ED [J(π)− J(π̂)] . (79)

Assumption on dataset coverage. Equipped with the definitions for occupancy densities in
episodic MDPs, we define the concentrability coefficient in the episodic case analogously: given a
deterministic policy π, Cπ is the smallest constant satisfying

dπ(s, a)

µ(s, a)
≤ Cπ ∀s ∈ S, a ∈ A. (80)

Matrix notation. We adopt a matrix notation similar to the one described in Section 5.

Bellman equations. Given any value function V : Sh+1 7→ R, the Bellman value operator at
each level h ∈ {1, . . . ,H}

ThV = rh + PhV. (81)

We write (ThV )(s, a) = rh(s, a) + (PhV )(s, a) for S ∈ Sh, a ∈ A.

D.2 Episodic value iteration with LCB

Algorithm 4 presents a pseudocode for value iteration with LCB in the episodic setting. As in
the classic value iteration in episodic MDPs, this algorithm computes values and policy through a
backward recursion starting at h = H with the distinction of subtracting penalties when computing
the Q-function. This algorithm can be viewed as an instance of Algorithm 4 of Jin et al. (2020).

In the following theorem, we provide an upper bound on the expected sub-optimality of the
policy returned by Algorithm 4. The proof is presented in Appendix D.4.
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Theorem 9 (LCB sub-optimality, episodic MDP). Consider an episodic MDP and assume that

dπ(s, a)

µ(s, a)
≤ Cπ ∀s ∈ S, a ∈ A

holds for an arbitrary deterministic policy π. Set δ = 1/N in Algorithm 4. Then, for all Cπ ≥ 1,
one has

ED[J(π)− J(π̂)] ≲ min

{
H, Õ

(
H2

√
SCπ

N

)}
.

In addition, if 1 ≤ Cπ ≤ 1 + L/(200N), then we have a tighter performance guarantee

ED[J(π)− J(π̂)] ≲ min

{
H, Õ

(
H2 S

N

)}
.

We make the following conjecture that the sub-optimality rate smoothly transitions from 1/N
to 1/

√
N as Cπ increases from 1 to 2.

Conjecture 2. Assume as in Theorem 9. If 1 ≤ Cπ ≤ 2, then policy π̂ returned by Algorithm 4
obeys

ED[J(π)− J(π̂)] ≲ min

{
H, Õ

(
H2

√
S(Cπ − 1)

N

)}
.

We present our attempt in proving the above conjecture in part in Appendix D.5 followed by
an example in Appendix D.6.

D.3 Properties of Algorithm 4

In this section, we prove two properties of Algorithm 4. We first prove that the penalty captures
the Q-function lower confidence bound. Then, we prove a value difference lemma.

Clean event in episodic MDPs. Define the following clean event

EEMDP :=
{
∀h,∀s ∈ Sh, ∀a :

∣∣∣r(s, a) + Ps,a · V̂h+1 − r̂(s, a)− P̂s,a · V̂h+1

∣∣∣≤ bh(s, a)
}
, (82)

where V̂H+1 = 0. In the following lemma, we show that the penalty used in Algorithm 4 captures
the confidence interval of the empirical expectation of the Q-function.

Lemma 10 (Clean event probability, episodic MDP). One has P(EEMDP) ≥ 1− δ.

Proof. The proof is analogous to the proof of Lemma 1. Fix a tuple (s, a, h). If N(s, a) = 0, it is
immediate that

|r(s, a) + Ps,a · V̂h+1 − r̂(s, a)− P̂s,a · V̂h+1|≤ H
√
L.

When N(s, a) ≥ 1, we exploit the independence of V̂h+1 and P̂s,a (thanks to the disjoint state space
at each step h) and conclude by Hoeffding’s inequality that for any δ1 ∈ (0, 1)

P

(
|r(s, a) + Ps,a · V̂h+1 − r̂(s, a) + Ps,a · V̂h+1|≥ H

√
2 log(2/δ1)

N(s, a)

)
≤ δ1.

The claim follows by taking a union bound over s ∈ Sh, a ∈ A, h ∈ [H] and setting δ1 = δ/(S|A|).
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Value difference lemma. The following lemma bounds the sub-optimality of Algorithm 4 by
expected bonus. This result is similar to Theorem 4.2 in Jin et al. (2020). We present the proof for
completeness.

Lemma 11 (Value difference for Algorithm 4). Let π be an arbitrary policy. On the event EEMDP,
the policy π̂ returned by Algorithm 4 satisfies

J(π)− J(π̂) ≤ 2H Edπ [b(s, a)] .

Proof. Define the following self-consistency error

ιh(s, a) = ThV̂h+1(s, a)− Q̂h(s, a),

where Th is the Bellman value operator defined in (81). Let π′ be an arbitrary policy. By Jin et al.
(2020, Lemma A.1), one has

V̂1(s)− V π′
1 (s) =

H∑
h=1

E[Q̂h(sh, π̂(sh))− Q̂h(sh, π
′(sh)) | s1 = s]

−
H∑

h=1

E[ιh(sh, π
′(sh)) | s1 = s]

(83)

Setting π′ ← [ π in (83) gives

V π
1 (s)− V̂1(s) =

H∑
h=1

E[ιh(sh, π(sh)) | s1 = s]−
H∑

h=1

E[Q̂h(sh, π̂(sh))− Q̂h(sh, π(sh)) | s1 = s]

≤
H∑

h=1

E[ιh(sh, π(sh)) | s1 = s], (84)

where the last line uses the fact that π̂(s) maximizes Q̂h(s, a).
We apply (83) once more, this time setting π′ ←[ π̂:

V̂1(s)− V π̂
1 (s) =

H∑
h=1

E[Q̂h(sh, π̂(sh))− Q̂h(sh, π̂(sh)) | s1 = s]−
H∑

h=1

E[ιh(sh, π̂(sh)) | s1 = s]

≤ −
H∑

h=1

E[ιh(sh, π
′(sh)) | s1 = s]. (85)

Adding (84) and (85), we have

V π
1 (s)− V π̂

1 (s) = V π
1 (s)− V̂1(s) + V̂1(s)− V π̂

1 (s)

≤
H∑

h=1

E[ιh(sh, π(sh)) | s1 = s]−
H∑

h=1

E[ιh(sh, π
′(sh)) | s1 = s]. (86)

By Jin et al. (2020, Lemma 5.1), conditioned on EEMDP, we have

0 ≤ ιh(s, a) ≤ 2bh(s, a) ∀s, a, h.
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The proof is completed by applying the above bound in (86) and taking an expectation with respect
to ρ

Eρ[V
π
1 (s)− V π̂

1 (s)] ≤ 2

H∑
h=1

E[bh(sh, π(sh))]

= 2
H∑

h=1

Ph(sh;π)bh(sh, π(sh)) = 2H Edπ [b(s, a)],

where the last equation hinges on the definition of occupancy measure for episodic MDPs given in
(78).

D.4 Proof of Theorem 9

The proof follows a similar decomposition argument as in Theorem 6. Nonetheless, we present a
complete proof for the reader’s convenience.

We divide the proof into two parts and separately analyze the general case Cπ ≥ 1 and C⋆ ≤
1 + L/(200N) since the techniques used in the proof of these two claims are rather distinct.

The general case when Cπ ≥ 1. We decompose the expected sub-optimality into two terms

ED

[∑
s

ρ(s)[V π
1 (s)− V π̂

1 (s)]

]
= ED

[∑
s

ρ(s)[V π
1 (s)− V π̂

1 (s)]1{EEMDP}

]
=: T1

+ ED

[∑
s

ρ(s)[V π
1 (s)− V π̂

1 (s)]1{EcEMDP}

]
=: T2.

(87)

The first term T1 captures the sub-optimality under the clean event EEMDP whereas T2 represents
the sub-optimality suffered when the constructed confidence interval via the penalty function falls
short of containing the empirical Q-function estimate. We will prove in subsequent sections that T1

and T2 are bounded according to:

T1 ≤ 32H2

√
SCπL

N
(88a)

T2 ≤ Hδ. (88b)

Taking the above bounds as given for the moment and setting δ = 1/N , we conclude that

ED[J(π)− J(π̂)] ≲ min

(
H, 32H2

√
SCπL

N

)
.

The case when Cπ ≤ 1 + L/(200N). To obtain faster rates in this regime, we resort to directly
analyzing the policy sub-optimality instead of bounding the value sub-optimality (such as by Lemma
11). It is useful to connect the sub-optimality of a policy to whether it disagrees with the optimal
policy at each state. The following lemma due to Ross and Bagnell (2010, Theorem 2.1) provides
such a connection.

Lemma 12. For any deterministic policies π, π̂, one has

J(π)− J(π̂) ≤ H2 Es∼dπ [1{π(s) ̸= π̂(s)}].
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We apply Lemma 12 to bound the sub-optimality and further decompose it based on whether
any samples are observed on each state s.

ED[ρ(s)[V
π
1 (s)− V π̂

1 (s)]]

≤ H2 ED Edπ [1{π(s) ̸= π̂(s)}]
= H2 ED Edπ [1{π(s) ̸= π̂(s)}1{N(s, π(s)) = 0}] =: T ′

1

+H2 ED Edπ [1{π(s) ̸= π̂(s)}1{N(s, π(s)) ≥ 1}] =: T ′
2.

In a similar manner to the proof of Theorem 6, we prove the following bounds on T ′
1 and T ′

2:

T ′
1 ≤ H2 4C

π

N
; (89a)

T ′
2 ≲

2SCπH2L

N
+H2 |A|

N9
. (89b)

D.4.1 Proof the bound (88a) on T1

By the value difference Lemma 11, one has

ED[
∑
s

ρ(s)[V π(s)− V π̂(s)]1{EEMDP}] ≤ 2H
∑
s,a

dπ(s, a)ED[b(s, a)]

≤ 2H
∑
s,a

dπ(s, a)H ED

[√
L

N(s, a) ∨ 1

]

≤ 32H2
∑
s,a

dπ(s, a)

[√
L

Nµ(s, a)

]
,

where the last inequality uses the bound on inverse moments of binomial random variables given
in 14 with c1/2 ≤ 16. We then apply the concentrability assumption and the Cauchy-Schwarz
inequality to conclude that

T1 ≤ 32H2
∑
s,a

√
dπ(s, a)

√
HCπµ(s, a)

[√
L

Nµ(s, a)

]

≤ 32H2

√
CπLH

N

∑
s

√
dπ(s, π(s)) ≤ 32H2

√
SCπL

N
.

D.4.2 Proof of the bound (88b) on T2

We use a argument similar to that in the proof of (54c). First, observe that
∑

s ρ(s)[V
π
1 (s)−V π̂(s)] ≤

H. Consequently, in light of Lemma 10 one can conclude

T3 ≤ H ED[1{EcEMDP}] = H P(EcEMDP) ≤ Hδ.

D.4.3 Proof of the bound (89a) on T ′
1

We have

T ′
1 ≤ H2 Edπ ED[1{N(s, π(s)) = 0}] ≤ H2 Edπ P(N(s, π(s)) = 0).
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It follows from the concentrability assumption dπ(s, π(s))/µ(s, π(s)) ≤ Cπ that

T1 ≤ H2
∑
s

Cπµ(s, π(s))P(N(s, π(s)) = 0) = H2Cπ
∑
s

µ(s, π(s))(1− µ(s, π(s))N .

Note that maxx∈[0,1] x(1− x)N ≤ 4/(9N). We thus conclude that

T1 ≤ H2Cπ
∑
s

µ(s, π(s))(1− µ(s, π(s))N ≤ H2 4C
π

9N
.

D.4.4 Proof of the bound (89b) on T ′
2

We prove the bound on T ′
2 by partitioning the states based on how much they are occupied under

the target policy. Define the following set:

O1 :=

{
s | dπ(s) <

2CπL

N

}
. (90)

We can then decompose T ′
2 according to whether state s belongs to O1:

T ′
2 = H2

∑
s∈O1

dπ(s)ED[1{π̂(s) ̸= π(s)}1{N(s, π(s)) ≥ 1}] =: T2,1

+H2
∑
s ̸∈O1

dπ(s)ED[1{π̂(s) ̸= π(s)}1{N(s, π(s)) ≥ 1}] =: T2,2.

Here, T2,1 captures the sub-optimality due to the less important states under the target policy. We
will shortly prove the following bounds on these two terms:

T2,1 ≤
2SCπH2L

N
and T2,2 ≲ H2 |A|

N9
.

Proof of the bound on T2,1. Since ED[1{π̂(s) ̸= π(s)}1{N(s, π(s)) ≥ 1}] ≤ 1, it follows
immediately that

T2,1 ≤ H2
∑
s∈S1

dπ(s) ≤
2SCπH2L

N
,

where the last inequality relies on the definition of O1 provided in (90).

Proof of the bound on T2,2. The term T2,2 is equal to

T2,2 = H2
∑
s ̸∈O1

dπ(s)P (π̂(s) ̸= π(s), N(s, π(s)) ≥ 1) .

We subsequently show that the probability P (π̂(s) ̸= π(s), N(s, π(s)) ≥ 1) is small. Fix a state
s ̸∈ O1 and let h be the level to which s belongs. The concentrability assumption along with the
constraint on dπ(s) implies the following lower bound on µ(s, π(s)):

µ(s, π(s)) ≥ 1

Cπ
dπ(s) ≥

1

Cπ

2CπL

N
=

2L

N
. (91)
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On the other hand, by the concentrability assumption and using Cπ ≤ 1+ L
200N , the following upper

bound holds for µ(s, a ̸= π(s)):

µ(s, a) ≤
∑

a̸=π(s)

µ(s, a) ≤ 1− 1

Cπ
≤ L

200N
, (92)

The above bounds suggest that the target action is likely to be included in the dataset more
frequently than the rest of the actions for s ̸∈ O1. We will see shortly that in this scenario, the
LCB algorithm picks the target action with high probability. The bounds (91) and (92) together
with Chernoff’s bound give

P

(
N(s, a ̸= π(s)) ≤ 5L

200

)
≥ 1− exp

(
− L

200

)
;

P (N(s, π(s)) ≥ L) ≥ 1− exp

(
−L

4

)
.

We can thereby write an upper bound Q̂h(s, a ̸= π(s)) and a lower bound on Q̂h(s, π(s)). In
particular, when N(s, a) ≤ 5L

200 , one has

Q̂h(s, a) = rh(s, a)− bh(s, a) + P̂s,a · V̂h+1

= rh(s, a)−H

√
L

N(s, a) ∨ 1
+ P̂s,a · V̂h+1

≤ 1−H

√
L

5L/200
+H ≤ −4H,

where we used the fact that L ≥ 70. When N(s, π(s)) ≥ L, one has

Q̂h(s, π(s)) = rh(s, π(s))−H

√
L

N(s, π(s))
+ P̂s,π(s) · Vh+1 ≥ −H.

Note that if both N(s, a ̸= π(s)) ≤ 5L
200 and N(s, π(s)) ≥ L hold, we must have Q̂h(s, a ̸= π(s)) <

Q̂h(s, π(s)). Therefore, we deduce that

P (π̂(s) ̸= π(s), N(s, π(s)) ≥ 1) ≤ (|A|−1) exp
(
− L

200

)
+ exp

(
−1

4
L

)
≤ |A|exp

(
− L

200

)
,

which further implies

T2,2 ≤ H2
∑
s ̸∈O1

dπ(s)|A|exp
(
− L

200

)
≤ H2|A|exp

(
− L

200

)
≲ H2|A|N−9.

D.5 The case of Cπ ∈ [1, 2)

In this section, we present an attempt in obtaining tight bounds on the LCB algorithm for episodic
MDPs in the regime Cπ ∈ [1, 2). We start with a decomposition similar to the one given in (87).

ED

[∑
s

ρ(s)[V π
1 (s)− V π̂(s)]

]
= ED

[∑
s

ρ(s)[V π
1 (s)− V π̂(s)]1{EEMDP}

]
=: T1

+ ED

[∑
s

ρ(s)[V π
1 (s)− V π̂(s)]1{EcEMDP}

]
=: T2.
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An upper bound on the term T2 is already proven in (88b). We follow a different route for bounding
the term T1. For any state s ∈ S, define

µ̄(s) :=
∑

a̸=π(s)

µ(s, a) (93)

to be the total mass on actions not equal to the target policy π(s). Consider the following set:

B := {s | µ(s, π(s)) ≤ 9µ̄(s)}. (94)

The set B includes the states for which the expert action is drawn more frequently under the data
distribution. We then decompose T1 based on whether state s belongs to B

T2 = ED

[∑
s∈B

ρ(s)[V π
1 (s)− V π̂(s)]1{EEMDP}

]
=: β1 (95)

+ ED

∑
s ̸∈B

ρ(s)[V π
1 (s)− V π̂(s)]1{EEMDP}

 =: β2. (96)

We prove the following bound on β1:

β1 ≤ 136H2

√
S(Cπ − 1)L

N
. (97)

We conjecture that β2 is bounded similarly:

β2 ≲ H2

√
S(Cπ − 1)L

N
. (98)

We demonstrate our conjecture on β2 in a special episodic MDP case with H = 3, |Sh|= 2, and
|A|= 2 in Appendix D.6.

Proof of the bound (97) on β1. By Lemma 10, it follows that

β1 = ED[
∑
s∈B

ρ(s)[V π(s)− V π̂(s)]1{EEMDP}]

≤ 2H
∑
s∈B

dπ(s, π(s))ED[b(s, π(s))]

≤ 2H
∑
s∈B

dπ(s, π(s))H ED

[√
L

N(s, π(s)) ∨ 1

]

≤ 32H2
∑
s∈B

dπ(s, π(s))

[√
L

Nµ(s, π(s))

]

In the first inequality, we substituted the definition of penalty and the second inequality arises from
Lemma 14 with c1/2 ≤ 16. We then apply the concentrability assumption to bound dπ(s, π(s)) ≤
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Cπµ(s, π(s)) and thereby conclude

β1 ≤ 32H2
∑
s∈B

Cπµ(s, π(s))

[√
L

Nµ(s, π(s))

]

= 32CπH2

√
L

N

∑
s∈B

√
µ(s, π(s))

≤ 32CπH2

√
LS

N

√∑
s∈B

µ(s, π(s)),

where the last line is due to Cauchy-Schwarz inequality. We continue the bound relying on the
definition of B

β1 ≤ 32CπH2

√
LS

N

√∑
s

µ(s, π(s))1{µ(s, π(s)) ≤ 9µ̄(s)} ≤ 32CπH2

√
LS

N

√∑
s

9µ̄(s). (99)

It is easy to check that the concentrability assumption implies the following bound on the total
mass over the actions not equal to π(s) ∑

s

µ̄ ≤ Cπ − 1

Cπ
.

Substituting the above bound to (99) and bounding Cπ ≤ 2 yields

β1 ≤ 136H2

√
S(Cπ − 1)L

N
.

D.6 Analysis of LCB for a simple episodic MDP

We consider an episodic MDP with H = 3, S1 = {1, 2}, S2 = {3, 4}, S3 = {5, 6}, and A = {1, 2},
where we assume without loss of generality that action 1 is optimal in all states. We are interested
in bounding the β2 term defined in (96) when Cπ ∈ [1, 2):

β2 = ED

 ∑
s:µ(s,π⋆(s))≥9µ̄(s)

ρ(s)[V π
1 (s)− V π̂

1 (s)]1{EEMDP}

 . (100)

Note that β2 captures sub-optimality in states for which µ(s, π(s)) > 9µ̄(s). To illustrate the key
ideas and avoid clutter, we consider the following setting:

1. Competing with the optimal policy π(s) = π⋆(s) = 1 and thus the concentrability assumption
d⋆(s, a) ≤ C⋆µ(s, a) for all s ∈ S, a ∈ A;

2. µ(s, 1) ≥ 9µ(s, 2) for all s ∈ S;

3. N(s, a) = Nµ(s, a) ≥ 1 for all s ∈ S, a ∈ A.

4. We assume that the rewards are deterministic and consider an implementation of Algorithm
4 with deterministic rewards. In particular, at level H this implementation of VI-LCB sets
Q̂H according to

Q̂H(s, a) =

{
0 N(s, a) = 0;

r(s, a) N(s, a) ≥ 1.
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Outline of the proof. Let us first give an outline for the sub-optimality analysis of the episodic
VI-LCB Algorithm 4 in this example. We begin by showing that the concentrability assumption
in conjunction with µ(s, 1) ≥ 9µ(s, 2) dictates certain bounds on the penalties. Afterward, we
argue that the episodic VI-LCB algorithm finds the optimal policy at levels 2 and 3 with high
probability. This result allows writing the sub-optimality as an expectation over the product of the
gap g1(s) = Q⋆

1(s, 1) − Q⋆
1(s, 2) and the probability that the agent chooses the wrong action, i.e.,

P(π̂(s) ̸= 1). Consequently, if for state s the gap g1(s) is small, the sub-optimality incurred by that
state is also small. On the other hand, when the gap is large, we prove via Hoeffding’s inequality
that P(π̂(s) ̸= 1) is negligible.

Bounds on penalties. The setting introduced above dictates the following bounds on penalties

bh(s, 2)− bh(s, 1) ≥
1

3
bh(s, 2) + bh(s, 1), (101a)

3

√
LC⋆

N(d̄(s, 1) + C⋆ − 1)
≤ bh(s, 1) ≤ 3

√
LC⋆

Nd̄⋆(s, 1)
, (101b)

whose proofs can be found at the end of this subsection.

VI-LCB policy in each level. The main idea for a tight sub-optimality bound is to directly
compare Q̂h(s, 1) to Q̂h(s, 2) at every level. Specifically, we first determine the conditions under
which E[Q̂h(s, 1) − Q̂h(s, 2)] > 0 and then show Q̂h(s, 1) > Q̂h(s, 2) with high probability via
a concentration argument. It turns out that these conditions depend on the value of the sub-
optimality gap associated with a state defined as

gh(s) := Q⋆
h(s, 1)−Q⋆

h(s, 2) ≥ 0 ∀s ∈ S,∀h ∈ {1, 2, 3}. (102)

We start the analysis at level 3 going backwards to level 1.

• Level 3. Since N(s, a) ≥ 1 and the rewards are deterministic, the value function computed by
VI-LCB algorithm is equal to V ⋆

3 and action 1 is selected for both states 5 and 6, i.e.,

V̂3 = V ⋆
3 . (103)

• Level 2. We first show that Q̂2(s, 1) is greater than Q̂2(s, 2) in expectation

E[Q̂2(s, 1)− Q̂2(s, 2)] =E[r(s, 1)− b2(s, 1) + P̂s,1 · V ⋆
3 − r(s, 2) + b2(s, 2)− P̂s,2 · V ⋆

3 ]

=b2(s, 2)− b2(s, 1) + g2(s)

≥1

3
b2(s, 2) + b2(s, 1) + g2(s) ≥

1

3
b2(s, 2) ≥ 0, (104)

where we used the bound on b2(s, 2) − b2(s, 1) given in (101a). By the concentration inequality
in Lemma 13 we then show Q̂2(s, 1) ≥ Q̂2(s, 2) with high probability:

P(Q̂2(s, 2)− Q̂2(s, 1) ≥ 0) ≤ exp

(
−6N(s, 1)N(s, 2)E2[Q̂2(s, 1)− Q̂2(s, 2)]

N(s, 1) +N(s, 2)

)

≤ exp

(
−1.8N(s, 2)

(
1

3

)2

b22(s, 2)

)

= exp

(
−0.8N(s, 2)

L

N(s, 2)

)
≲

1

N160
, (105)
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where in the second inequality we used N(s, 2) ≤ 1/9N(s, 1) as well as the bound given in (104)
and the last inequality holds for c1 ≥ 1 and δ = 1/N .

• Level 1. Define the following event

Eo = {π̂(s) = 1, ∀s ∈ S2}, (106)

which refers to the event that action 1 is chosen for all states at level 2. Conditioned on Eo, the
Q-function computed by VI-LCB in level 1 is given by

Q̂1(s, a) = r(s, a)− b1(s, a) + P̂ (3 | s, a)[r(3, 1)− b2(3, 1) + P̂3,1V
⋆
3 ]

+ P̂ (4 | s, a)[r(4, 1)− b2(4, 1) + P̂4,1V
⋆
3 ].

∀s ∈ S1, a ∈ A.

Taking the expectation with respect to the data randomness, one has for any s ∈ B that

E[Q̂1(s, 1)− Q̂1(s, 2)]

= [b1(s, 2)− b1(s, 1)] + [P (3|s, 2)− P (3|s, 1)]b2(3, 1) + [P (4|s, 2)− P (4|s, 1)]b2(4, 1) + g1(s)

= [b1(s, 2)− b1(s, 1)] + [P (3|s, 1)− P (3|s, 2)][b2(4, 1)− b2(3, 1)] + g1(s),

where the last equation uses P (3 | s, a) = 1 − P (4 | s, a). We continue the analysis assuming
that p := P (3 | s, 1) − P (3 | s, 2) ≥ 0; the other case can be shown similarly. Using p ≥ 0 and
b2(4, 1) ≥ 0 together with the penalty bound of (101a), we see that

E[Q̂1(s, 1)− Q̂1(s, 2)] ≥
1

3
b1(s, 2) + b1(s, 1)− pb2(3, 1) + g1(s).

We proceed by applying (101b) on b1(s, 1) and b1(3, 1)

E[Q̂1(s, 1)− Q̂1(s, 2)] ≥
1

3
b1(s, 2) + 3

√
LC⋆

N(d⋆(s, 1) + C⋆ − 1)
− 3p

√
LC⋆

Nd⋆(3, 1)
+ g1(s). (107)

Note that d⋆(s, 1) = ρ(s)/3 and 3d⋆(3, 1) = ρ(s)P (3|s, 1)+ ρ(2)P (3|s, 2) ≥ ρ(s)P (3|s, 1) ≥ ρ(s)p.
Substituting these quantities into (107), we obtain

E[Q̂1(s, 1)− Q̂1(s, 2)] ≥
1

3
b1(s, 2) + 3

√
LC⋆

N(ρ(s)/3 + C⋆ − 1)
− 3p

√
LC⋆

Nρ(s)p/3
+ g1(s)

≥ 1

3
b1(s, 2) + 3

√
LC⋆

N(ρ(s)/3 + C⋆ − 1)
− 3

√
LC⋆

Nρ(s)/3
+ g1(s),

where the last inequality uses p ≤ 1. Observe that

1√
ρ(s)/3

− 1√
ρ(s)/3 + C⋆ − 1

=

√
ρ/3 + C⋆ − 1−

√
ρ/3√

ρ(s)/3(ρ(s)/3 + C⋆ − 1)
≤ 3

√
C⋆ − 1

ρ(s)
.

This implies

ρ(s)g1(s) ≥ 9

√
2(C⋆ − 1)L

N
⇒ E[Q̂1(s, 1)− Q̂1(s, 2)] ≥

1

3
b1(s, 2). (108)

Then, a similar argument to (105) proves that Q̂(s, 1) > Q̂(s, 2) with high probability:

P(Q̂1(s, 2)− Q̂1(s, 1) ≥ 0) ≲
1

N160
. (109)
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Sub-optimality bound. We are now ready to compute the sub-optimality. Decompose the sub-
optimality based on whether event Eo defined in (106) has occurred and use the fact that we assumed
µ(s, 1) ≥ 9µ(s, 2) for all s ∈ S

β2 = ED

 ∑
s:µ(s,π⋆(s))≥9µ̄(s)

ρ(s)[V π
1 (s)− V π̂

1 (s)]1{EEMDP}


≤ ED,ρ

[
[V ⋆(s)− V π̂(s)]1{Eo}

]
+ ED,ρ

[
[V ⋆(s)− V π̂(s)]1{Eco}

]
≲ ED,ρ

[
[V ⋆(s)− V π̂(s)]1{Eo}

]
+

3

N160
.

Here, the second line is by 1{EEMDP} ≤ 1 and the last line follows from V ⋆(s)− V π̂(s) ≤ 3 and the
probability of the complement event Eco given in (105).

Conditioned on the event Eo, LCB-VI algorithm chooses the optimal action from every state at
levels 2 and 3 and hence V π̂

2 = V ⋆
2 and we get

ED,ρ

[
[V ⋆(s)− V π̂(s)]1{Eo}

]
=
∑
s

ρ(s)ED[[Q
⋆(s, 1)−Qπ̂(s, π̂(s))]1{Eo}]

=
∑
s

ρ(s)ED[r(s, 1) + Ps,1 · V ⋆
2 − r(s, π̂(s))− Ps,π̂(s) · V ⋆

2 ]

=
∑
s

ρ(s)ED[(r(s, 1) + Ps,1 · V ⋆
2 − r(s, 2)− Ps,2 · V ⋆

2 )1{π̂(s) ̸= 1}].

By definition, we have g1(s) = r(s, 1) + Ps,1 · V ⋆
2 − r(s, 2)− Ps,2 · V ⋆

2 . Therefore,

ED,ρ

[
V ⋆(s)− V π̂(s)1{Eo}

]
≤
∑
s

ρ(s)g(s)ED[1{π̂(s) ̸= 1}]

=
∑
s

ρ(s)g(s)P(Q̂(s, 2)− Q̂(s, 1) ≥ 0).

We decompose the sub-optimality based on whether ρ(s)g1(s) is large

ED[J(π
⋆)− J(π̂)] ≤

∑
s

ρ(s)g(s)P(Q̂(s, 2)− Q̂(s, 1) ≥ 0)1

{
ρ(s)g(s) ≤ 9

√
2(C⋆ − 1)L

N

}
=: τ1

+
∑
s

ρ(s)g1(s)P(Q̂(s, 2)− Q̂(s, 1) ≥ 0)1

{
ρ(s)g1(s) > 9

√
2(C⋆ − 1)L

N

}
=: τ2

+
3

N160
.

The first term is bounded by

τ1 ≤
∑
s

9

√
2(C⋆ − 1)L

N
= 18

√
2(C⋆ − 1)L

N
.

The second term is bounded using (109)

τ2 ≲
3

N160
.
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Combining the bounds yields the following sub-optimality bound

β2 ≲

√
(C⋆ − 1)L

N
+

1

N160
.

Proof of inequality (101a). From µ(s, 1) ≥ 9µ(s, 2), one has N(s, 1) ≥ 9N(s, 2) implying
bh(s, 2) ≥ 3bh(s, 1). Therefore, we conclude that

bh(s, 2)− bh(s, 1) =
1

2
(bh(s, 2)− bh(s, 1)) +

1

2
(bh(s, 2)− bh(s, 1)) ≥

1

3
bh(s, 2) + bh(s, 1).

Proof of inequality (101b). The concentrability assumption implies the following bound on
µ(s, 1)

d̄(s, 1)

C⋆
≤ µ(s, 1) ≤ d̄(s, 1)

C⋆
+ 1− 1

C⋆
,

The upper bound is based on the fact that the probability mass of at least 1/C⋆ is distributed on
the optimal actions with a remaining mass of 1 − 1/C⋆. Applying the above bounds to bh(s, 1),
gives

3

√
LC⋆

N(d̄(s, 1) + C⋆ − 1)
≤ bh(s, 1) = 3

√
L

Nµ(s, 1)
≤ 3

√
LC⋆

Nd̄⋆(s, 1)
.

E Auxiliary lemmas

This section collects a few auxiliary lemmas that are useful in the analysis of LCB.
We begin with a simple extension of the conventional Hoeffding bound to the two-sample case.

Lemma 13. Let X1, . . . , Xn be i.i.d. in range [0, 1] with average E[X] and Y1, . . . , Ym be i.i.d. in
range [0, 1] with average E[Y ]. Further assume that {Xi} and {Yj} are independent. Then for any
ϵ such that ϵ+ E[Y ]− E[X] ≥ 0, we have

P

 1

n

∑
i

Xi −
1

m

∑
j

Yj > ϵ

 ≤ exp

(
−2(mn)(ϵ+ E[Y ]− E[X])2

m+ n

)
.

Proof. It is easily seen that

P

 n∑
i=1

mXi −
m∑
j=1

nYj > mnϵ


=P

 n∑
i=1

(mXi −mE[X])−
m∑
j=1

(nYj − E[Y ]) > mn(ϵ+ E[Y ]− E[X])


≤ exp

(
−2(mn)2(ϵ+ E[Y ]− E[X])2

nm(m+ n)

)
=exp

(
−2(mn)(ϵ+ E[Y ]− E[X])2

m+ n

)
,

where the inequality is based on Hoeffding’s inequality on independent random variables.
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The next lemma provides useful bounds for the inverse moments of a binomial random variable.

Lemma 14 (Bound on binomial inverse moments). Let n ∼ Binomial(N, p). For any k ≥ 0, there
exists a constant ck depending only on k such that

E
[ 1

(n ∨ 1)k

]
≤ ck

(Np)k
,

where ck = 1 + k2k+1 + kk+1 + k
(
16(k+1)

e

)k+1
.

Proof. The proof is adapted from that of Lemma 21 in Jiao et al. (2018).
To begin with, when p ≤ 1/N , the statement is clearly true for ck = 1. Hence we focus on the

case when p > 1/N . We define a useful helper function gN (p) to be

gN (p) :=

{
1
pk
, p ≥ 1

N ,

Nk − kNk+1(p− 1
N ), 0 ≤ p < 1

N .

Further denote p̂ := n/N . The proof relies heavily on the following decomposition, which is an
direct application of the triangle inequality:

E
[ Nk

(n ∨ 1)k

]
≤
∣∣∣E [ Nk

(n ∨ 1)k
− gN (p̂)

]∣∣∣+ |E[gN (p)− gN (p̂)]|+gN (p). (110)

This motivates us to take a closer look at the helper function gN (p). Simple algebra reveals that

gN (p) ≤ 1

pk
and gN (p̂)− Nk

(n ∨ 1)k
= kNk

1{p̂ = 0}.

Substitute these two facts back into the decomposition (110) to reach

E
[ Nk

(n ∨ 1)k

]
≤ kNk(1− p)N +

1

pk
+ |E[gN (p)− gN (p̂)]|.

It remains to bound the term |E[(gN (p)− gN (p̂))2]|. To this goal, one has

|E[(gN (p)− gN (p̂))2]| ≤ |E[(gN (p)− gN (p̂))21{p̂ ≥ p/2}]|+|E[(gN (p)− gN (p̂))21{p̂ ≥ p/2}]|
(i)

≤ sup
ξ≥p/2

|g′N (ξ)|2E[(p− p̂)2] + sup
ξ>0
|g′N (ξ)|2p2 P(p̂ ≤ p/2)

(ii)

≤ k2

(p/2)2k+2

p(1− p)

N
+ k2N2k+2p2e−Np/8.

Here the inequality (i) follows from the mean value theorem, and the last one (ii) uses the deriva-
tive calculation as well as the tail bound for binomial random variables; see e.g., Exercise 4.7 in
Mitzenmacher and Upfal (2017). As a result, we conclude that

E
[ Nk

(n ∨ 1)k

]
≤ kNk(1− p)N +

1

pk
+
√

E[(gN (p)− gN (p̂))2]

≤ kNk(1− p)N +
1

pk
+

k

(p/2)k+1

√
p(1− p)

N
+ kNk+1pe−Np/16

≤ kNk(1− p)N +
1

pk
+

k2k+1

pk
+ kNk+1pe−Np/16,
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where the last inequality holds since p ≥ 1/N . Consequently, we have

E
[ (Np)k

(n ∨ 1)k

]
≤ 1 + k2k+1 + k(Np)k(1− p)N + k(Np)k+1e−Np/16.

Note that the following two bounds hold:

max
p

k(Np)k(1− p)N ≤ k
(
N

k

N + k

)k(
1− k

k +N

)N
≤ kk+1,

(Np)ke−Np/16 ≤
(16k

e

)k
.

The proof is now completed.

The last lemma, due to Gilbert and Varshamov (Gilbert, 1952; Varshamov, 1957), is useful for
constructing hard instances in various minimax lower bounds.

Lemma 15. There exists a subset V of {−1, 1}S such that (1) |V|≥ exp(S/8) and (2) for any
vi, vj ∈ V, vi ̸= vj, one has ∥vi − vj∥1≥ S

2 .
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