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Abstract—Though learning has become a core component of
modern information processing, there is now ample evidence
that it can lead to biased, unsafe, and prejudiced systems. The
need to impose requirements on learning is therefore paramount,
especially as it reaches critical applications in social, industrial,
and medical domains. However, the non-convexity of most mod-
ern statistical problems is only exacerbated by the introduction
of constraints. Whereas good unconstrained solutions can often
be learned using empirical risk minimization, even obtaining a
model that satisfies statistical constraints can be challenging.
All the more so, a good one. In this paper, we overcome
this issue by learning in the empirical dual domain, where
constrained statistical learning problems become unconstrained
and deterministic. We analyze the generalization properties
of this approach by bounding the empirical duality gap—i.e.,
the difference between our approximate, tractable solution and
the solution of the original (non-convex) statistical problem—
and provide a practical constrained learning algorithm. These
results establish a constrained counterpart to classical learning
theory, enabling the explicit use of constraints in learning. We
illustrate this theory and algorithm in rate-constrained learning
applications arising in fairness and adversarial robustness.

I. INTRODUCTION

Learning is at the core of modern information systems upon
which we increasingly rely to select job candidates, analyze
medical data, and control “smart” applications (home, grid,
city). Central to this approach is the concept of empirical risk
minimization (ERM), in which a statistical (expected value)
optimization problem is replaced by its empirical (sample av-
erage) counterpart, thus allowing it to be solved directly from
data, without knowledge of the underlying distributions [3]-
[Sl. This approach is grounded on celebrated generalization
results from learning [3[]-[5]] and stochastic optimization the-
ory [6], [[/] showing that under mild conditions, the ERM
solutions are close to their statistical analog for large enough
sample sizes.

As these systems become ubiquitous, however, so does
the need to constrain their behavior to tackle fairness [8]—
[14], robustness [[15]-[17], and safety [18]-[20]] problems. Left
untethered, learning can lead to biased, prejudiced models
prone to tampering (e.g., adversarial examples) and unsafe
behaviors [21]]-[23]]. Such constraints can also be used to
incorporate prior knowledge, such as smoothness or spar-
sity [24]—[26]], and tackle semi-supervised problems [27]], [28]].
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Part of the results in this paper appeared in [1f], [2].

In learning, requirements are often imposed using penalties,
i.e., by integrating constraint violation costs in the ERM
objective (see, e.g., [16[], [29]-[32]). Yet, while it is straight-
forward to find penalties leading to feasible, optimal solutions
when the ERM problem is convex, most modern parametriza-
tions (e.g., neural networks, NNs) lead to non-convex opti-
mization problems. Designing good penalties then becomes
a time-consuming trial-and-error process based on domain-
expert knowledge that need not yield feasible solutions, all the
more so good ones [33]]. While algorithms inspired by primal-
dual methods have been applied in practice [15]], [17], [34],
they are not supported by generalization guarantees. What
is more, classical learning theory guarantees generalization
with respect to the overall objective (cost + penalty) and
not with respect to the requirements it describes [3]-[5].
This issue is sometimes addressed by constructing models
that explicitly embed the desired properties (e.g., [35]-[37]),
although the scale and opacity of modern machine learning
systems typically render this approach impractical.

Since learning is often synonymous with ERM, a natural
solution is to explicitly add constraints to these optimization
problems. Given that requirements are often expressed as
constraints in the first place, this approach guarantees that any
solution satisfies the requirements without the need to tune
penalty parameters. While constraints have been deployed in
statistics since at least Neyman-Pearson [38]], two roadblocks
hinder their use in modern learning problems. First, typical
parametrizations lead to non-convex constrained optimization
problems that are often computationally harder than their
unconstrained counterparts. While gradient descent can some-
times be used to approximately minimize a loss function even
if it is non-convex [39]-[4 1], it does not guarantee feasibility.

Second, even if we could solve this constrained ERM prob-
lem, generalization guarantees exist only in specific contexts,
e.g., for coherence constraints or rate-constrained learning [8]]—
[10], [14], [42]-[44]. And even then, results often hold for
specific models, algorithms, and/or randomized solutions, e.g.,
[8]-[10], [12], [14], [45]. Indeed, classical learning theory
is concerned with unconstrained learning problems [3]]—[5]]
and results for general constrained stochastic programs are
often asymptotic, involving a myriad of distributional assump-
tions [43], [44], [46]-[50]. More recent guarantees rely on
particular algorithms and hold only for randomized solutions.

This paper builds off the constrained statistical learning
theory from [2] to provide generalization guarantees for a large
class of constrained learning problems, even those involving
non-convex losses. Its main contribution is a generalization
bound on the empirical duality gap of constrained learning,
i.e., the difference between the optimal value of the con-
strained, statistical problem and that of an unconstrained,
deterministic problem. This result implies a practical dual



ascent algorithm that we show yields near-optimal and near-
feasible solutions.

We approach these results in three steps. First, we show
that, under mild conditions, functional constrained learning
has zero duality gap (Section [[II-A). In contrast to [I]], [2]
that considered only convex losses, we make use of recent
results from non-convex functional optimization to account
for the non-convex case [51]. We then proceed to bound
the parameterization gap, i.e., the loss of optimality due to
approximating the functional learning problem using a finite
dimensional parameterization (Section [[II-B). Finally, we ana-
lyze the empirical gap, i.e., the error due to the use of samples
instead of the unknown data distributions (Section [[II-C). The
final bound (Theorem [I) depends not only on the number of
samples, but also on the difficulty of the learning task both in
terms of the parametrization used and how hard the constraints
are to satisfy. We then show that the dual ascent method
suggested by these results enables us to explicitly constrain
models during training. We conclude by showcasing practical
applications of constrained learning.

II. A (CONSTRAINED) LEARNING PRIMER

Let ®;,7=0,...,m, denote probability distributions over
data pairs (z,y), with z € X C R and y € ¥ C R,
and fg : X — RF be a function associated with the parameter
vector € © C RP. We denote the hypothesis class induced
by these functions % = {fg | @ € ©}. For convenience, we
can interpret x as a feature vector or a system input, y as
a label or a measurement, fg as a parametrized classifier or
estimator, ®g as a nominal joint distribution, and the other ©;
as conditional distributions over which requirements are im-
posed. For instance, the ©; can be used to represent adversarial
input perturbations for robust learning (as in Section [V-A) or
subgroups of the population in fair learning applications (as in
Section [V-B). For classification problems, ) is finite, typically
a subset of N.

The constrained learning problem is defined as

P* = min

) E(@,y)~®, [60 (fo(), y)]

SubjeCt to E(w,y)wﬁi |:‘€Z (f@(w)?y):| <g¢,

1=1,...,m,

(P-CSL)

where ¢; : RFx ) — [0,B],i=0,...,m, together with the ¢;,
encode the performance metric and the desired statistical
properties of the solution. The value P* of (P-CSL) belongs
to the extended real line, i.e., RU{cc}. In particular, P* = co
whenever the constrained learning problem is infeasible, i.e.,
for all @ € O there exists ¢ such that Egp, {& (fo(w), y)} > ¢;.
We omit the random variables over which expectations are
taken whenever they are clear from the context. Since oo is
used only as a symbol to denote infeasibility, we let co —oo =
0.

Observe that explicitly considers statistical con-
straints rather than parameter constraints, such as quadratic
reqularization (||@||, < ¢) or sparsity (||@]|; < ¢). The latter,
embedded in ©, are deterministic and can be directly imposed
using projections. In contrast, the constraints in (P-CSL)
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cannot even be evaluated as they depend on unknown dis-
tributions ©;. The goal of constrained learning theory is to
establish when and how can be solved using only
samples from the ®,; as classical learning theory does for
unconstrained learning.

A. PAC learning
The unconstrained version of (P-CSL)), namely,

Q" =min E(gy)~o, [40 (f@(m)vy)} ’

6co (PD

is at the core of celebrated Bayesian estimators, such as
Kalman filters, and virtually every modern learning algo-
rithm [4], [52], [53]]. Classical learning theory studies the
conditions under which can be solved based only on
samples from 9y, i.e., without the knowledge of the distri-
bution itself. When the hypothesis class H induced by the
parametrization allows Q* to be approximated arbitrarily well
and with arbitrarily high probability, it is said to be probably
approximately correct (PAC) learnable (3|, [4], [54], [55].

Definition 1 (PAC learnability). A hypothesis class # is (ag-
nostic probably approximately correct (PAC) learnable with
respect to the loss £y if there exists an algorithm that, for ev-
ery €,6 € (0,1) and every distribution D, can obtain fg € H
based on Ny (e,0) samples from ® such that

E [¢o(fo(x),y)] < Q" + € with probability 1 — 4. (1)

While the original definition in [54] also requires the sample
complexity Ny to be polynomial in 1/€ and 1/6, this distinc-
tion will not be important to us.

PAC learnability limits the complexity of a hypothesis class:
the richer H is, the more samples are required to pinpoint
a hypothesis that has small error on the entire distribution.
Different complexity measures exist that allow us to determine
whether a hypothesis class is learnable or not. Though our
derivations do not rely on a specific one, we introduce two
well-known measures below to illustrate our results.

Consider the sample set S = {(x;, ;) € X x Y}, |S| =N,
and the set F of functions f : X x ) — R. Denote by F oS
the set of vectors in RIS| achievable by applying the functions
in F to the samples in S, namely,

FosS={[f@iy) - flan )] [ f€F} @

Both the VC dimension (Definition 2) and the Rademacher
complexity (Definition [3) characterize the learning complexity
of H in terms of the size of the set (o H)oS, where £oH is
used to denote the set of functions {£(h(-),-) | h € H}. The
former does so in a combinatorial, worst-case sense, whereas
the latter does so on average.

Definition 2 (VC dimension [3, Section 3.6]). The VC di-
mension of a hypothesis class H with respect to the loss £ is
defined as

dyc = max{m | II(m) = 2™} 3)

IThroughout this work, we consider only the agnostic setting (as opposed
to the realizable one [4, Def. 3.1]). For conciseness, we therefore omit the
qualifier “agnostic” from now on.
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for the growth function I1(m) = maxgj=n, [(T oloH)oS]|,
where 7 = {I(- —b > 0) | b € (0,B)} is a set of
threshold functions and I(€) denotes the indicator function
that is one over the event £ and zero otherwise. To be
more specific, the set (7 o £ o H) o S contains all vectors
of the form [I(¢(fo(xn),yn) — b)], i.e., all possible binary
sequences obtained by thresholding the losses. Note that 7 has
no effect for the 0-1 loss, in which case Definition [2| reduces
to the typical one found in, e.g., [4, Def. 6.5] or [5, Def. 3.10].

Definition 3 (Rademacher complexity [56] [S, Def. 3.1-3.2]).
The Rademacher complexity of a hypothesis class H with
respect to the loss ¢ and the distribution ® is defined as

Ry =Es on [R((KO’H)OS)} 4)

for the empirical Rademacher complexity R defined for any
set of vectors A C RV as

R(A) =E,
() aEAN

| X
sup — Z Unan] , &)
n=1

where o € RY is a random vector whose elements o,, are
drawn i.i.d. according to Pr[o,, = +1] = Pr[o,, = —1] = 1/2.

A fundamental result in learning theory states that for binary
classification problems, H is PAC learnable with respect to
the 0/1-loss I(fo(x) # y) if and only if it has finite VC
dimension. In this case, ERM is a PAC learner, i.e.,

. R

Q" =min — ; Co(fo(n), yn) (P-ERM)
for independent samples (&, yn) ~ Do yields a PAC solution
of (PI) (see, e.g., [4) Thm. 6.7]). Though this equivalence does
not hold in general, Definitions [Z] and E] can still be used to
bound the sample complexity N, of other learning tasks (e.g.,
see Proposition [[II.T). Note that the Rademacher complexity
depends on the distribution of the data while PAC learnability
does not. Still, it is often the case that distribution-independent
upper bounds can be found for Ry [4], [S].

In constrained learning, however, it is not enough to ap-
proximate the value P* of (P-CSL), since a solution must also
satisfy its constraints. In fact, feasibility often takes priority
over performance in constrained problems: regardless of how
accurate a fair classifier is, it serves no practical purpose
unless it meets the fairness requirements (see Section [V] for
an example). Hence, PAC learning is not sufficiently strict
to address the problem of learning under requirements. In
the sequel, we summarize the constrained learning framework
introduced in [2].

B. Probably approximately correct constrained learning

Since we do not have access to the distributions ®; required
to evaluate (P-CSL), we cannot expect to obtain an exact
solution and must settle for one that is good enough. Similar to
classical learning theory, we next establish what is considered
“good enough” for a constrained learning problem.

Definition 4 (Near-PACC learnability [2, Def. 2]). A hypoth-
esis class H is nearly probably approximately correct con-
strained (near-PACC) learnable with respect to {4, (¢;, ¢;)}, if
there exists €p > 0 and an algorithm that, for every ¢, € (0,1)
and every distribution ©;, ¢ = 0,...,m, can obtain fg € H
using Ny (e, 0, m) samples from each ©; that is, with proba-
bility 1 — 0,

1) probably approximately optimal, i.e.,

|E(m7y)~©o [(0 (fe(a:%y)] - P*‘ <€y +e¢ and (6)
2) probably approximately feasible, i.e.,
Ewy~o; [li(fo(z),y)] <cite foralli>1. (7)

Definition ] is an extension of the PAC framework from
classical learning theory to the problem of learning under re-
quirements. Indeed, for eg = 0, (6)) is the classical definition of
PAC learnability (see Definition E]) In fact, PACC learnability
implies PAC learnability (Remark [I). This is, however, not
enough to enable constrained learning since a PAC fg may
not be feasible for (P-CSL). Hence, a PACC learner must also
satisfy the approximate feasibility condition (7). The additional
“C” in PACC serves to remind ourselves of this fact.

Another important distinction with PAC learning is the
presence of a fixed tolerance ¢y. Notice that this tolerance is
independent of the distributions and affects only the value of
the problem, i.e., it does not interfere with either the sample
complexity Nz, or the constraint satisfaction (7). Instead, it
characterizes an intrinsic limitation of the learning task related
to the approximation error found in classical (unconstrained)
learning [4]. However, it is now coupled to the learning
problem by the constraints and can no longer be treated as
a separate source of error. Hence, near-PACC learnability is
in fact a hierarchy: when ¢y > B, @ holds trivially and
near-PACC reduces to a feasibility learning problem. We are
therefore interested in the smallest €y for which Definition
holds and when it occurs for ¢y = 0, we simply say that H is
PACC learnable.

Finally, observe that the sample complexity Ny may now
depend on the number of constraints m. In fact, it often
does (Theorem |I)). This dependency precludes the formulation
of pathological learning problems that could be described
using an exponential number of constraints.

Remark 1. It is easy to see that if the hypothesis class H is
PACC learnable with respect to {{g, (¢;, B)}, then it is PAC
learnable with respect to £y. Indeed, consider the constrained
learning problem

Pj = min
6co

Eo, Vo (fG(w)v y)]

subject to  Egp, [Zi (fg(x),y)} < B,

1=1,...

(PII)

, M.

Since the losses are B-bounded, the feasibility set of is ©.
Hence, (PII) has the same value as the unconstrained learning
problem (PI), i.e., Py = Q*. Given the hypothesis class H
is PACC learnable (¢g = 0) with respect to {{o, (¢;, B)},
there exists an algorithm that can obtain fg € H such



that [En, [¢o(fo(),y)] — Q*| < € from N(e,d,m) samples
for any €,0 € (0,1). Hence, H is also PAC learnable (Defini-
tion [T).

C. Empirical constrained risk minimization

Despite its similarities to PAC learning (e.g., see Remark [I)),
PACC learning has strikingly different behaviors. In particular,
while PAC learnability is often equivalent to ERM learnabil-
ity [4, Thm. 6.7], this is not the case for constrained learning.
Said otherwise, while (P-ERM)) is typically a PAC learner, its
constrained counterpart is generally not.

Indeed, consider the empirical constrained risk minimiza-
tion (ECRM) problem

No

1

P :glel(g FO Z eO(fB(wno)ayng)
no=1
R (P-ECRM)
SubJeCt to ﬁl ;1 El (f@(wnb)vynl) <g¢,
t=1,...,m,
which approximates the expectations in (P-CSL) using N;

samples (x,,,yn,) ~ D;. The following example shows
that (P-ECRM)) can be almost surely wrong, even for a PAC
learnable hypothesis class.

Example 1. Consider the learning problem

P*=min J(8) 2 Eop,[|y0 x|
0co 0 [ } (PIII)
subject to Eg, [yBTa:] < -1, Ep, [yOTa:} <1,

where ® is the distribution of

T _ ([7-7_7_]7_1)’
() {([o,a],n,

©; is such that (z,y) = ([-1,7],1), and Dy is such
that (x,y) = ([-7,1],1), where « is drawn uniformly at
random from [0,1/4] and 7 is drawn uniformly at random
from [—1/2,1/2]. Notice that the ©; are therefore correlated
through the random variable 7. The hypothesis class is induced
by the finite set © = {[1,1];[1,0]}. Notice that under these
distributions, the constraints in (PII) reduce to —6; < —1
and 65 < 1. Hence, the statistical is effectively uncon-
strained and its optimal value is P = 1/16 since

~J1/16, 6=11,1]
J(a){l/& 0=1[1,0]

with prob. 1/2
with prob. 1/2°

®)

For its empirical version, however, the constraints can be
written as
01 >14 70,

1 . .. ..
—Zgzl T, 1s the empirical average of i.i.d.

and 02§1—|—7_'01,

where 7 =
samples 7, drawn uniformly at random from [—1/2,1/2].
Whenever 7 > 0, the first constraint implies 65 = 0. Hence,
from (8), the statistical objective evaluates to J(6*) = 1/8.
Similarly, if 7 < 0, then the second constraint implies 6 = 0,
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which again yields a population value of J(6*) = 1/8. Given
that 7 is a continuous distribution, we immediately obtain that

Pr[|J(6*) — P¥| <1/32] = Pr[f = 0] = 0.

On the other hand, the unconstrained learning prob-
lem Qf = mingco Eo, [|y0 || can be solved using ERM
and Pr[J(6*) < Q% +¢] — 0 as N — oo for all € > 0 by the
law of large numbers.

Example [I] shows that (P-ECRM) may not be a PACC
learner even when the hypothesis class is PAC/ERM learnable.

This occurs because the requirements in are so sensitive
that they modify the feasibility set for almost every realization
of its empirical version. For (PII[), ECRM turns out to be
a near-PACC, although with ¢y = 3/8 > PZ’. This again
reinforces the importance of €y to be small for a near-PACC
learner to be useful. Additionally, if the requirements are
stringent, the empirical may be infeasible even
though the original has a feasible solution, in which
case the difference between their values is unbounded.
Example [T] suggests that we may overcome these issues by
relaxing (P-ECRM), i.e., by replace its constraints with

N;
5 3 tlfo@n) ) < it €, ©)

v ni=1
where £ > 0 is an estimate of the empirical approximation
error that guarantees the feasibility set of is included
in that of with high probability. Yet, while (@)
addresses the issue of feasibility in Definition [] it is not
clear how this relaxation affects the value the ECRM so-
lution. Indeed, the feasibility set of the relaxed
is likely larger than that of (P-CSL), allowing hypotheses
with potentially lower objective value that are excluded by
the original problem. This can lead to estimates of P* that
violate the two-sided bound in (6). For convex problems,
perturbation results can be used to connect the value of ¢ to
the magnitude of the deviation from P* [33], [57]. For most
modern machine learning models, however, (P-CSL) is non-
convex even if the losses themselves are convex. These issues
are only exacerbated by the fact that it is rarely possible to

obtain tight estimates for &.

The non-convexity of also raises computational
concerns. While unconstrained learning faces a similar issue,
it is exacerbated here by the presence of constraints. Indeed,
though it may be possible to find good approximate minimiz-
ers of ¢y using, e.g., gradient descent [39]-[41]], [58], even
obtaining a feasible 6 for may be challenging.
Penalty-based formulations that incorporate a fixed linear
combination of the constraints the objective of an uncon-
strained problem are often used to sidestep these issues [|16]],
[29]-[32]. However, classical learning theory only guarantees
generalization for the overall value of the objective and not for
requirements it describes. In fact, there may not even be a set
of weights (regularization parameters) that yields a solution
of (P-ECRM), leading to infeasible results or unacceptably
poor performance [33]].

In the sequel, we put forward an alternative learning rule
based on empirical duality and show that it is a (near-)PACC
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learner, despite the non-convexity of (P-CSL). Doing so, we
derive mild conditions under which PACC learning is not
considerably harder than PAC learning. Another advantage of
this learning rule is that it involves solving only unconstrained
learning problems, leading to a more practical constrained
learning algorithm than ECRM (Section [[V)).

III. EMPIRICAL DUAL LEARNING

In this section, we overcome the shortcomings of
by analyzing the gap between (P-CSL) and its empirical dual
problem. Our goal is to quantify the loss of optimality incurred
by replacing the constrained, statistical problem by
an unconstrained, empirical one.

Explicitly, define the empirical Lagrangian of as
. 1 X
L(07 U) = FO Z ‘eo(fe(wng)vyno)
no—t (10)

+Zuz‘ —Ci],
i=1

based on IV; samples (x,,, Yn,) ~ D;, where pu € R’ collects
the dual variables p; relative to each constraint and R denotes
the set of non-negative real numbers. Defining the empirical
dual function associated with (I0) as

1 o
N, 2 lilfo(@n). yn,)

nizl

= min L 11
d(p) = min L(8, p), (11)

the empirical dual problem of (P-CSL)) is written as
D* = max d(u), (D-CSL)

pneM

where M = {u € R7 | d(p) > —oo} is the domain
of d. As with (P-CSL), D* takes values on the extended
real line R U {oo} and D* = oo whenever (P-ECRM)
is infeasible, i.e., for all @ €& © there exists ¢ such
that NL ij:l Ci(fo(n,),yn,) > ci.

There are two ways of viewing || The first is to
consider it as the dual problem of (P-ECRM) (see Figure[I). In
other words, to consider the dual of the empirical counterpart
of (P-CSL)). However, due to the non-convex nature of these
problems, it is hard to relate their value beyond the fact
that (TT) is a relaxation of (P-ECRM), so that D* < P*.
An alternative view that will turn out to be more fruitful is
to consider as the empirical counterpart of the dual
problem of (P-CSLJ), namely,

D* = d
max (k) (D-CSL)
solved over the domain M of the dual function
d(p) = min L(6, ) (12)

6co

for the Lagrangian

L(0, ) = E(z,y)~o, [‘30 (fo(=). y)]

+ i Hi (E(wyy)NSm [gi (fo(), y)} - CZ->.

i=1

13)

Figure [T] provides an overview of the optimization problems
defined in this paper and their relation.

Observe that while the empirical Lagrangian (I0) has a
form reminiscent of the regularized formulations often used
to tackle learning under requirements, the weights (dual vari-
ables) p are optimization variables in rather than
constants (adjusted by trial and error or cross-validation).
Also note that while is exactly the dual problem
of (P-ECRM)), their non-convex nature implies that D* is a
lower bound on P* (weak duality [33]]), but not necessarily a
tight one. This is therefore not enough to establish the near-
optimality (6) required by PACC learnability.

Nevertheless, the main result of this section (Theorem [I])
establishes that is indeed a near-PACC learner under
the following assumptions:

Assumption 1. The losses 4;(-,y), @ = 0,...,m, are M-
Lipschitz continuous functions for all y € ).

Assumption 2. For i = 0,...,m, there exists (;(V,d) > 0
monotonically decreasing with N such that

N
Eo [:o(@). )] — 5 3 bilfoln), 32)| < GIN,0)

(14)
for all & € O, with probability 1 — § over independent
draws (@, Yn) ~ D;.

Assumption 3. There exists v > 0 such that for each ¢ € H =
conv(H), the closed convex hull of H, there exists a 8 € ©
for which

Es, [[6(2) - fo(@)[] < v.

The closure is taken with respect to the total variation mea-
sures (I5) induced by the distributions D;.

15)

Assumption 4. There exist 8”, 8’ € © such that fy and for

are strictly feasible for (P-CSI)) and (P-ECRM) respectively,
i.e., such that, forall ¢ =1,...,m,

]Egi [Zl (fB'(:c)vy)] <c¢i—Mv-¢,

1 &
ﬁ Z Ez(fé'($ﬂ1)7yn1) S Ci — f,

nizl

with M as in Assumption [I} v as in (I3), and £ > 0.

Assumption [2] is known in learning theory as uniform
convergence. It is often used to prove PAC learnability, though
they are not equivalent: is sufficient, but in general not
necessary, for PAC learnability [4]. While it may appear strict,
it can be replaced by, e.g., a bound on the VC dimension or
Rademacher complexity (Definitions 2}H3).

Proposition IIL.1. Let dyc and Ry be upper bounds on the
VC dimension and Rademacher complexity of ‘H with respect
to ¢; respectively. Then, (T4) holds with

¢i(N,0) = B\/Jif {1 + log (4(2](\;)(%)] or (16a)

log(1/4)

2N

G(N,8) =2BRy + B (16b)



Proof. See [J3| eq. (3.26)] for (T64) using the fact that log(z) >
1 — 1/x. While guarantees based on Rademacher complex-
ity are typically stated as one-sided bounds [5, Thm. 3.3],
their proof are based on symmetrization arguments and can
therefore be extended to yield the two-sided bound obtained

from (T4) and (T6D). |

Whereas Assumption [2] limits the complexity of the
parametrization, Assumption [3] requires that it still be suf-
ficiently rich, in the sense that it is a fine cover of its
convex hull or equivalently, of the underlying function space
it parametrizes. This occurs, for instance, when fg is a
neural network (parametrizing the space of continuous func-
tions, see, e.g., [59]) or a finite linear combinations of
kernels (parametrizing a reproducing kernel Hilbert space,
RKHS [25]]). In both cases, the parametrizations satisfy a
uniform approximation condition that is stronger than the total
variation requirement in (I3). Assumption [4] guarantees that
the constrained problems (P-CSL)) and (P-ECRM)) are feasible
and that their dual problems are well-posed. Observe, once
again, that the losses ¢; need not be convex.

The main result of this section is collected in Theorem
For clarity, it focuses on the classification setting, i.e., finite ).
The regression case is considered in Appendix In what
follows, we say a measure m is non-atomic if it does not
contain Dirac deltas, i.e., if for every measurable set X of
positive measure (m(X’) > 0) there exists a measurable ) C
X such that m(X) > m()) > 0. Additionally, we say the
function space F is decomposable if for every ¢, ¢’ € F and
measurable set Z, it holds that qB € F for

Z(o) — o(x), ze€Z
o) {¢'<x>, ef 2

Lebesgue spaces (e.g., Lo or L) or more generally Or-
licz spaces are typical examples of decomposable function
spaces [[60].

We further introduce a functional version of (P-CSL),
namely,

Pr=min Eiyo, [(o(0(),)]
subject to  E (g y)~o, {gi(d,(m)’y)} <. (PCSL)

1=1,...,m,

where H = conv(H) denotes the closed convex hull of the
hypothesis class H induced by the parametrization fo (as in
Assumption [3)). Its dual problem is defined as

D* = max min L(¢,p) = max d(p),  (D-CSL)
HeM

pEM ¢EH

where M is the domain of d(p) = minge g L (¢, w), for the
Lagrangian

L(g, 1) = Ea, [to(6(2). 3)
+ i_n: Ni(Ei)i [&‘ (p(), y)} - Ci)-

Notice that L(0, ) = L(fg, p) for the Lagrangian of (P-CSL)
in (T3).

A7)
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Figure 1. Overview of the relation the learning problems studied in this work.

Theorem 1. Let either

(a) the function {; be convex for i =0,...,m; or

(b) Y be finite, the conditional random variables x|y induced
by the ©,; be non-atomic, and conv (H), the closed convex

hull of ‘H, be decomposable.
Let i* be a solution of the dual problem with
finite D*. Under Assumptions there exists 0* €

argming.g L (6, fi*) such that, with probability 1—(3m~+2)J,

’P* DY <1+ A)Mr+0) and

Ep. {Ei(fé*(m),y)} < i+ G(N,S), foralli, (18b)

where P* is the value of (P-CSL), { = max; (;(N;,9),
and & = max(|ull, A% NASlL) < C for some
constant C < oo, where p* is _a solution of

and fu;, € R maximizes d,,(p) = d(p) + Mv |||, for d(p)
as in l)

We postpone the proof of Theorem [I] to the next sec-

tions (Sections MI-C) to discuss its results. Theorem [I]

provides joint optimality—feasibility generalization guarantees
for solutions of the empirical dual problem (D-CSL) (as long

as they exist). In particular, it implies that near-PACC solutions
of the constrained learning problem can be obtained
using |MD an unconstrained optimization program.

(18a)

Corollary 1. Let the VC dimension or Rademacher complexity
of H with respect to each {; be finite for all distributions 9;.
Then, M is near-PACC learnable with respect to {ly, ({;,¢;)}
for eg = O(Mv).

Note that these results hold even for non-convex losses under
some mild conditions on the distributions and the hypothesis
class. Theorem [I| however, does not show how to obtain
solutions of . We address this point in Section
The guarantees in Theorem [I] are dictated by three factors:

(a) the sample size, (b) the difficulty of the learning problem,
and (c) the richness of the parametrization.

(a) Sample size. The estimation errors (; decrease as the
sample size N increases (Assumption [2). In fact, if the
complexity of the hypothesis class is bounded in the
sense of Proposition then they decrease at the classi-
cal 1/v/N rate. This has a direct impact on both the near-
optimality and approximate feasibility of the problem. In
fact, note that if the ©; are conditional distributions of D,
N; can be considerably smaller than Ny, jeopardizing
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our ability to impose requirements. This is particularly
critical for classes that are minority in the sample set (see,
e.g., the fairness example in Section [V). The estimation
errors also depend on the probability of success, which
decreases with the number of constraints m. This effect is
often negligible since generalization bounds are typically
logarithmic in § (see Proposition [III.1)).

Difficulty of the learning problem. By difficulty, we mean
the sensitivity of the learning problem to its constraints.
This is embodied by the well-known sensitivity interpre-
tation of the dual variables [|57]], which can be formalized
here due to the lack of duality gap of (see
Proposition [IL.2). Thus, A in effectively quantifies
how stringent the constraints are for the learning problem
in terms of how much performance could be gained by
relaxing them. Notice that it only affects the value of the
problem, illustrating the priority of requirements over cost
in constrained learning.

Richness of the parametrization. The remaining source
of error is the approximation capability v of the
parametrization. It is worth noting that richer parametriza-
tions (smaller v) typically involve more parameters, which
in turn increases the complexity (e.g., VC dimension,
Rademacher complexity) of their hypothesis class and,
consequently, ¢; (see Proposition [IIL.I). This leads to
the classical bias—variance trade-off from unconstrained
learning. In constrained learning, however, we find a
three-way trade-off that also involves the requirement
difficulty. Scarce data therefore motivate not only the use
of lower complexity parametrizations, but also constraint
relaxations, both of which would lead to solutions that
generalize better.

The proof of Theorem [I]is carried out in three steps mapped
in Figure 1} First, we analyze the duality gap of the functional
problem (Section Proposition , showing
that strong duality holds even when the ¢; are non-convex.
The motivation for using this functional problem lies in the
observation that if the parametrization is rich enough, i.e.,
if 7 is similar to 7, then we expect the solution of
to be close to that of . Our second step quantifies
this statement by bounding the error due to the use of a non-
convex hypothesis class (the approximation gap, Section[[II-B]
Proposition [IIL3)). Finally, we study the effect of approxi-
mating expectations by sample averages (the empirical gap,
Section Proposition [[IT.4). Since some of these results
may be of independent interest, we briefly discuss each of
them in the sequel.

(b)

©

A. The duality gap

When the ¢; are convex, it is well-known that the value
of the_dual problem attains the value of the pri-
mal , ie., D* = P*, under some constraint quali-
fication (e.g., Assumption ) [33]]. The next result shows that
under mild condition on the distributions ©;, this equality
holds even if the ¢; are non-convex. We note that, besides
being the first step in the construction of Theorem [T} this
result has also been used in other contexts (see, e.g., [S1]],
(611, [62]).

Proposition IIL2. Suppose there exists ¢ € H such
that Bz o, [6i(¢' (), y)] < ¢ for i = 1,...,m. Under

conditions (a)—(b) of Theorem (P-CSL) is strongly dual,
ie, P*= D*.

Proof. See Appendix [Al [ ]

Hence, even if lb is a non-convex program (e.g.,
in the rate-constrained learning example of Section [V), it
remains strongly dual under mild conditions. In particular,
if the conditional x|y induced by the distributions ®; are
non-atomic, i.e., do not contain Dirac deltas (see, e.g., the
distributions in Example [1), and H is decomposable (e.g.,
some convex subset of Ly or Lg).

Condition (b) from Theorem E] requires ) be finite, i.e.,
this result holds for classification problems. We address the
regression case, i.e., continuous output y, in Appendix [B]
using a stronger uniform continuity assumption on the losses.
The regression case can then be approximated arbitrarily well
by a sequence of ever finer classification problems yielding
the required strong duality result (Proposition [B.I). A similar
approach is used in the construction of regression trees [|53].

B. The approximation gap

Whereas_Proposition shows there is no duality gap
between and , we are interested in the
parametrized problem (P-CSL) rather than these infinite
dimensional ones. The next step towards the empirical
dual || is therefore to determine the error incurred from
using H instead H, i.e., D* — D*.

Notice that is both the dual problem of
and a parametrized version of , so that the approx-
imation gap between D* — D* also informs the duality gap
between P*— D* (Figure[I). As long as the parametrization is
rich enough, we should expect both to be small. This intuition
is formalized in the following proposition.

Proposition IIL3. Ler p* be a solution of (D-CSL). Under
the conditions of Theorem there exists a feasible 0% ¢

argming.q L(6, ") and the value D* of obeys
P — (1 +lapll)My < D* < P, (19)

for P* as in (P-CSL)) and fi;, € R maximizing dy(p) =
d(p) + Mv |||, for d(p) as in (D-CSL)).

Proof. See Appendix [C] [ |

Despite being finite dimensional, remains a sta-
tistical problem. Hence, though Proposition [[II.3| establishes
that its solutions are (P-CSL))-feasible and near-optimal, they
remain uncomputable without explicit knowledge of the dis-
tributions ®,. Observe, however, that the objective function d
of involves an unconstrained statistical problem. We
have therefore done most of the heavy lifting and can now rely
on the uniform bounds in Assumption [2] (or Proposition [[TL.T).

C. The empirical gap

The final stei to transform (D-CSL) into the empirical dual

problem (D-CSL) is to turn the statistical Lagrangian into



the empirical (T0). The estimation error incurred in this step
is detailed in the next proposition.

Proposmon 4. Let 1* be a solution of 1) with
finite D*. Under the Condmons of Theorem I there ex-
ists 0* € argmingeg ﬁ(@, [1*) that is probably approximately
feasible and near-optimal for (P-CSL). Explicitly, it holds with
probability 1 — (3m + 2)d over the samples drawn from the
distributions ©; that

|D* — f)*| <(1+A) and
Eo, {éi( g*(ﬂﬁ),y)} < ¢ + Gi(N;).

(20)
21

where C max; (; (N, ) andA max(||p* |y, [|[2*],) for p
and fi* solutions of (D-CSL)) and (D-CSL) that achieve D*

and D*, respectively.

Proof. See Appendix [ ]

Theorem [I] is obtained directly from Propositions [III.
I11.4] using the triangle inequality. Observe that the order
in which these transformations are applied to is
crucial (Figure [I). If we were to begin by replacing the ex-
pectations in with sample averages, we would obtain
a functional version of (P-ECRM). However, generalization
guarantee would then require H to be PAC learnable, which
is considerably stricter than for . In particular, while H may
have finite VC dimension, H generally does not. We could try
to overcome this issue by parametrizing (P. first, but that
would simply lead us back to (P-CSL)) for which strong duality
does not typically hold since it is a non-convex optimization
problem.

One concern that may arise is that the upper bound in (20)
depends on the Lagrange multipliers p* and 1*, whose values
are not known a priori. In particular, the value of * could
depend on N; in such a way that does not vanish as
the number of samples grows. In that case, the empirical dual
problem would not be a near-PACC learner (Definition [).
This is, however, not the case. Indeed, the existence of strictly
feasible solutions (Assumption [d) implies an upper bound on
the size of the Lagrange multipliers. We collect this classic
result from the optimization literature in the following lemma.

Lemma IIL1. Let p*, g*, and ﬁ: be optimal solutions
of (D-CSL), (D-CSL), and maxycrrm d(p) + Mv |||, re-
spectively. Then, & = max(||p |, » [, IA2ll,) < B/&
for & as in Assumption

Myl

Proof. We prove the bound for the empirical case since the
same argument follows for p* and 1. By definition of the
empirical dual function (T, it holds that

D* =d(p*) < — Z o (fo(Tng): Yno)

’nol

m
2
=1

Ni

Z éz f@ mm) ym) —Cif,

nl—l
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Algorithm 1 Primal-dual constrained learning

1: Inputs: number of iterations T € N, step size n > 0, and
N; samples (Zy,,Yn;) ~ D;, for i =0,...,m

. Initialize: p(®) = 0

for t=1,...,T

4: Obtain 8~ such that

7 (ot—1) <H>) < ( (t— 1))
L(@ b Gnel%Rr}’L 0, +p

W N

5: Evaluate constraint slacks

s =N Zé foe—0(®n,),yn;) — ci

n;=1
6: Update dual variables

0= 1

D s Y]
+

7: end

for all @ € ©. Using the strictly feasible point 6’ from
Assumption E] and the fact that > € R, we further obtain

D* < Fo Z Co(far(@ng)syno) — 041 € (22)
no= 1
To conclude, notice that
D* > d(0 — Y Llo(fo(®ny)s Yn
> d(0) = min No Zl 0(fo(@ny), Yno)-
no
and use the fact that ¢y is [0, B]-valued. ]

IV. A CONSTRAINED LEARNING ALGORITHM

We have argued that (D-CSL)) is preferable to (P-ECRM)

for learning under requirements because it is unconstrained.
That is not to say that is easy to solve. But it is
certainly not harder than classical ERM. In this section, we
show that this is the case by describing a practical algorithm
to (approximately) solve that only requires (approx-
imately) solving unconstrained learning problems.

Start by noticing that the outer maximization is a convex
optimization program. Indeed, the empirical dual function
defined in is the pointwise minimum of a set of affine
functions and is therefore concave [33]]. Additionally, its
(sub)gradients can be easily computed by evaluating the con-
straint slacks at the minimizer of empirical Lagrangian L (63
Ch. 3]. The main challenge in is therefore solving
the inner minimization in (TT).

Note, however, that this minimization is a classical, uncon-
strained ERM problem. In fact, it is equivalent to solving an
instance of a regularized learning problem. Hence, despite
the (possible) non-convexity of the Lagrangian (I0), local
minimizers can be found using, e.g., gradient descent, when
the losses and parametrizations are differentiable (i.e., most
common machine learning models). In fact, there is ample
empirical and theoretical evidence that stochastic gradient
descent can find good local minimizers for deep learning
models such as (convolutional) NNs [39]-[41]], [58]]. This is in
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contrast to for which even obtaining a feasible 0
can be intricate.

Algorithm [I] takes advantage of this fact to approximate
the solution of the constrained learning problem by
alternating between minimizing the empirical Lagrangian L
from with respect to 8 for fixed dual variables p and
updating the dual variable using the resulting minimizer.
Observe that step 3 requires that we obtain a p-approximate
minimizer of the empirical Lagrangian. The following theorem
shows that, if this is possible, then Algorithm E] yields a near-

optimal solution of (P-CSL).

Theorem 2. Let M* = = argmax,cgm (i(u) be the set
of Lagrange multlplters of ( m and define_U,
inf pemr ||,u|| Under the conditions of Theorem |I} Uy is
finite and the primal-dual pair (B(T_l),u(T_l)) obtained
after running Algorithm |l| for

T= {QnM —‘ + 1 steps
with step-size B
2¢
< 23
[y (23)

satisfies
’P* - i(eﬂ—l), u<T‘1)) ‘ <p+(24+A)(Mrv+C) (24)

with probability 1 — (3m + 2)8 over sample sets, for A and
defined as in Theorem [I|

Proof. The proof is follow similarly to [2, Thm. 3]. Though [2]
assumes convexity of the ¢;, the proof itself relies only on
strong duality, which holds here due to Proposition For
completeness, a revised argument is provided in Appendix [E]

]

Theorem [2] bounds the error of Algorithm [I] in esti-
mating P*, the value of the learning problem (P-CSL).
In Theorem [2] the number of iterations 7' and the step
size m are chosen so as to converge to a neighborhood of
size O(A(C_ +M 1/)) since this is the statistical error incurred
by the dual learner (Theorem [I)). Solving the empirical dual
problem beyond that point would not improve the quality
of the estimate. Naturally, while Theorem E] can be used to
guide the choice of these parameters, their values are typically
determined in practice by trial-and-error and cross-validation.
Indeed, (@) and (23) depend on parameters of the learning
task that are often hard to estimate, such as the Lipschitz
constant M/ (Assumption [I)), the empirical errors ¢; (Assump-
tion [2)), and the approximation quality v (Assumption [3).

It is worth noting that (24) is a guarantee on the de-
terministic primal-dual pair (8"~ p(T=1)) as opposed to
the randomized guarantees typically provided, e.g., in fair
learning [10], [12], [14]. Still, Theorem E] only provides
guarantees on approximating the value P*, which is typically
not the goal in learning. It does nor state that 8T~ is near-
optimal or even approximately feasible. This issue, known as
primal recovery, is not specific to constrained learning and is a
fundamental limitation of duality in general [33]], [64]. While
the experiments in Section |V]| suggest this is not a major issue

in for typical learning problems, we next provide optimality
and feasibility guarantees when randomizing over the iterates
Algorithm

Theorem 3. Let ¢; denote the empirical distribution
over {0(7)} generated by Algorithm ort=0,...,t—1,ie.,
¢, is obtained by sampling from {6, 0"} uniformly at
random. Under Assumptions [2| and[4) it holds with probability
at least 1 — 3(m + 1)6 that
2C
Eo,omer [(i(fo(@).9)] S et GIV) + 2 250
foralli=1,... ,m.If all the conditions of Theorem[l|are met

and the step size is chosen as in 23), then we simultaneously
have

Eo,0ner | fo(fo(@), y)| < P*+p+(2+28)(Mv-+0). (25b)
Proof. See Appendix [H [ |

Whereas Theorem [2] only dealt with the value of (D-CSL),
Theorem [3] provides guarantees simultaneously on the value
and feasibility of a randomized solution obtained by sampling
the iterates @) uniformly at random. It is worth contrast-
ing this result with those obtained in the context of rate-
constrained learning. In particular, [10]], [12]] obtain random-
ized solutions by directly optimizing a distribution over ©.
Doing so lifts (P-CSL) to a linear program for which strong
duality holds [33]. We showed in Theorem E] (more precisely,
Proposition that this is, in fact, not necessary in the
context of constrained learning (see Section for more
details on the rate-constrained case).

In fact, this is not necessary in general when considering
randomized solutions. This is the approach taken by [14].
However, [14] does not consider the issue of generalization,
tackling directly. Here, however, we are interested
in solving (P-CSI)), i.e., obtain a solution that generalizes to
the population in the PACC sense (Definition [)). Thus, we
need only solve the dual to within the statistical error described
in Theorem [I| which allows us to use a fixed step size and
obtain faster rates.

A common point between these previous works and Algo-
rithmE]is the use of an (approximate) oracle (step 3). It is often
the case that an iterative procedure, such as gradient descent,
underlies this oracle and the cost of running this procedure
until convergence (or even until a good solution is obtained)
can be prohibitive. A common alternative is to adopt an Arrow-
Hurwicz-style approach in which the primal variable 8(*) and
the dual variables p(*) are updated iteratively [65]. While the
convergence guarantee of Theorems [2H3| no longer holds in
this case, good results are observed in practice by performing
the primal and dual updates at different timescales, e.g., by
performing step 3 once per epoch. We showcase these results
next.

V. APPLICATIONS

This section illustrates how constrained learning can be
used to formulate and tackle two learning problems: robust
and fair learning. The first example (Section showcases



how can be used to address the nominal accuracy vs.
adversarial robustness trade-off. While the losses used in this
example are convex (cross-entropy loss), the parametrization
is nonlinear (convolutional NN, CNN), rendering
non-convex. The second example (Section tackles a
rate constrained problem from fairness. In this case, we use
a logistic model so that the objective is convex, but the
constraints involve a non-convex indicator function (0/1 loss).
The discontinuous nature of this function poses additional
issues that we address in under a margin assumption using
a smooth surrogate (sigmoidal function).

A. Constrained learning with convex losses: Robust learning

Robustness is a well-known issue affecting modern machine
learning models, especially CNNs. It is in fact straightforward
to construct small input perturbations that drastically change
the model output. Indeed, even perturbations as small as 1%
of the pixel range can drop the accuracy of a trained model
from above 85% to below 15% (see “Classical training”
in Figure 2). To this end, numerous approaches have been
proposed based on robust optimization [16] and statistical
smoothing [66]], [67]. Yet, a growing body of empirical evi-
dence has shown adversarial training to be the most effective
way to obtain robust classifiers, essentially by training models
on perturbed data rather than directly using the sample set [15]],
[16], [29], [34]], [68]]. Namely,

minimize Eg )~ [50 (¢(53)a y)] ’

nin (PIV)

for some adversarial distribution 2 induced by taking £ =
x + 6 for some ||4]|,, < e. While this approach is now
ubiquitous, it often results in classifiers with poor nominal
performance [[69]], [70] (Figure [2)).

In practice, penalty-based methods combining both clean
and perturbed data, i.e., the objectives of and (PIV),
into a single loss function are often used to overcome this
issue [17], [71], [72]. However, while empirically success-
ful, these methods cannot guarantee nominal or adversarial
performance outside of the training samples. As we have
mentioned before, classical learning theory [3]-[5] provides
generalization bounds only for the aggregated objective and
not each individual penalty term. Additionally, the choice of
the penalty parameter is not straightforward and depends on
the underlying learning task, making it difficult to transfer
across instances and highly dependent on domain expert
knowledge. To complicate things further, it may even be
necessary for this parameter to evolve during training, as we
illustrate next.

Similar to [2f], we can use constrained learning to tackle this

problem by using to write

minimize K)o [60 (fo (z), y)}
oco (PV)
subject to  E(z,)~a Vo (fe(fz)»y)} <ec

In words, (PV) seeks a model with the best possible perfor-
mance on nominal data (distribution ) among those models
that have good performance under corrupted data (distribu-
tion 2). When the distribution 2 is fixed a priori, (PV)
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Figure 2. Trade-off between nominal and adversarial accuracy for models
trained using classical [@, circles], adversarial [, triangles and squares],
and constrained [ , stars] learning. Here, “nominal accuracy” stands
for Eo [€o(fe(x),y)]. where D is the natural, unperturbed distribution of the
images, and “adversarial accuracy” stands for Eg [Zo( fo(x), y)], where 2
incorporates worst-case perturbations of the input data for the classifier
approximated using PGD [15].

formulates a problem of out-of-distribution generalization. For
adversarial learning, 2 depends on the model fg and can be
quite intricate to determine or even sample from [[73]]. While
constrained learning can also be used to tackle this issue, this is
beyond the scope of this work (see [74]]). Still, though we may
not be able to sample from the worst-case 2, we can sample
from distributions induced by different attacks developed in the
literature, such as FGSM [29]] or PGD |[15]], and use the theory
and algorithm developed in this work to obtain robustness
guarantees against these distributions 2, regardless of whether
they are adversarial.

We begin by training a ResNetl8 [75] to classify images
from the CIFAR-10 dataset using ADAM with the same
settings as [76] and batch size 128. We reserved 100 ran-
domly sampled images from each class for validation. The
unconstrained classifier trained over 100 epochs reached it
best accuracy over the validation set after 82 epochs, which
corresponds to a nominal test accuracy of 85.4% (Figure [2).
However, when the input is attacked using PGD [15]], the
accuracy falls below 15% already for ¢ = 0.01. In all tests
below, we apply PGD for 50 iterations with a step size
of €/30 and display the worst result over 10 restarts. Although
adversarial training is able to achieve adversarial accuracy up
to four times better (after 300 training epochs), it does so at the
cost of deteriorating the nominal performance (Figure2)). Next,
we use to illustrate that better trade-offs are possible.

To do so, we use Algorithm [I] to solve sampling
from 2 using PGD with £ = {0.01,0.02}, ADAM with step
sizes {1072,1073} (all other settings as in [76]) for step 3,
and updating the dual variables (step 5) once per epoch, using
ADAM with a step sizes of {1072,107%} (all other settings
as in [76]) and ¢ = {0.1,0.4}. These constraint values c
were chosen by trial-and-error to achieve specific values of
adversarial accuracy. Different values would lead to differ-
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ent compromises between nominal and adversarial accuracy
that may be more appropriate for different applications. To
accelerate training, we use a much weaker attack running
PGD without restarts for only 5 steps with step size /3.
The result is a considerably more robust classifier that has
better nominal performance than the classifier obtained using
adversarial training, i.e., (PIV). Due to the interactive dynam-
ics of the primal-dual, however, training these classifiers can
require 2 to 5 times the number of epochs needed to perform
adversarial training, depending on how hard the constraints are
to satisfy (Figure [3). This gap can be reduced by tuning the
parameters of the algorithm and/or using faster optimization
methods. Such improvements are left for future work.

Note that, despite the similarities between
Algorithm [I] (step 3) and penalty-based methods, a key
distinction is the fact that the dual variable p is adaptive as
opposed to a fixed parameter. This distinction is at the core of
the generalization results in Section [III| and leads to learning
dynamics with more flexibility to explore the optimization
landscape. Figure [3] illustrates this observation by displaying
the evolution of the dual variable p(®).

Figure [3p shows that, while the value of p is small at the
end of training (between 0 and 0.5), i.e., that the adversary has
almost no influence on the training objective by the end of the
learning process, its value rises above 200 in the first phase of
training in order to meet the robustness constraint (Figure Eh).
It has in fact been observed empirically that restricting ad-
versarial training to the early stages of learning can lead to
more robust models [[77], [78]]. Here, however, this behavior is
not heuristic and arises naturally from solving the constrained
problem using Algorithm [T}

Finally, the fact that the dual variable grows only to then
approach zero suggests that the adversarial constraint is used
to initially guide the model to a favorable region of the
optimization landscape, where little to no input from the
constraint is required. Figure [] showcases this effect by using
the constrained solution as a warm start and training using
only the nominal loss, i.e., (PI) (using ADAM with the same
settings as [76]). The resulting model (Warm start), while less
robust than the constrained solution, is stronger than a model
trained from a random initialization (Random initialization).
This shows that, in this particular example, there exist minima
of the nominal loss that are more robust to adversarial attacks,
though they may not be easy to access by local search from
a random initialization.

B. Rate-constrained learning: Fair classification

Rate constraints, or more precisely probability or chance
constraints, have been used in statistics at least since Neyman-
Pearson [38]]. In learning, they have garnered attention due
their central role in fairness, although they have also been
used to control classifier performance, such as its coverage,
precision, or accuracy [8]], [LO], [12], [[14]. Explicitly, a rate-
constrained learning problems is written as

Py =min  Es,[lo(fo(@).y)]
subject to  En, [1(g:(fo(@).y) = 0)] < .

(P-RCL)
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Recall that I(£) denotes the indicator of the event &, i.e.,
I(£) = 1 if € and zero otherwise. The constraint in (P-RCL))
is therefore equivalent to Pro, [g;(fo(x),y) > 0] < ¢;.

Rate constraints are challenging due to their non-convexity
and non-differentiability. Hence, generalization guarantees are
often obtained by modifying to optimize for a dis-
tributions over © (e.g., [10], [12]). The resulting problem is
a linear program that lends itself to convex analysis tools.
In contrast, the theory and algorithms from Sections [IT|
and [IV] can be applied to (P-RCL) directly, despite its non-
convexity, as long as the hypothesis class H obeys the uniform
convergence property from Assumption 2] In the case of
binary classification problems, i.e., when g;(z,y) = zy or
simply ¢;(z,y) = z, this is equivalent to having finite VC
dimension or being PAC learnable [4, Thm. 6.7].

The main obstacle to applying Algorithm [I] to (P-RCL) is
that the Lagrangian of (P-RCL) is not differentiable. Indeed,
the dual variables updates (steps 4 and 5 in Algorithm |I)) use an
approximate Lagrangian minimizer (step 3), which can be hard
to obtain without differentiability. Additionally, while Theo-
rem [3] ensures near-feasibility for Algorithm [I] even for non-
smooth losses, our near-optimality results rely on smoothness.
To overcome this issue, we obtain the approximate minimizer
in step 3 by using a smooth surrogate of the indicator function,
e.g., a sigmoid. Explicitly, consider the empirical dual problem



of (PRCT)

D = max dgr(p),

max (D-RCL)

where dp(p) = mingeco Lp(6, ) for the empirical La-
grangian

Lr(6,p) Z Co(fo(ny), Yno)

+Z,LLZ l N Z (gl(fo(mnl)aym)) Ci]
n;=1 (26)

To overcome the discontinuous nature of the indicator in (26)),
we replace it in step 3 of Algorithm [I] by

N.

(0 lj/ NO Z 60 f9 wno) yno)

’n(]l

N;
+Zul [ N, > olgilfo(@n.),yn,)) cz'] :
e @7
for some surrogate o, such as the sigmoid
olz)=[1+e ], a>1. (28)
This is a typical approach in the statistics (e.g., logistic

models) and learning literature [8[], [14], [[79], [80]. In par-
ticular, it was applied to rate-constrained learning in [14]. In
contrast to Algorithm [I] their algorithm is based on Fritz-
John conditions [81]] and a more complicated no-swap-regret
dual update (replacing steps 4 and 5). They obtain feasibility
results similar to those in (23a) (Theorem [3)), but prove near-
optimality only with respect to the value of the surrogate
Lagrangian (27). Under a margin assumption, it is possible
to derive a guarantee directly with respect to the value

of (PRCT).

Assumption S. Foralln; =1,...,N;,i=1,...,m,and pp €
R?, it holds that
max{‘gi (fg;({(”)(wnq%ynl) s (fel(u)(mnl)’ynl) } 2(;9)

for the Lagrangian minimizers 6’ (1) € argmingee Lr (6, 1)
and 6 (u) € argming_g L, (6, p).

The following proposition shows that minimizing the surro-
gate Lagrangian (27) yields an approximate minimizer of the

Lagrangian (26).

Proposition V.1. Under Assumptlon@ it holds for all p € R’
and 0% (p) € argming.g L, (0, ) that
L (6} (p), ) < min Lp(6, ) +2 |lull, (1=0(7)).  (30)

Proof. Let 6} r(p) € argmlngee Lr(8, ). Then, by optimal-

ity, notice that L (OT ) — Lo (65, ) >0 to get
Lp(6, p) — min Lp(6, p) < Lp(6], p) — Lo(6]. 1)
Eo(oj%v B — ER(O}L{v B).
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Using the definition of the Lagrangians in (26) and (27) then
yields

O'(gi(fgj2 (2n), yn)) —1 (gz(fg}‘? (n), yn))

L(9:(foy (@), 9a)) = (95 gy (@a). ) |-

Using (29) yields the desired bound. [ ]

To illustrate the use of rate constraints in learning, we
consider a fair classification application around the COMPAS
dataset [82] (data preprocessing details can be found in [2]).
The goal is to predict recidivism based on a person’s charac-
teristics and past offenses. Yet, while the overall recidivism
rate in the dataset is 45.5%, this rate is 52.3% for African-
Americans, which compose more than half the sample set (Fig-
ure [5). Considering how this data was collected (based on
arrests), we may expect this disparity to be due to sampling
bias.

Unconstrained, a logistic classifier exacerbates this skew-
ness. While its test accuracy is 68.5%, it predicts an overall
recidivism rate of 38.4% (the actual rate on the test set
is 45.7%) while maintaining the African-American group rate
at 52.2% (Figure . This classifier was trained over a random
sample containing 80% of the dataset using ADAM [76]
for 1000 epochs with batch size of 128 samples, learning
rate 0.2, and all other parameters as in the original paper.
While we use a logistic classifier, the same results are obtained
for a single layer feed-forward neural network.

To overcome this issue, we impose fairness requirements
during learning. More specifically, we use an asymmetric form
of statistical parity that only upper bounds the difference
between each protected group and the overall recidivism rate.
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Explicitly,
minimize E[ﬁ o(x ]
0co O(f ( )ay)

subject to IE[]I [fo(x) > 0.5] ’Race = r} (PVI)

<E[1[folx) > 05]] +0.01,

where ¢ is the negative log-likelihood of the logistic distribu-
tion and r = {African-American, Caucasian, Hispanic, Other}.
In other words, the final classifier is required to predict
recidivism within each group at most 1% above the rate at
which it predicts recidivism in the overall population.

We solve (PVI) using a logistic classifier for fg trained
with Algorithm [I] over 7' = 1000 epochs. For step 3, we
used ADAM with the same hyperparameters as above and a
sigmoidal approximation for the indicator function. Explicitly,
we replaced I [fg(xz) > 0.5] by o[8(fe(x) — 0.5)], where o
denotes the sigmoid function. After each epoch, we updated
the dual variables (step 5) also using ADAM with step
size 0.001. The results are shown in the last row of Figure [3}

Notice that compared to the unconstrained model, the pre-
dicted recidivism rate over the test set remains almost the
same (38.9%), but the rates within each group are now more
homogeneous. For instance, the rate for African-Americans
is now only 1.5% above the cross-race average. In contrast,
the model now predicts recidivism for Caucasians at a higher
rate, from 24.07% in the unconstrained model to 39.8%, closer
to the actual rate in the data set (39.1%). In fact, the main
difference between the constrained and unconstrained models
is their distribution of false negatives (Figure [6). Indeed,
while the unconstrained model implicitly inflates the false
negative rate for Caucasians, the constrained model explicitly
does so for African-Americans instead. Doing so balances the
predicted recidivism rates while maintaining essentially the
same overall accuracy (Figure [3).

Using a logistic classifier allows us to interpret its coeffi-
cients as odds ratio and analyze the difference in predictive
behavior between the constrained and unconstrained models.
The coefficients with largest changes are displayed in Fig-
ure [7} Note that while the original model estimates that being
African-American increases your chances of recidivism by

(S

I Unconstrained
Constrained

Odds ratio

Figure 7. Dual variable relative to the fairness constraint.

almost 30%, the constrained model compensates for the dataset
biases by instead decreasing the probability by 40%. The
opposite effect occurs in the Caucasian group (leading to the
difference in false positives displayed in Figure [6). The model
also compensates for the individual having a large number of
priors, a group composed mostly of African-Americans in the
sample (69%).

VI. CONCLUSION

This work developed a constrained counterpart of classical
learning theory and showed that statistical requirements can be
explicitly imposed on learning problems by means of empirical
dual learning. In doing so, it reduced the original constrained,
statistical problem (the one we want to solve) into an uncon-
strained, deterministic problem (one we can solve). In contrast
to penalty-based approaches, it proves that this method yields
near-optimal, near-feasible solutions by bounding the duality,
parametrization, and empirical errors under mild conditions.
Based on this result, it then proposed a primal-dual algorithm
to tackle the empirical dual problem. Robust and fair learning
applications are used to showcase the usefulness of these
developments. We believe this work provides a principled,
practical framework for tackling learning under requirements,
crucial for critical applications in the social, industrial, and
medical fields. Some of its theoretical results may also be
useful in the analysis of other forms of learning (see [83] for
examples in reinforcement learning).
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APPENDIX A
PROOF OF PROPOSITION [ITL.2E THE DUALITY GAP

_When the function ¢;, i = 0,...,m, are convex [(a)],
is a convex optimization problem. Under Assump-
tion E], known in this context as Slater’s condition, its strong
duality is a classical result from convex optimization the-
ory [33, Prop. 5.3.1]. The following therefore focuses on
the proof for the case in which these functions are not
convex [(b)]. _

Start by recalling that the dual problem is a
relaxation of its primal and therefore provides a lower
bound on its optimal value. Explicitly, D* < P* 33| Chap. 5].
Hence, it suffices to prove_ that D* > P*. We do so by
showing that even though is a non-convex program,
the range of its cost and constraints forms a convex set under
the hypotheses of the proposition. Explicitly, define the cost-
constraints epigraph as

C= {(so,s) e R™H! ’ 3¢ € H such that

E[fo(¢(2),y)] < s0 and E[6i(6(2).9)] < s:f. (D)

where the vector s € R™ collects the s;, ¢ = 1,...,m.
For conciseness, we omit the distributions over which the
expectations are taken whenever they can be inferred from
the context. Then, the following holds:

Lemma A.1. [f the conditional random variables x|y induced
by the distributions ®; are non-atomic and Y is finite, then
the cost-constraints set C in (31)) is a non-empty convex set.

Before proving Lemma [A.T] let us show how it implies

strong duality for (P-CSL) by leveraging the following result
from convex geometry:

Proposition A.1 (Supporting hyperplane theorem [33}
Prop. 1.5.1]). Let A C R™ be a nonempty convex set.
If € € R" is not in the interior of A, then there exists a hy-
perplane passing through & such that A is in one of its closed
halfspaces, i.e., there exists p # 0 such that p' & < p' x for
all x € A
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To proceed, observe from that (P*, ¢), where ¢ €
R™ collects the values of the constraint requirements c;, can-
not be in the interior of C, otherwise there would exist € > 0
such that (15* —¢,¢) € C, violating the optimality of P~
Proposition [A.T] then implies that there exists a non-zero
vector (po, ) € R™T! such that

foso + s > poP* 4+ p'e, forall (sg,s) €C.

Observe that the hyperplanes in (32) are defined using the
same notation as the dual problem to foreshadow the
fact that they actually span the values of the Lagrangian (T7).
To proceed, note from that C is unbounded above, i.e.,
if (so,s) € C then (s),s’) € C for all (sp,s’) = (so,8).
Hence, @]) can only hold if p; > 0,7 =0, ..., m. Otherwise,
there exists a vector in C such that the left-hand side of (32)
evaluates to an arbitrarily negative number, eventually violat-
ing Proposition[A.T] Let us now show that furthermore i # 0.
Indeed, suppose 1o = 0. Then (32) reduces to

(32)

pw's>pcep’(s—c)>0, forall (so,8) €C. (33)

Recall from Proposition that there exists at least one p #
0 for which this inequality must hold. However, this is
contradicted by the existence of the strictly feasible point ¢'.
Explicitly, for every p # 0, there exists (sg, 8') € C, achieved
by ¢’ from the hypotheses of the proposition, such that s} < ¢;
for all 4, contradicting (33).

However, if pg # 0, @) can be written as

so+ @' s>P +ale forall (so,8) €C,
where i = p/po, which from the definition of C in (3I)
implies that

E [lo(¢(x), )]+ Y fis (B [li(p(x),y)] — ¢;) = P*, (34)
i=1

for all ¢ € #. Note, however, that the left-hand side of is

the Lagrangian (T7), i.e., (34) implies that L(¢, i) > P*. In

particular, this hold for the minimum of L(¢, fi), implying

that D* > P* and therefore, that strong duality holds

for (PCST). n

All that remains now is proving that the cost-constraint set C
in (3I) is convex.

Proof of Lemma [A.I] This proof follows along the lines
of [S1]. Let (so,5),(s0,8") € C be arbitrary points satisfied
by ¢,¢' € H, ie., fori=0,...,m,

Eli(p(z),y)] <s; and  E[l(¢(2),y)] <si.  (35)

It suffices then to show that A(sg, s) + (1 — X)(sp, s’) € C for
all A € [0, 1] to obtain that C is convex. Equivalently, we must
obtain ¢, € H such that

E [li(oa(z),y)] < Asi + (1 = A)s,

for all 0 < A < 1. To do so, we rely on the following classical
theorem about the range of non-atomic vector measures:

(36)

1=0,...,m,

Theorem 4 (Lyapunov’s convexity theorem [84, Chap. IX,
Cor. 5]). Let q : B — R™ be a finite dimensional vector
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measure over the measurable space (2, B). If q is non-atomic,
then its range is convex, i.e., the set {q(Z) : Z € B} is a
convex set.

To see how Theorem [ allows us to construct the desired ¢,
let Q = X, a subset of R and B be its Borel o-algebra.
Define the 2|Y|(m + 1) x 1 vector measure p such that for
every set Z € 3 we have

p(2) = Iz ti(o(x), y) fi(z|y)de |
fZ &(gb’(a;), y)fl(m|y)dm

where f;(x|y) denotes the conditional density of @ given y
induced by the joint distributions @iﬂ Hence, each entry of p
is an integral of the losses ¢; of ¢ or ¢’ with respect to a value
of y € Y. Immediately, we note that p()) = 0 and

E[li(o(z),y) | 4]
p() = ,
E[6i(¢'(2),y) | ]
Due to the additive property of the Lebesgue integral, p
in is a proper vector measure. What is more, the ¢; are
bounded functions, so the fact that x|y is non-atomic implies

that p is also non-atomic. Hence, from Theorem@ there exists
a set 7, € B such that

p(Tx) = Ap(€) + (1 = A)p(0) = Ap(Q), (39)

for A € [0,1]. Since B is a o-algebra, it holds that Q\ 7, € B
and by additivity we obtain

(37)

1=0,...,m; y€y

(38)

i=0,...,m; yeY

PQNTA) = (1= M)p(92). (40)
From (39) and @0), we then construct ¢, as
_Jo(x), forxe Ty
i) = {¢'(:c), for x € Q\ 7, @b

It is straightforward from the decomposability of #, that ¢y €
H. We claim that it also satisfies (36).
To see this is the case, use the construction in @I]) to obtain

E [6:(6x(2),) | 5] = / 1(6(@), y) fi(ly)da
/ 06 (), 9) fi(ly)dz
Q\Tx

Note from (37), that these integral can be written as entries of
the vector measure p, namely

E [li(ox(@),9) [y] = [p(TN)] 4,10, T POV 10, 42)

In @2), we use [p] by © denote the entry of p relative to
the function ¢, the -th Tloss, and the label y € Y. From (39)
and (@0), we know that (@2) evaluates to

Elli(ox(®),y) [yl = ()], 55, + (1= Xp( D]y,
= AE[li(6(),y) | y]
+ (1= NE (¢ (2),) [ y].
2We assume here that these density exist only to simplify the notation.
The integrals in can be taken against the conditional (Radon-Nikodym)

measures as long as the law of @ is absolutely continuous with respect to the
law of y.

foralli =0,...,mand y € ). Using the tower (total expecta-
tion) property, we immediately conclude that fori =0, ..., m,

E[li(ox(x),y)] = Ey |AE[i(d(2),y) | ]

+ (L =NE[L(¢ (=),y) | Y]
= AE[ti(¢(2),y)] + (1 = N E [6:(¢' (), )] »
which from (33) yields
Elli(or(z),y (1= N)s;

Hence, there exists ¢ € H such that @ holds for all A €
[0,1] and (so, 8), (s, 8") € C. The set C is therefore convex.
Moreover, the strictly feasible ¢’ from the hypotheses of the
proposition implies that C is not be empty. |

)] < Asi +

APPENDIX B
DUALITY GAP FOR REGRESSION

The Lyapunov convexity theorem (Theorem [ turns out
to be quite sensitive to the hypothesis that the vector measure
takes values in a finite dimensional Banach space [84, Ch. IX].
Yet, for compact ), we can overcome this issue without
resorting to super-atomless (saturated) spaces by assuming the
losses are uniformly continuous in y and slicing ) to approx-
imate the regression problem by a sequence of increasingly
finer classification problems. Explicitly, we use the following
assumption:

Assumption 6. The functions y — £;(¢(-),y)fi(‘ly), i =
1,...,m, are uniformly continuous in the total variation
topology for each ¢ € H, where f;(x|y) denotes the density
of the conditional random variable induced by ®;. Explicitly,
for each ¢ € H and every e > 0 there exists J5; > 0 such
that for all |y — g| < d,, it holds that

sup/ ’E
ZeB

Once again, we consider the measurable space (€2, 5)
where 2 = R¢ and B is a Borel o-algebra.

Proposition B.1. Consider the dual problem (D-CSL) and
let Y be bounded and the conditional distributions x|y induced
by the ®; are non-atomic. Under assumptions and [6}

(P-CSL)) is strongly dual, i.e., P* = D*.

The proof of Proposition follows that of the finite )
case in Appendix [A]by replacing Lemma [A.T| by the following
result.

) fila | y) = li(d(x),5) fi(z | §)|de < e,

Lemma B.1. Under the assumptions of Proposition [B.1} the
cost-constraints set C in (BI) is a non-empty convex set.

Proof of Lemma [B.I] Without loss of generality, assume ) =

[0,1]. Once again, let (so,s),(sp,8') € C be achieved
by ¢,¢' € H. Our goal, as before, is to construct ¢, such
that

holds for all A € [0, 1].

N<Asi+(1—Nsl, i=0,....,m, (43)



To do so, fix € > 0 and let 6 > 0 be such that

?é%/ [6i(6(@), ) fileely) — o (@), 5) filwlp)|de < ¢
and
i‘é%/ [0 (2ly) ~ t:(6(@). 9) fi(=lf)|dw < ¢

for all |[y—g| < 6 and all i = 1,...,m. Assumption [f]
guarantees such a J§ exists since we can take it to be the
minimum of the 2m positive d4 ; and d4 ;. Then, partition )
into the intervals

T = [(k — 1)0,kd]. (44)
with midpoint 3 £ (k —1/2)¢ and let I = {f}. Since ) is

bounded, V| < oo.

To proceed, construct the 2‘3}‘ (m+ 1) x 1 vector measure

5 (o), §) fi(z|§)da
[z 6(d (), §) fi(z|§)da

and, using the non-atomicity of p., obtain from Theorem E| a
set Ty, € B such that

pe(2) = (45)

i=0,...,m; GEY

P(The) = Ape(©) and p(Q\The) = (1 = A)pe(9). (46)
From (@6)), construct ¢,  as
¢(x), forx e Ty,
Dre(®) = {¢,( ), formeQ\ Th (47)

Since H is decomposable, we again have ¢, . € 7. Let us
show that it satisfies (@3)) up to an additive error e.
Indeed, notice from @7) that

E[6(0n.(e).0)] = B | B [6(0n.@).0) 1]
-E,| [ty (el da]

v [ . L@ )i

(48)
Focusing on the first expectation, start by building a simple
function approximation of the integrand using the intervals Zj,
from (@4). From our choice of § and Assumption [6] it holds
that

Ey[ N &<¢<w>,y>fi<w|y)dw} <

|

pALEA]

k=0

/ Ci(o(x), Ur) fi(x|gr ) dx + ;]
Tx.e
(49)
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Notice from the definition of the vector measure in (@3)) that
the value of the integrals in (@9) are entries of p.(7 ). Using
the property of 7 . in {@6), we then get

Sl

||

ZIE [ yEIk}

fz(wly)dw} <

3
(50)

{A/éi(qb(m)’gk)f(w@k)dm + €

Using Assumption [6|once again, together with the fact that D;

is a probability measure, i.e., 213;0 E, [I[y € Z;]] = 1, yields

E, | / £40(@).0) el

< A{Ey[E[&(sb(w),y) | y]} + ;j +§

= AE[l;(¢(z),y)] + a g/\)c (51)
A similar argument yields
| [ \TM&<<z>’<w>,y>fi<a:|y>dw] <
< (1= NE[6# @),0)] + 222 (52

3

Using (31) and (52) in @S), we obtain that for all ¢ > 0
and X € [0, 1], there exists ¢ € H such that

E[li(¢re(®),y)] < Asi+ (1= N)si+e (53)
foralli=0,...,m
Suppose now that there is no ¢, € H such

that E [¢; (o (), y
0 such that

Elti(o(x),y)] > Asi + (1 -

for ¢ € H. For instance, if E[(;(4(x),y)] > As; + (1 —
A)sh + 7, let T = /2. However, this violates (53) for e = 7
leading to a contradiction. Since # is closed, we therefore
obtain that for all (so,s),(s(,s’) € C and A € [0, 1], there
exists ¢ € H such that [@3), showing that C is convex. The
strictly feasible ¢’ from Assumption 4] implies that C is also
not empty. ]

)] < Asi+(1=X)

s}. Then, there exists 7 >

A)si + 1

APPENDIX C
PROOF OF PROPOSITION [[T[.3} THE APPROXIMATION GAP

We first prove that there exists a fo+ feasible for (P-CSL)
and then bound the gap between D* and P* using the
functional problems (flS-CSLI) and dD-CSLI).

Feasibility. The proof relies on the following lemma character-
izing the superdifferential of the dual function (T2)). Explicitly,
we say p € R™ is a supergradient of d at p if

d(p') <d(p) +p' (' — p), forall w’ €RYT.  (54)
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The set of all supergradients of d at p is called the superdif-
ferential of d at pu € R and is denoted dd(p). Additionally,
let

O () = argmin L(6, p) (55)

60
for the Lagrangian defined in (I2) and define the constraint
slack vector s € R™ with entries

si(0) = [E[éi(ff’(w)’y)] _Ci]+’

where [z]; = max(0,z) denotes the projection onto R,.
For clarity, we now omit the distribution ®; over which the
expected value is taken. The following is sometimes known
as Danskin’s theorem.

(56)

Lemma C.1. Under Assumption || it holds that

dd(p) = conv U

0tcof(u)

Proof. See, e.g., [85, Thm. 2.87], noting that (6, ) is affine
for all @ € ©, L(-, ) is continuous for all p € R’ (Assump-
tion m) and O is compact. Hence, we meet conditions (i)—(iii)
of the theorem. Considering that d(p) = mingeo L(0, ) =
—maxgeo —L(0, p) yields the desired result. |

S(QT)

(57)

The proof then follows by contradiction. Indeed, suppose
that all elements of ©T(u*) are infeasible for (P-CSL)).
Then, for all 87 <€ ©OFf(u*) there exists i(07) such

that ]E{éi(m)(fm(:c),y)] — ¢ijpty > 0. From Lemma ,
0 ¢ Od(w*). However, this contradicts the optimality of p*.
Hence, there must be 87 € O (u*) feasible for (P-CSL).

Near-optimality. The upper bound is trivial from weak dual-
ity [33]]. For the lower bound, consider the functional problem

Pi=min E[fo(6().)]
subject to E{Ei (q&(m)’y)} <c¢; — M, (PVII)

i=1,....m

and let &; € H be a solution. Such a solution exists by
Assumption [4] Notice that strong duality holds for (PVII) (by
Proposition [[IL.2] and Assumption [), so that

Py = max min L, (¢, ) = L, (3}, i),

58
HERT peRH %)

where fi;, achieves the maximum in (58)) for the Lagrangian

0co

Lu(6, 1) = E[o(6(=).v) |
il (59
+ ZW [IE li(o(),y)] — i+ Ml/:|.
i=1
To proceed, note from (D-CSL) that
* > mi m.
D* > gggL(G,u), for all p € R
Immediately, we obtain that
D* > mlnL(@ ) > mln L(¢, ii¥), (60)
PEH

where the second inequality comes from the fact that # C H.
Then, note that L, in (39) is related to L in (T7) by

L,(¢, 1) = L(, )

where we used the fact that g € R’ to write that ZZ i =
[|fe]|;. From we then get

D* > min L(¢, i) = min L, (¢, i}))
peH dEH

- Mv gl .
which using the strong duality of (PVII) yields

D* = P} = E[to(3}(2),y)| - My |is}], -

To obtain the lower bound in (I9), suffices it to show
that E[ (45 (), y)] > P* — M.

Explicitly, it holds from Assumptions [I] and [3] that there
exists 8, € O such that

(B[ @).w)] — B[t (fs, (@).)]|
<E[|6:(3:(@).9) - bi(fay (@).0) |
< ME[|fp. (@) - 61(@)[] < Mv. (62)

v

(61)

Since ¢}, (z) is feasible for the perturbed (PVII), (62) im-
plies that 8} is feasible for (P-CSL). By optimality, P* <
E[¢o(fg,(x),y)]. Going back to (6I), we conclude that

D* > E[t(6}(2).y)| - M ||,

> P E[€0(<&;(w)7y) —lo(fa, (w),y)} - Mv||agll,
> P* — (1+ || agll,) Mv

where the last inequality stems from (62). |

APPENDIX D
PROOF OF PROPOSITION [[IT.4]: THE ESTIMATION GAP

Feasibility. The proof follows by first showing that 6* must
be feasible for (P-ECRM) using the same argument as in
Appendix [C] Then, leveraging the fact that 7{ is PAC learn-
able (Assumption 3)), we can apply generalization bounds from
classical learning theory.

Again by contradiction, suppose that all elements of of (p*)
are infeasible for (P-ECRM). Then, for all 81 € ©f(i*) there
exists ¢ such that

1 &
ﬁi Z éz(féf (xni)7yn,;) > Ci,
n;=1
for (zn,,yn;) ~ D;. Then, from Lemma 0 ¢ dd(p*),
which contradicts the optimality of f*. Hence, there must
be 6T € O (ju*) feasible for (P-ECRM).

From the uniform bound in Assumption [2] it holds with

probability 1 — § over the data that

]E( 7U~®[ (fe() }<*ZE femm) yn)"’Cz( 1)

n;=1
(63)
foreachi=1,...,m.



20

Near-oitimality. Let p* and g* be solutions of

and (D-CSL) respectively and consider the set of dual mini-
mizers

Of(u) = argmin L(0, ) and OT (1) = argmin L(0, jr)
9ce 6co

for the Lagrangians defined in (I2) and (I0) respectively.
Using the optimality p*, it holds that

D* — D* = min L(0, u*) — min L(0, i*
min (6, p*) — min L(6, %)

< min L(0, pu*) — min L(0, u*).
< min (8, u*) — min L(6, u*)

Since O € Of (u*) is suboptimal for L(6, u*), we get

D* — D* < L(0", p*) — L(6T, u*). (64)
Using a similar argument yields
D* — D* > (6", 4*) — L(6', ) (65)

for T € ©F(fa*). Thus, we obtain that

3

‘D* _ b

< max {20, )~ 10", )

L7, %) - L(o", %)

} (66)

Using the empirical bound from Assumption |2} we obtain that

L0, p) - E(G»u)‘ < Go(No) + D mis(V:)

i=1

< (Ut sl maxG(N), (6)

holds uniformly over 6 with probability 1 — (m + 1)d. We
omit the dependency of ¢; on § for conciseness.

Union bound. To conclude, we use the union bound to

combine for i = 1,...,m with (66) and (67). Doing

so, we obtain that
D~ b < (14 A
E(w,y)NDi |:€Z (fé* (CB), y)} S ci + Cl(NZ)

occur simultaneously with probability at least 1 — (3m + 2)d
for ¢ = max; ¢;(IV;) and A = max(|[p*[|,, [|2*],)- u

APPENDIX E
PROOF OF THEOREM

Deterministic duality gap. We proceed by proving that, for
all g >0,

o mB? P () (DY) < pr
D —p—n—— = B<LOD, u™) < D" +p,  (©68)

from which we obtain ([24) by using the near-PACC bound
on D* from Theorem [1{and choosing f = Mv and 7 as in the
statement of the theorem. Start by noticing from the definition
of the empirical dual function d in (TT), that the upper bound
in holds trivially from the fact that d(p) < D* forall p €
R, Thus, from the fact that 0" is an approximate minimizer
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of the empirical Lagrangian L (step 3 of Algorithm , we
obtain that

ﬁ(a(t),u(t)) < D*+ p, forall ¢t > 0. (69)

For the lower bound, we rely on the following relaxation of
Danskin’s classical theorem [63, Ch. 3]:

Lemma E.1. Ler 8% be a p-approximate minimizer of the
empirical Lagrangian (I0) ar p, ie.,

o .
L(6",p) < min L(6, 1) + p, (70)

for p > 0. Then, the constraint slacks evaluate at 07

N.
1 .
5i(07) = i > bi(for(@n)yn,) —cii=1,...,m, (71)

ni:l
are approximate supergradients of the dual function (TI).
Explicitly,
d(p) > d(p') + D (i — pf)s:(07) — p

i=1

(72)

for all ' € R,

Proof. Recalling from (TT) that d(p) = mingers L (6, p1), we
obtain from (70) that

d(p') < d(p') +d(p) — L(67, ) + p.

Additionally, we can upper bound by noticing
that d(p') < L(6%, u') for the suboptimal 61, yielding

d(p') < L(0F, ') + d(p) — L(0F, ) + p.

From (T0), notice that the first term of the Lagrangians in
are identical and cancel out, leading to (72). |

(73)

(74)

To proceed, let M* be the set of solutions of the dual
problem (D-CSL), i.e.,

M* = argmax d(p).

HGRT

(75)

We show next that for at least O(1/3) steps, the distance

U, = p® — |’ (76)

inf
n* eM*
decreases by more than O(8). To do so, it is convenient
to collect the constraint slacks from step 4 of Algorithm [I]
into a vector s() = [sgt) i1 m- Then, using the update in
Algorithm [T] (step 5), we write (76) as
inf

Ut =
IJ'*EM*

2
[H(t—l) n ns(t—uL —

Since M* C R!, we can use the non-expansiveness of the
projection [-]+ [33]] to obtain

inf [0 4 st — 2

nreEM*

To proceed, expand the norms in to get

Uy <

(77)

U< it (00— |+ 2 (,V,,u—l)_u*)TS(tfl)]
ureM*
+ |
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Using Lemma and the fact that the ¢; are bounded, we
then obtain

Uv < Uiy + 27 |d(pD) = D+ p| + mn? B2,

Since D* = cZ(u*) for all u* € M™*, the second term no
longer depends on the choice of p*, so that the infimum
applies only to the distance between p*~1) and p*, which
we write as U;_; using the definition in (76). Solving this
recursion yields

t—1

U <Up+2n) Ay, (78)
t=0
for B
A, = d(p®) —[)*+p+nm2 . (79)

To conclude, notice that cZ(u) < D* for all p € R, Hence,
when p(*) is sufficiently far from the optimum and the step
size 7 is sufficiently small, we have A; < 0 and shows
that the distance to the optimum U; decreases. Formally, fix a
precision 8 > 0 and let (7' — 1) = min{¢ | A; > —3}. Then,
from the definition of A; we obtain the desired lower bound
in (68) by noting that

m B2

Aroy>-BedpTV)>D ~p-n -8
and that d(p™-V) < L(6,uT-V). What is more,
yields

APPENDIX F
PROOF OF THEOREM 3]

We will proceed by showing that the randomized solu-
tion is feasible and near-optimal for the empirical prob-
lem (P-ECRM). We can then leverage Assumption [2] and
Propositions and[[TI[.4]and apply the union bound to obtain
the result with respect to the statistical losses in (23). We start

by proving (23d) and then proceed with (25D).

Randomized feasibility. We begin with a technical lemma
showing that the (") generated by Algorithm (1| do not move
too far away from the set of Lagrange multipliers.

Lemma F.1. Let M* denote the set of solutions of the
dual problem , Le, M* = argmax,cgmn d(p),
and {,u,(t)} denote the sequence of dual variables generated
by Algorithm [I| Then, under Assumption [} there exists a
constant C' < oo such that

inf ||p® — ﬂ*H <C.

arem*

(80)

Proof. Start by defining the set of approximate Lagrange
multipliers

N n mB?
Dé{uGRTD*—d(u)§p+n 5 } (81)

This is set is not empty since there exists at least one o that
achieves D*. Indeed, while (D-CSLJ)) optimizes over the open
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set R, Lemma shows that the existence of a strictly
feasible point means it is equivalent to a problem over a
compact set (||*||; is bounded). The remainder of the proof
is separated in the cases o € D and p ¢ D.

For p_€ D, note that the same argument used to prove
Lemmayields ]|, < (B—D*)/¢ £ C. Since M* C D,
it holds that

inf |lp—p*|<C.

(82)
arem*

For the pu ¢ D case, denote by B, the [-ball centered
at the origin with radius nB and by & the Minkowski sum.
Observe that if u(*=1) € D, then u¥ € D& B, p. This is due
to the fact that, since the losses are bounded, sgt_l) < B in
step 5 of Algorithm [T} This means that once the iterates step
into D, they must have bounded norm once they step outside.
Hence, we can consider without loss of generality the case in
which p(© ¢ D. Indeed, after Ty = min{t | u) € D}, the
first iterate outside D will have bounded norm and the study
of the sequence reduces to the case in which u(®) ¢ D.

To proceed, let us therefore study the sequence pu(AT0),
where a A b denotes the minimum between a and b. Notice
from that A; < 0 for any p ¢ D, so that implies

inf
arem*

(tATo) _ ;* inf ©) _ g~ 83
p Al < ke A @3)
Given that u(®) = 0 in Algorithm [I| the right-hand side

reduces to infxc g [L*H < C, since M* C D. Combin-
ing (82) with 3) yields the desired result. |

Let us now show that for ¢ = 1,...,m it holds that

N
1 - 2C
EQNCT ﬁ Z gl(fB(mnl)vym) —¢| < ﬁ’ (84)

n,;:l

which reduces to

(85)

for 5" defined in step 4 of Algorithm |1 and the constant C'

from Lemma To do so, start by noticing from step 5 of
Algorithm [T that for ¢ = 1,...,m it holds that

(t=1)

(t—1) + ns!t i

ugt) > 1 for all ¢.

Solving the recursion and recalling that +(°) = 0 then yields

t—1
,LLE”E?]ZSEJ), t=1,....,m.
j=0
Hence,
T-1 (t)
1 W _ i
— 5, <=, i=1,...,m.

Since uz(-t) > 0, it holds for any p* € M* that

iy ||

NPGEYE:
< 0]

1« ®) ’MET) — |+
T ; Si0 S nT
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Applying Lemma [F1] yields (84). Applying the uniform em-
pirical bound from Assumption [2] yields that for each i =
1,...,m, with probability at least 1 — 6,

+ Gi(Ny).

2C
E ()~ [Li(fo(x),y)] < ci+ o (86)

BNET

Randomized optimality. As in the feasibility proof, we begin

with a lemma bounding the ergodic complementary slackness
s ® )

for the joint sequence {(s; ', u'")}.

Lemma F.2. Consider sequence {(sz(-t), u} for t =
0,...,T — 1 obtained from Algorithm[I} It holds that

T=1[ m
1 () (0)
ISR E
t=0 Li=1
Proof. To simplify the notation, define the vector s(*) = [sz(-t)]

that collects the slacks from step 4 of Algorithm [T} Then, the
complementary slackness can be written as

Zﬂ(t) = 0TS,

mB?

g (87)

where T denotes the transposition operation. To bound (§7)),
we once again use the update in step 5 of Algorithm|[I]together
with the non-expansiveness of the projection to obtain

[ < [+ s
_ H'“(t_l) H2 + 772’|S(t—1) H2 4 oppt=DT g(t=D)

Applying this relation recursively from 7" and using the fact
that the losses are bounded (and, thus, so are the constraint
slacks s;) and p(®) = 0, we obtain
T—1
@ H2 < Tn?(mB?) + 2 Z p@T g
j=0

(88)

Noticing that ||p2(™)||* > 0 and dividing (88) by T yields the
desired result. ]

With Lemma [F2] in hand, we can now proceed with
bounding the suboptimality of the randomized solution. To do
s0, we once again start by bounding the empirical objective.
Explicitly, let F;(0) £ # SN o(fo(®n,), yn;) and notice

that
1 T-1 R
=7 Z Fy(6)

By adding and subtracting >, ult) 5 ) and recognizing the
expression for the empirical Lagrangian (I0), we then obtain

ZL (t) Z“(t) (t)

Using Lemma [F.2] and the approximate minimizer property
of @) (step 3 of Algorithm [1), we then obtain the inequality

E., [Fo(a)

E., [FO }

R 12! R
Ee, [Fo(G)} <5 [gleig IACATRY +p} +77m2
(89)

BQ
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Observe that the minimum in (89) is the empirical dual

function (1I) and by the definition of the empirical dual
problem (D-CSL) it holds that

2

R R B
Ee, {Fo(O)} <D +p+nt

To conclude the proof, use Propositions [[IL.3] and [[IL.4] to
bound D* in (90) and get that with probability 1 —2(m + 1)§

(90)

2
Ee, {Fo(@)} < P*+p+nt + (1 +A)Mv+). 91

Once again using the uniform empirical bound from Assump-
tion [2] yields that, with probability at least 1 — (2m + 3)4,
B2

* m
E(méyg:T@i [6o(fo(x),y)] <P +p+n 5 ©2)

+(1+A)Mv + (2+ A)C.

Union bound. Using the union bound to combine (86)
and (@2) and the choice of step size in (23) concludes the
proof. |
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