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Abstract

The max-relative entropy together with its smoothed version is a basic tool in quantum information theory.
In this paper, we derive the exact exponent for the asymptotic decay of the small modification of the quantum
state in smoothing the max-relative entropy based on purified distance. We then apply this result to the problem
of privacy amplification against quantum side information, and we obtain an upper bound for the exponent of
the asymptotic decreasing of the insecurity, measured using either purified distance or relative entropy. Our upper
bound complements the earlier lower bound established by Hayashi, and the two bounds match when the rate of
randomness extraction is above a critical value. Thus, for the case of high rate, we have determined the exact
security exponent. Following this, we give examples and show that in the low-rate case, neither the upper bound
nor the lower bound is tight in general. This exhibits a picture similar to that of the error exponent in channel
coding. Lastly, we investigate the asymptotics of equivocation and its exponent under the security measure using
the sandwiched Rényi divergence of order s € (1,2], which has not been addressed previously in the quantum
setting.
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I. INTRODUCTION

The smooth max-relative entropy is a basic tool in quantum information theory [11], [2], [3]], (4], [5], [6],
[7], developed in parallel with the related but different concepts of hypothesis testing relative entropy [8]],
[Of, 1O}, (110, [12], [13], and information spectrum relative entropy [[13], [16], [8], [9], [L1O], [12].
In the asymptotic limit when multiple copies of underlying resource states are available, the one-shot
characterizations using these quantities lead to results of the traditional information-theoretic type. Indeed,
the quantum relative entropy (Kullback-Leibler divergence), arguably, finds its most direct operational
interpretations in the asymptotic analysis of these quantities [17], [18]], [3], [Z], [15], [16], [9]. The
asymptotic analysis of the quantum hypothesis testing entropy has been extended to the second-order
regime [12], [19]. Moreover, large-deviation type exponential analysis for quantum hypothesis testing is
well understood [20], [21], [22]], [23], [24]], [25], and the relation between information spectrum and
quantum hypothesis testing has been well studied up to the exponential analysis [8]], [10].

However, the details of the asymptotic behavior of the smoothing of the max-relative entropy is more
complicated. In particular, it depends on the choice of the distance measure to define the smoothing.
Originally, Renner [1] defined the smoothing of the max-relative entropy based on the trace norm distance.
The paper [26]] derived its type exponential behavior based on the trace norm distance in the classical case.
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Later, the references [3]], [4]], introduced another smoothing of the max-relative entropy based on the
purified distance. The reference showed that this type of smoothing of the max-relative entropy has
the same behavior with the quantum hypothesis testing entropy in the second-order regime. The exact
large-deviation type exponential behavior in both types of smoothing of the max-relative entropy remains
unclear in the general case.

In this paper, we conduct the exponential analysis for the smoothing of the max-relative entropy based on
the purified distance. For two quantum states p and o, consider the smoothing quantity e(p“"[ 0", nr) =
min{l(p®", p) | p" < 2" o ®"} where /¢ is certain distance measure and p" is a subnormalized quantum
state. It is known that when r is larger than the relative entropy D(p||o), the smoothing quantity can be
arbitrarily small when n is big enough. We determine the precise exponent under which the smoothing
quantity converges to 0 exponentially in this case for ¢ being the purified distance (cf. Theorem [I)).
Remarkably, this exponent is given in terms of the sandwiched Rényi divergence [28]], [29]. Our result
naturally covers the exponential analysis for the smoothing of a particular type of the conditional min-
entropy and the max-mutual information (see, e.g., Definition [3] for the conditional min-entropy).

We apply the above-mentioned result to the problem of private randomness extraction against quantum
side information, a quantum information processing task also called privacy amplification [30], [31]], [,
[12]], [32], [33]. Asymptotic security of privacy amplification in the i.i.d. situation is known to hold when
the rate of randomness extraction does not exceed the conditional entropy of the raw randomness given the
quantum side information [31]], [I]. We obtain an upper bound for the rate of exponential decreasing of the
insecurity in the i.i.d. situation, measured either by the purified distance or by the relative entropy, in terms
of a version of the sandwiched Rényi conditional entropy (cf. Theorem [2)). Notice that an upper bound for
the rate of exponential decreasing corresponds to a lower bound of the insecurity. This complements the
previous work [32]], which has established a privacy amplification theorem concerning the achievability via
two-universal hash functions and obtains a corresponding lower bound for the exponent in the asymptotic
case. We show that our upper bound matches the above mentioned lower bound when the rate R of
randomness extraction is above a critical value R;c.. Thus, for the case with high rate of randomness
extraction, we have determined the exact security exponent (cf. Theorem [3)). For the low-rate situation, we
give simple examples to show that neither the upper bound nor the lower bound is tight in general. These
results exhibit a picture similar to that of the error exponent of channel coding in classical information
theory [34].

In addition, we investigate the security of privacy amplification under a more general class of information
measure—the sandwiched Rényi divergence of order s € (1,2]. We prove tight equivocation rate for this
security measure and derive the exponential rate of decay of the insecurity. This problem has been analyzed
by the reference [33] in the classical case, in which they evaluate the asymptotics of equivocations and
their exponents under various Rényi information measures. We generalize their results to the quantum
setting here.

Our results provide operational interpretations to the sandwiched Rényi divergence and the sandwiched
Rényi conditional entropy, in addition to previous operational interpretations to the sandwiched Rényi
information quantities [25], (36, [37], [38]], [39], [40]. However, the operational interpretations found in
the present paper, as well as those in the concurrent work of [41]] which addresses different problems,
are in stark contrast to those of the previous ones, in the sense explained as follows. The works [23]],
(361, (370, [38I], [39]], [40] proved that the sandwiched Rényi information quantities characterize the strong
converse exponents, that is, the exponential rates under which the underlying error goes to 1. Our results
and the work [41]], for the first time, show that the sandwiched Rényi information quantities characterize
the exponents under which the underlying error goes to 0, and are therefore of greater realistic significance.

The remainder of this paper is organized as follows. In Section [, we introduce the necessary notations,
definitions and some properties of quantum entropic quantities. Then in Section [II, we derive the optimal
exponent in smoothing the max-relative entropy. Section [Vl is devoted to the analysis of the asymptotic
rates of exponential decreasing of the insecurity of privacy amplification. In Section [V] we investigate the
equivocation rate and the exponential rate of decay of the insecurity of privacy amplification measured



by the sandwiched Rényi divergence of order s € (1,2]. At last, in Section [VI, we conclude the paper
with some discussion and open questions.

II. NOTATION AND PRELIMINARIES
A. Basic notation

Let H be a finite dimensional Hilbert space. £(#) denotes the set of linear operators on #, and
P(H) C L(H) denotes the set of positive semidefinite operators. 14 is the identity operator. The set of
(normalized) quantum states and subnormalized quantum states on # are denoted as S(H) and S<(H),
respectively. They are given by

S(H) = {p e P(H)| Trp =1},
S<(H) = {p e PO Trp < 1}

and also called density operators. A classical-quantum (CQ) state is a bipartite state of the form px4 =
> . p(x)|x)Xz|x ® p%, where p%y € S(H), p(z) is a probability distribution, and {|z)} is an orthonormal
basis of the underlying Hilbert space Hy. If the system X is classical as in the CQ state, we also use
the notation X to represent a random variable that takes the value = with probability p(x). The set of all
the possible values of X is denoted by the corresponding calligraphic letter X'

We write A > 0if A€ P(H),and A > Bif A—B >0.1If A€ L(H) is self-adjoint, we use {A > 0}
to denote the spectral projection of A corresponding to all non-negative eigenvalues. {A > 0}, {A < 0}
and {A < 0} are defined in a similar way. The positive part of A is defined as A, := A{A > 0}. We
can easily check that, for any D € L(H) such that 0 < D < 1,

TrA, >TrAD. (1)

A quantum channel (or quantum operation), which acts on quantum states, is formally described by a
linear, completely positive, trace-preserving (CPTP) map @ : £L(H4) — L(Hp). A quantum measurement
is described by a set of positive semidefinite operators M = {M, }, such that > M, = 1, and it converts
a quantum state p into a probability vector p with p, = Tr pM,. For each quantum measurement M =
{M,}, there is a measurement channel ® ¢ : p — > (TrpM,)|z)x|, where {|x)} is an orthonormal
basis.

We employ the purified distance [42]], to measure the closeness of two states p,o € S<(H). It is

defined as P(p,0) := /1 — F%(p, o), where
Flp,0) = ||/avall, + VA = Trp)(1 — Tro)

is the fidelity function. The purified distance has some nice properties, inherited from the fidelity.
Proposition 1: The following properties hold for the purified distance.

(i) Triangle inequality [42]]: Let p, 0,7 € S<(#). Then
P(p,0) < P(p,7) + P(7,0);
(ii) Fuchs-van de Graaf inequality [43]: Let p,o € S<(#). Then
d(p,0) < P(p,0) < /2d(p,0) — d?(p,0),

where d(p, o) := 5(||p — ol|, + | Tr(p — 0)]) is the trace distance;
(iii) Data processing inequality [44]: Let p,o € S<(H) and ® be a CPTP map. Then

P(p,a) = P(®(p), ®(0));

(iv) Uhlmann’s theorem [43]: Let pap € S<(H a5) be a bipartite state, and o4 € S<(# 4). Then there
exists an extension o4 of o4 such that

P(pap,oap) = P(pa,oa).



The e-ball of subnormalized quantum states around p € S(H) is defined using the purified distance as

B(p) == {p € S<(M)|P(p, p) < €}

For an operator A € L(H), let v(A) be the number of different eigenvalues of A. If A is self-adjoint
with spectral projections P, ..., P,4), then the associated pinching map €4 : L(H) — L(H) is a CPTP
map given by

E1:X =) PXP,

The pinching inequality [46] states that if X is positive semidefinite, we have
X <v(A)E4(X). (2)

B. Entropies and information divergences
The quantum relative entropy for p € S(H) and o € P(H) is defined as

D(pllo) = Tr(p(log p —log o)) if supp(p) C supp(o),
. 400 otherwise,

where the logarithm function log is with base 2 throughout this paper. For a bipartite state pap € S(Hap),
the quantum mutual information and the conditional entropy are defined, respectively, as

I(A: B), := D(pasllpa ® ps),
H(A[B), := =D(pap|1a ® pp).
Among various inequivalent generalizations of the Rényi relative entropy to the non-commutative
quantum situation, the sandwiched Rényi divergence [28]], [29] is of particular interest.
Definition 1: Let p € S(H), 0 € P(H), and o € (0,1) U (1, 00). If either 0 < o < 1 and Tr po # 0 or
a > 1 and supp(p) C supp(c), the sandwiched Rényi divergence of order « is defined as
Da(pllo) ==

o

log Qu(pllo), where Qu(pllo) ==Tr (0= po'm)".

a—1
Otherwise, we set D,(p||o) = +oc.
When « goes to infinity, D, (p|lc) converges to the max-relative entropy

D (pllo) := inf{\ | p < 2 }. 3)

For pap € S(Hap) and o € (0,1) U (1,00), we consider the sandwiched Rényi conditional entropy of
order « defined as [48]]

Ho(A|B), := —Da(panl|la ® pp).

If the system B is of dimension 1, the sandwiched Rényi conditional entropy reduces to the Rényi entropy
of a single system Ho(A), = —Da(pallla) = 7= log Tr p%. We mention that these definitions can be
extended to include the cases that o = 0, 1, 400 by taking the limit of o. Moreover, for a CQ state pxp,
we define for s > 0,

N d
R(s) := £SH1+S(X|E),) “4)
and we set d
Rcritical = R(l) = &SHI—FS(X‘E);)}SZI- (5)

In the next proposition, we collect a few properties of the Rényi quantities defined above.

Proposition 2: Let p € S(H),0 € P(H), éap € S(Hap), and wxap = > p(x)|z)z|x @ wip €
S(Hxap)- Then the sandwiched Rényi divergence and the Rényi conditional entropy satisfy the following
properties:



(i) Monotonicity [28], [49]: If 0 < o < §3, then D,(pllo) < Dg(p|lo) ;
(ii) Limit of o — 1 [28], [29]: lim1 D.(pllo) = D(p||lo), and lim1 H,(A|B),=H(A|B), ;
a— a—

(iii) Data processing inequality [50], [49], [28]], [29]: Let o € [%, oo0) and ® be a CPTP map. Then
Da(pllo) = Da(®(p)[|®(0));

(iv) Convexity [39]: For a € (0, +00), the function f(a) = log Q. (p||o) is convex;
(v) Invariance under isometries [28]], [29]: Let U : H — H', Us : Ha — Ha and U : Hp — Hp be
isometries. Then D, (UplU* |[UolU*) = Dy (pllo) and Ho(A'|B')uueus)easwrsous) = HalAlB)eyy
(vi) Monotonicity under discarding classical information [51]]: For the state ox 4p that is classical on X
and for a € (0, +00),
H,(AX|B), > H,(A|B),

The result of the following proposition is established by Mosonyi and Ogawa [23].
Proposition 3: For any p € S(H), 0 € P(H), a € R and ¢ > 0, we have

lim lOg Tr p®n{p®n > {ona s ®n} _ im log Tr<p®n _ t2nao.®n>+
1m

n—oo n n—00 n

=it {s(Dis(plo) —a)}. (6)

Remark 1: In its original statement [23]], Proposition 3] appears with ¢ being 1 and a being in the interval
(D(pl|lo), Dmax(pl|o)). However, it is easy to see that it holds for any ¢ > 0 and a € R. The reason for ¢
is obvious, since it can be absorbed into @ when n — co. As for a, we discuss the following two cases. 1)
a > Dyax(pllo): it is easy to check that the three expressions in Eq. (@) are all —oco. 2) a < D(p||o): by the
equalities of Eq. (€) established for a € (D(p||c), Dmax(pl|o)), we see that the two limits in Eq. (6) goes
to 0 when a \, D(p||o). In addition, Tr p®"{p®™ > 2"*¢®"} and Tr(p®" — 2"*¢®™), are monotonically
decreasing with a (cf. [9]]). So, the two limits are nonnegative when a < D(p||c). On the other hand, it
is easy to see that the two limits are upper bounded by 0 because the terms in the logarithm function are
upper bounded by 1. Hence, we conclude that the two limits actually equal to 0 when a < D(p||o). This
coincides with the third expression of Eq. (6).

III. EXPONENT IN SMOOTHING THE MAX-RELATIVE ENTROPY

The max-relative entropy is defined in Eq. (). The smoothed version based on the purified distance is
given by the following definition [2]].
Definition 2: Let p € S(H), 0 € P(H), and 0 < € < 1. The smooth max-relative entropy is defined as

= min Dy (pllo).
Dus(pl0) = min Do 7o)

In this section, we investigate the asymptotic behavior of the exponential decay of the small modification
in smoothing the max-relative entropy. To formulate the problem in an equivalent way, we define the
smoothing quantity, for any p € S(H), o0 € P(H) and X € R,

(pllo, A) i= min {e | Dy(pllo) < A} =min {P(p,5) | 5 < 2% and peS(H)}. (D)

We determine the precise exponential rate of decay for e(p®"||c®", nr).
Theorem 1: For arbitrary p € S(H), o € P(H), and r € R, we have

lim —=loge(p™ o™, nr) = g sup {s(r — Diss(pll0)) }- (8)

n—oo 1 2
The above theorem can be rewritten as follows. There exists a sequence ¢,, — 0 such that

D2 n(re+5n)( @nHO_®n> =nr (9)

max

with 7, = sup8>0{ (r — Di4s(pllo)) }. When r < D(p||o), the right hand side of Eq. (@®) is zero.
Otherwise, 1t is strictly positive.



The quantum asymptotic equipartition property [3l], [[7] states that, as n — oo, €(p®"||c®", nr) — 0 when
r > D(p||o) and €(p®"||c®", nr) — 1 when r < D(p||c). Moreover, these convergences are exponentially
fast. Our result of Theorem [I has provided the exact exponent for the decay of e(p®"||c®", nr) in the
case 7 > D(p||o). This is in analogy to the Hoeffding bound [22], [23], [24] for the hypothesis testing
relative entropy.

Proof of Theorem[Il: At first, we deal with the ”>" part. This is done by deriving a general upper bound
for €(pl|o, A), and then we apply it to the asymptotic situation. Set

Q1= {&(p) < 7520}, (10)

where &, is the pinching map and v(o) is the number of distinct eigenvalues of 0. We consider the state
p = @QpQ. On the one hand, by the pinching inequality (@) and the definition of (), we have

QpQ < v(0)QE(p)Q
<v(0)Q (%2%) Q (11)

< 2.

On the other hand, we can bound the distance between p and p as follows. Firstly,

= /1= F(p,QpQ)?
1= (TrpQ)?
2Trp(1 — Q).

Then, denoting p = Trp(1 — Q) and ¢ = Tro(1 — @), from the definition of ) we easily see that
v(la) q. So, for any s > 0,

P(p,p) < \/2p+op= < \/2 (ﬂﬂ(ﬁ}\q)—s)

< \/2 (pﬁ(ﬁ%q)_s +(1- p)l“(ﬁ?A(Tw - ‘1))_8) (12)

_ \/20(0) 22 (Pres@a-llaTr-a)-2)

< \/20(0) 22 (D1t -2).

where the last line is by the data processing inequality for the sandwiched Rényi divergence under quantum
measurements (Proposition [ (iii)). Eq. (II) and Eq. (12) imply that

(o) < \/27; s(Diratollo)-2)

This further gives

| nil -®n 1
lim inf — log e(p=||o®", nr) > R {s(r — Diss(pllo))}- (13)
Here we have also used the inequality v(c®") < (n + 1)™°k() (see, e.g. [52], Theorem 12.1.1).

Next, we turn to the derivation of the other direction. Let p,, € S<(H®") be any subnormalized state

which satisfies
P < 270", (14)



We are to lower bound the purified distance between p®" and p,,. Set Q,, := {p®" > 9-2""¢®"}. Denote
pn = Tr p*"Q,, and ¢, = Tr p,Q,,, which are the probabilities of obtaining the outcome associated with
@, when a projective measurement {Q,,, 1 —@Q,, } is applied to p®" and p,, respectively. Then, by Eq. (I4)
and the definition of (), it is easy to see that

an@an 2 9- 2nrQnU®nQn
> 9QnpnQn,

which gives
Pn = Yn. (15)

Now by the monotonicity of the fidelity under quantum measurements, we have
F(p®", pn) < F((Pns 1 = Pn)s (Gn, Tr pr — q0))
S vV pn\/qin + 1- Pn

Pn
<+ V1—pa,
=73 p

where for the last line Eq. (13) is used. Thus,

P(p™", pn) = /1 — F2(p®", py,)
Dn 2
> 1—(— 1— n)
_\/ 3 + P
P2 2py,
= _§+pn_?\/1_pn

n 2
> V|~ 1

3
L pa
A
Because p,, is an arbitrary subnormalized state that satisfies Eq. (I4), we obtain
n|| ®n 1 pa
e(p" e, nr) = /b 379" (16)
Proposition [3] provides the exact rate of exponential decay for p,, in (L6), yeilding
—1 1
lim sup — log e(p®" [|c®", nr) < = sup {s(r — Di4s(pl|0)) }. (17)
n—oo I 2 >0
Combining Eq. (I3) and Eq. (I7) we complete the proof. [ |

Remark 2: For the first part (the ”>" part) of the proof of Theorem [I, we can also employ the method
introduced in (cf. Lemma 7 and Lemma 8) to construct the state p. This method was later used
and refined in [3]] and [7], yielding tight upper bound for ¢(p||o, \). Our approach here is more direct.
However, the price to pay is that an additional quantity v(c) is involved.

IV. SECURITY EXPONENT OF PRIVACY AMPLIFICATION AGAINST QUANTUM ADVERSARIES

Assume that two parties, Alice and Bob, share some common classical randomness, represented by a
random variable X which takes any value € X with probability p,. The information of X is partially
leaked to an adversary Eve, and is stored in a quantum system £ whose state is correlated with X. This
situation is described by the following classical-quantum (CQ) state

pxe =Y pele)zlx @ ph. (18)



In the procedure of privacy amplification, Alice and Bob apply a hash function f: X — Z to extract
a random number Z, which is expected to be uniformly distributed and independent of the adversary’s
system F. This results in the state

phe =Y _|Xzlz® Y pep (19)

zef~1(z)

on systems Z and E. The size of the extracted randomness is | Z| and the security is measured by the
closeness of this real state to the ideal state ‘ Z‘ ® pg. In this paper, we consider two security measures,

the insecurity P(p),, L % ® pe) in terms of purified distance, and the insecurity D(PZEHE ® pg) in
terms of relative entropy. These two measures have been extensively used in the literature for privacy
amplification. See, e.g., [12], for the purified distance measure, and [30Q], [55], for the relative
entropy measure. The latter is also called modified quantum mutual information and is related to the
leaked information [32]]. Since it can be written as

=1(Z; F D
Dol @ pe) = 1(Z: )y + Dlo 120
= log| 2| — H(Z|E),y,

we can understand it as the leaked information plus the nonuniform of the extracted randomness, or
the difference between the ideal ignorance and the real ignorance of the extracted randomness, from the
viewpoint of the adversary.

The two-universal family of hash functions are commonly employed to extract private randomness. It
has the advantage of being universal (irrelevant of the detailed structure of the state px ), as well as being
efficiently realizable [56]], [30], [1I], [27]], [32]. This is particularly useful in the cryptographic setting. Let
F be a set of hash functions from X to Z, and F' represent a random choice of hash function f from (a
subset of) F with probability Pr(f). If V(z1,22) € X? with 21 # o,

Pr{F(z1) = F(zs)} < é (20)

we say that the pair (F, Pr) is two-universal, and that F' is a two-universal random hash function.

The preceding work has derived an upper bound, in terms of the sandwiched Rényi divergence, for
the insecurity of privacy amplification under the relative entropy measure. When n-multiple copies of the
state (I8)) are available, this provides an achievable rate of the exponential decreasing of the insecurity,
when the number of copies n increase. We are interested in the problem of determining the precise
exponent under which the insecurity decreases.

A. Main results

At first, we derive a general upper bound for the rate of exponential decreasing of the insecurity in
privacy amplification, under both the purified distance measure and the relative entropy measure.

Theorem 2: Let pxg be a CQ state, F,,(R) be the set of functions from X" to Z = {1 ., 20
Let pZ i denote the state resulting from applying a hash function f, € F,(R) to p%}. For any fixed
randomness extraction rate R > 0, we have

—1 1 1
limsup — log min  P(p}f pu, =22 @ p") < = sup {s(Hy1s(X|E), — R) }, (21)
oo M Fn€Fn(R) " |Z | $>0
) -1 . 1z
limsup — log min D n @ 9™ < sup {s(Hy s(X|E), — R) . 22
n—)oop n ganfn(R) (pZnE |||Z | PE ) 32%){ ( 1+ ( ‘ )P )} ( )

Remark 3: The work [35] have proved Eq. (22) in the classical case, where pxp is fully classical.
Theorem [2 has extended this result to the quantum setting.



By combining Theorem [2] and a lower bound derived in [32], we can get the exact exponent of the
asymptotic decreasing of the insecurity when the rate of randomness extraction is above a critical value.
Theorem 3: Let pxg be a CQ state, F,,(R) be the set of functions from X" to Z,, = {1,...,2"%}, F), be
any two-universal random hash function drawn from (a subset of) F,,(R), and Reitical := %SH 11s(X|E) P‘s:1
For the rate R of randomness extraction satisfying R > R;itical, W€ have

-1 1z, -1 1y
lim —log min P . ® po) = lim —logEp, P - I @ pr
Jm —Flog min, P(o7 EAR R e vz ARG (23)

;nggx{ (H1ss(X|B), R)},

1z,

® pp') = lim —1ogEFnD(p P
E - IZ | (24)

= ()Igsagxl {S(Hl+s X|E)p - R)}

~1
lim —1 in D(pl .
Jim —=log min (05 nl

The proof of Theorem [2] is based on the result obtained in Section [IIl on the exponent in smoothing
the max-relative entropy. To relate privacy amplification to the smooth max-relative entropy in a proper
way, we employ a version of the smooth conditional min-entropy [27]], [54]].

Definition 3: For a state pap € S(Hap). the smooth conditional min-entropy is defined as

mln(A|B) Drenax(pABH]]'A ®pB) (25)

When € = 0, we recover the (non-smoothed) conditional min-entropy Hy,in(A|B), := —Duyax(pap||la ®

pB)-
Proposition 4: Let oxap = Y ps|)(x|x ® 0% be a state in S(Hxap). Let f: X — Z be a function

and let Z = f(X). Then,
H: . (XA|B), > HS . (ZA|B),, where

0zAB = Z |2X2|z @ ( Z Pe0ap)-
z z€f~1(z)
There is another definition of the smooth conditional min-entropy (see, e.g., [3]], [4], [12]):
mln(A‘B> = _mlnDrEnax<pABH1A ®UB)' (26)

Since the reference [12, Proposition 3] showed the same statement as Proposition 4] under the different
definition (26)), the proof of Proposition ] is analogous to the proof of Proposition 3 in [12] and is given
in the Appendix. To see the relation between the smooth conditional min-entropy and the insecurity, we
show the following proposition.

Proposition 5: Let pxp be a CQ state. When log| Z| > X|E),, any function f: X — Z satisfies

mln(
1
P(phy. é ® pp) > €, 27)

where p?,,, is a state of the form (I9) resulting from applying f to pxp.
In fact, the reference [12, Theorem 8] showed the same statement as Proposition [3 under the different
definition (26). Hence, it can be shown in a similar way.

Proof of Proposition[3 For any function f : X — Z, Proposition [ applies, giving
XI|E), > Hyi (Z|E) 1. (28)

Il’llIl ( min
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We choose ¢ such that HS; (Z|E),; = log|Z|. By the definition of the smooth conditional min-entropy,

we find that
1
P(pZE, Z ® pp) > €. (29)
|Z]
Also, Eq. (28) implies ¢’ > €. Therefore, we obtain 7). [ |

Now, we are ready to prove Theorem 2] and Theorem [3

Proof of Theorem[2l: Eq. (21 can be shown by the combination of Theorem [I]and Proposition[3 as follows.
We choose 7, := %sups20 {S(HH_S X|E), R)} Eq. (), i.e., Theorem [I] guarantees the existence of a

sequence ¢, — 0 such that nR = H?2. nireden X" E™) on . Hence, Proposition [3] guarantees
q min Py p
lim sup - log min_ P(ph pn, 2% @ p&n)
n—ro0 n fnej:n( ) " ‘Zn|
—1

< lim — log 27 "(reten)

n—oo N
=Te,

which coincides with Eq. @1)).
To prove Eq. (22)), we make use of a relation between the relative entropy and the purified distance.
By definition, we easily see that

D (pllo) = ~210g F(p, o).

Meanwhile, since D,, is nondecreasing with «,

D: (pllo) < D(po).

Thus,
o) =+/1—F2(p,0) <1—=2"Plllo) </(In2)D(p||o). (30)
Eq. 2) follows directly from Eq. (30) and Eq. 2I)), and we complete the proof. [ |

Proof of Theorem B The preceding work Theorem 1] has proved that under the conditions of
Theorem [2] and for any two-universal hash function F,, drawn from (a subset of) F,,(R),

1z,
P

| 1z,
® per) > hmlnf — logEFnD(pZ | Z, | ) a1
> max {s (Hl+s X|E), — R)}.

0<s<1

lim inf — 1 in D(pl .
iminf—=log min (07, |

Making use of Eq. (30) and the concavity of the square root function, we are able to get a similar bound
for the purified distance measure from Eq. (3I), under the same conditions. Namely,

—1 1z, .1 1z,
llgglf?logfng};ﬁ )P<p§;E"7 Z, ‘ ® pF") > hglol.}f?logEFnP(ﬂz N ‘ ® pg")
—1
> hnl)mf — log \/(ln 2)Er, D(py" EnH z | ® pa") (32)

> 1 maj( {S(H1+5(X|E)p - R)}

If the lower bounds in Eq. (31)) and Eq. (32)) equal the upper bounds in Eq. (22)) and Eq. 21)), respectively,
we would obtain the exact rates of exponential decay. In the following, we prove that this is indeed the
case when R > Ryitical-
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Consider the optimization problem
E,(R) = sup {s(H1+s(X|E), — R) }. (33)

Since the function s — sH; 4(X|E), is concave (cf. Proposition 2] (iv)) and obviously continuously
differentiable on (0, 00), s(H11s(X|E),— R) is also concave and continuously differentiable as a function
of s. So the supremum in Eq. (33)) is achieved at the point with zero derivative (if it exists), given by the
solution of the equation

R=R(s)= %SHHS(X\E),). (34)
Note that the critical rate is
Resitical = R(1) = %3H1+S(X|E)p}s:1. (35)
R(s) is nonincreasing, because s — sH (X |E) » 18 concave. Also, we define
R(0):= lim R(s) = H(X|E),, (36)
R(c0) == lim R(s) = Huin(X|E),, (37)

S——+00

where (36) and (37) follow from (51) and (52) of [25, Lemma IV.2], respectively. There are four cases:
(i) R> H(X|E),: the function s — s(H;s(X|E),— R) is monotonically dereasing. So the supremum
in Eq. (33) is 0, achieved at s = 0;
(i) Reritics < R < H(X|E),: Eq. (34) has a solution s* € (0, 1], where Eq. (33)) achieves the supremum;
(iii)) Hmin(X|E), < R < Raiticai: Eq. (34) has a solution s* € (1,400), where Eq. (33) achieves the
supremum;
(iv) R < Huyin(X|E),: the function s — s(Hy4+s(X|E), — R) is monotonically increasing. So the
supremum in Eq. (33)) is +oo, approached when s — +oo.
In cases (i) and (ii), we have that the supremum in Eq. (33) is achieved at s € [0, 1]. Therefore, the bound
in Eq. 22) and that in Eq. (BI) are equal, and so are the bound in Eq. 1) and that in Eq. (32)). Hence
we complete the proof. |

Since R(s) is nonincreasing, R(s) has the inverse function 1. The results presented in Theorem 2] and
Theorem [3] can be explained by using E,(R) and Ej(R) := supy<,<; s(H1+(X|E), — R) as follows.

0 when R > H(X|E),,

Ey(R) = Y(R)Hippm)(X|E), —¢(R)R  when H(X|E), > R > Huin(X|E),, (38)
“+00 when Hyin(X|E), > R,
0 when R > H(X|E),,

E(R) =4 (R)Hy. iy (X|E), — 0(R)R when H(X|E), > R > Rusea (39)
HQ(X|E) - R when Rcritical > R.

Figure [T illustrates the above two functions.
We make a few remarks on a related security measure. The quantity, mm P ( Py ‘ E Z Q0 ), was employed

in some works to measure the insecurity of the extracted randomness Z (see, e.g., [12]]). There is an
additional minimization over the adversary’s state, compared to P(pé B ‘ E Z Rpg) that we use here. Denoting
the minimizer in that measure as oy, we have

1 1,
P(pZE> Z] ®oy) < P(PZEa Z] ® pE)

1, . 1,
SP(pZEa@®UE)+P(| ® 0, 71 ®PE)

Z| 2]

1
< 2P(plp, —= Z ® ob).
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So, there is no difference between these two measures regarding the rate of asymptotic exponential
decreasing. However, we prefer to employ the measure P(pZ B | E Z @ pg) because fixing pg in the measure
fits better the requirement of composable security (see discussions in [57] and [54]).

Exponent

Hy(X|E),

mm(XlE)p critical H(X| E)p R

Fig. 1. Security exponent of privacy amplification. E,(R) is the upper bound derived in the present paper. E;(R) is the lower bound by
the reference [32]. These two bounds are equal when R > Reritical, giving the exact security exponent. When R > H(X|E),, the security
exponent is 0. Below the critical value Reitca, the upper bound Fy(R) is larger and diverges to infinity when R < Hmin(X|E),, while the
lower bound E;(R) becomes linear and reaches H2(X|E), at R = 0.

B. Discussion on the low-rate case

In Theorem [3] we have obtained the exponents only when R > Reiiica. One may